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Abstract

Hybrid integration of different quantum material platforms is probably the right path
leading to eventual realizations of practical photonic quantum computing and commu-
nication. Amongst these platforms, quantum dots stand out as not only near-perfect
sources emitting the purest, indistinguishable photons, but also viable spin qubits for
inducing non-local correlation, i.e., entanglement, between flying photons. Entangle-
ment generation between multiple photons is an indispensable ingredient for realizing
measurement-based quantum photonic computing and loss-tolerant quantum repeaters,
yet it remains to be experimentally demanding.

Self-assembled InAs quantum dots integrated on photonic-crystal waveguides are espe-
cially promising in this endeaver, since the entanglement between two guided photons
can be mediated by a quantum-dot spin owing to a deterministic spin-photon interface.
The same interface could also serve as a medium to swap information between flying pho-
tons and a stationary spin qubit, fulfilling DiVincenzo’s sixth criteria for long-distance
quantum communication.

In this thesis, we show that such a waveguide-integrated spin-photon interface enables a
plethora of quantum protocols suitable for quantum information processing.

Notably, we report the on-chip generation of high-fidelity entanglement between a guided
photon and the embedded quantum-dot hole spin, which lays experimental grounds
for, say, two-photon entangling gates, deterministic Bell-state analyzers and spin-photon
controlled-phase gate necessary for one-way quantum repeaters. The spin-photon entan-
glement is generated with 74% fidelity, on par with existing solid-state platforms while
the generation speed is two-orders of magnitude faster.

Our second work proposes that the information carried by a flying photon can be stored
in the stationary quantum dot with fidelity exceeding 95% in a realistic experimental set-
ting. The proposal is strikingly robust to losses with performance comparable to that of
the atomic platform. We therefore expect it to be useful for performing fast deterministic
SWAP gates, as well as memory-assisted satellite quantum key distribution.

Finally, we demonstrate entanglement between two photons and the quantum-dot electron
spin, endowed by significant improvements across most aspects of the platform. Using
nuclear spin narrowing, the electron spin dephasing time is extended by fifteen-fold, with
single-qubit gate fidelity of Fπ ≈ 98%. Fidelities of spin-photon and biphoton-spin entan-
glement are 77% and 56%, respectively, predominantly limited by cross-excitation errors
which can be mitigated in the next-generation sample. The path towards higher photons
is thus straightforward, and 4-qubit entanglement should be within reach.
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Sammenfatning

Hybrid integration af forskellige kvantemateriale platforme er sandsynligvis den rigtige
vej, der fører til eventuelle realiseringer af praktisk fotonisk kvanteberegning og kom-
munikation. Blandt disse platforme skiller kvanteprikker sig ud som ikke kun næsten
perfekte kilder, der udsender de reneste, ikke-adskillelige fotoner, men ogs̊a levedygtige
spin-qubits til at inducere ikke-lokal korrelation, dvs. sammenfiltring, mellem flyvende
fotoner. Sammenfiltringsgenerering mellem flere fotoner er en uundværlig ingrediens for
at realisere m̊alebaseret kvantefotonisk databehandling og tabstolerante kvanterepeatere,
men det er stadig eksperimentelt krævende.

Selvmonterede InAs kvanteprikker integreret p̊a fotoniske krystalbølgeledere er særligt
lovende i denne bestræbelse, da sammenfiltringen mellem to guidede fotoner kan me-
dieres af et kvantepunktspin p̊a grund af en deterministisk spin-foton-grænseflade. Den
samme grænseflade kunne ogs̊a tjene som et medium til at udveksle information mellem
flyvende fotoner og en stationær spin-qubit, hvilket opfylder DiVincenzos sjette kriterier
for langdistance-kvantekommunikation.

I denne afhandling viser vi, at en s̊adan bølgeleder-integreret spin-foton-grænseflade
muliggør et væld af kvanteprotokoller, der er egnede til kvanteinformationsbehandling.

Navnlig rapporterer vi on-chip-genereringen af high-fidelity-sammenfiltring mellem en
guidet foton og det indlejrede kvanteprikhulspin, som lægger eksperimentel grund til
f.eks. to-foton-entangling-porte, deterministiske Bell-state-analysatorer og spin-foton
kontrolleret fase-gate nødvendig for envejs kvanterepeatere. Spin-foton-sammenfiltringen
genereres med 74%-fidelity, p̊a niveau med eksisterende solid-state platforme, mens gen-
erationshastigheden er to størrelsesordener hurtigere.

Vores andet arbejde foresl̊ar, at informationen b̊aret af en flyvende foton kan lagres i
den stationære kvanteprik med en nøjagtighed, der overstiger 95% i en realistisk eksper-
imentel indstilling. Forslaget er sl̊aende robust over for tab med en ydeevne, der kan
sammenlignes med den atomare platforms. Vi forventer derfor, at det vil være nyttigt
til at udføre hurtige deterministiske SWAP-gates, s̊avel som hukommelsesassisteret satel-
litkvantenøgledistribution.

Endelig demonstrerer vi sammenfiltring mellem to fotoner og kvantepunktelektronspin-
det, udstyret med betydelige forbedringer p̊atværs af de fleste aspekter af platformen.
Ved at bruge nuklear spin-indsnævring forlænges elektronspin-affasningstiden med femten
gange med en enkelt-qubit-gate-fidelity p̊a Fπ ≈ 98%. Fidelities af spin-foton og biphoton-
spin entanglement er henholdsvis 77% og 56%, overvejende begrænset af krydsexcita-
tionsfejl, som kan afbødes i næste generations prøve. Vejen mod højere fotoner er s̊aledes
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ligetil, og 4-qubit sammenfiltring burde være inden for rækkevidde.



Acknowledgements

The research described in this thesis was carried out in the Quantum Photonics Group at
the Niels Bohr Institute, under the supervision of Peter Lodahl. The projects presented
have received funding from the European Union’s Horizon 2020 research and innovation
programme under the Marie Sk lodowska-Curie grant agreement 861097 (project name
QUDOT-TECH).

I would like to give my earnest, sincere gratitude to my supervisor Peter Lodahl, for
inviting me to Copenhagen to give a talk after first knowing me for merely 23 minutes
on Skype, for bringing me to the wonderful Quantum Photonics group/family and the
QUDOT-tech network, and for granting me a lot of research freedom. Despite Peter is
often too busy to get to the nitty gritty of experiments, his laser-sharp insights during
our brief conversations would always guide me to the right track (see the introduction of
Chapter 3). He is the ideal group leader who is extremely skilled at selling our platform,
reigniting my passion for quantum dots every time before I start losing hope.

Alexey Tiranov is the person I am wholly indebted to. He is simultaneously my
(unofficial) supervisor, mentor, good friend, colleague, programmer and technician. He
transformed me from being a pure theorist, to someone who knows how to design and
lead experiments. He is someone I aspire to be one day, if I decide to stay in academia
starting my own group.

Another person that I am deeply admired for is Martin Hayhurst Appel. His metic-
ulous, extensive, detailed-oriented, perfectionistic and aesthetic style of research thor-
oughly resonates with me. As you are reading this thesis you might notice plenty of
familiar figures and descriptions which are inspired from his PhD thesis.

I could not have reached the level of research maturity I need without the consistent
guidance from Yijian Meng, as he helped shape the later part of my PhD work and pushed
me beyond my comfort zone. It is due to his diligent and tenacious questioning on all
aspects of the experiment that the results in Chapter 6 become possible. I very much
look forward to more collaborations with him in the coming months.

Anders Søndberg Sørensen is my (unofficial second) supervisor who is probably the
smartest person I know. There is simply no end to his knowledge reserve. He is the ideal
theorist who has unparalleled levels of physical intuition. He is a sage whose words are
difficult to grasp at first, but when you finally get them your understanding ascends to a
higher level. Although he is extremely attentive to every detail in the projects we have
worked together, he will almost always miss a factor of 2, or one half, in his estimation.

I dare to say that the colleagues mentioned above have great tolerance on my mistakes,
as they tend to go easy on me without much criticism. Nir Rotenberg, on the other hand,
has left a very strong impression during my first group presentation. He constructively
criticized my theory work at the time and demanded intuitive understanding at the heart
of each equation in which I was severely lacking. It was a truly defining moment for me
and has since moulded my way of doing research. The many annotations and intuitive

v



vi

explanations you will read throughout this thesis reflect this.
At this point I think I have gabbled for too much so I will cut it short. I want to

particularly thank Arne Ludwig, Peter Zajac, Andreas Dirk Wieck and Nikolai Bart for
being so approachable and accommodating during my secondment in Bochum. Arne is
extremely knowledgeable in solid-state physics and especially supportive of my research,
whom I am profoundly grateful for. I want to also thank Richard Warburton, Giang
Nam Ba Nguyen, Clemens Spinnler, Liang Zhai, Mark Hogg, Marcel Erbe and the rest
of the Basel team for constructing such a hospitable, family-like environment for my
stay and also for the many intriguing discussions. Urs Haeusler and Bruno Ortega Goes
from the QUDOT-tech network are also good friends of mine whom I have shared some
funny memories with. I sincerely thank Ziv Aqua and Barak Dayan for our wonderful
collaborative work in Chapter 2.

My PhD studies have been very enjoyable thanks to the sociable, heartwarming work
environment constructed by my colleagues in the Center for Hybrid Quantum Networks.
My heartful thanks to the best office mates: Ying Wang, Vasiliki Angelopoulou (Vasso),
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Chapter 1

Introduction

On a semiconductor integrated chip found ubiquitously in modern electronic devices,
there are thousands of tiny electronic components like transistors, resistors and capac-
itors, which are interconnected forming a circuit to implement logic gates, amplifiers,
microprocessors and many more functions. All these components are called electron-
ics, since they manipulate the flow of electrical currents, or quanta of electricity called
electrons for information processing on the chip.

A quantum analog of this would be a quantum photonic chip that uses the quanta
of light, called photons, to transmit and process information. Photons are prime can-
didates for quantum bit (qubit) carriers as they are naturally robust to environmental
noises, travel in the speed of light, and are easy to manipulate with simple linear optical
elements like beam-splitters and phase shifters [1]. In addition, these optical elements
can be miniaturized and compactly integrated on the same semiconductor substrate for
electronics [2]. By virtue of these merits, fully integrated quantum photonic comput-
ing is no longer fantasy in a wet dream. It can realistically be implemented using the
Knill-Laflamme-Milburn (KLM) scheme [3] with linear optical elements, indistinguish-
able photons and photo-detectors. The field of quantum computing has now flourished
in both academia and industry, attracting wide government and media attention with an
accumulated global investment of $ 35.5 billions by 20221 [4], which promises to transform
existing technologies.

On the flip side of the immense hype, the fact that photons are resilient to decoherence
also implies two photons rarely interact, i.e., a photon is like a lone wolf, thus making op-
erations between pairs of photonic qubits experimentally challenging. The KLM scheme
circumvents this problem by utilizing the Hong-Ou-Mandel (HOM) effect [5] to implement
a controlled two-photon gate with projective measurements on two ancillary photons [6];
however this measurement-induced nonlinearity is inherently probabilistic and thus this
approach might not be scalable in the long run.

An alternative architecture is to have quantum emitters fabricated on the semicon-
ductor wafer to mediate nonlinear interaction between photons, as an integral part of the
photonic circuit [7]. Quantum emitter is an atom-like object which shoots out one photon
per excitation like a photon pistol. One prominent example of this is self-assembled In-
dium Arsenide (InAs) quantum dots in Gallium Arsenide (GaAs) semiconductor wafers,
which not only produce bright single photon streams of > 99% purity and > 98% indis-

1It is also fitting that in the same year the Nobel Prize in Physics was awarded to Alain Aspect,
John F. Clauser and Anton Zeilinger “for experiments with entangled photons, establishing the violation
of Bell inequalities and pioneering quantum information science”.

1
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tinguishability [8], but also offer a spin degree of freedom allowing on-chip spin-mediated
nonlinearity [9] which is in principle deterministic. Although these quantum dots do com-
plete the missing puzzle pieces in the original KLM scheme, they come with their own sets
of challenges such as spectral inhomogenity2 and susceptibility to environment noises3 [7].
Nevertheless, there is yet to be a singular quantum platform that simultaneously satis-
fies all five of DiVincenzo’s criteria [10] necessary for a fully fledged quantum computer,
thus a hybrid integration of different material platforms leveraging the strengths of each
platform seems to be the future [11].

Apart from being near-perfect single-photon sources, what quantum dots could add
to this quantum computing toolbox is perhaps their ability to deterministically induce
non-local correlation between a photon and a spin, i.e., spin-photon entanglement [12, 13,
14, 15, 16, 17, 18]. The ability to entangle photonic qubits and auxiliary spin states is not
only crucial for realizing deterministic two-photon gates locally within the photonic chip,
but also beneficial for connecting photonic circuits over distant networks [19]. The latter is
intimately related to DiVincenzo’s sixth and seventh criteria for quantum communication,
referring to abilities for the platform to convert between stationary and flying qubits
(photons), and to faithfully transmit photons between specified locations.

This thesis aims to show that self-assembled InAs quantum dots (QD) interfaced
with nanophotonic waveguides on a GaAs chip, could be a viable quantum platform
which is capable of entanglement generation between a stationary QD spin and a flying
photon, coherent exchange between their states, as well as the creation of multi-photon
entanglement. The proof-of-principle experiments and theories performed in this thesis
are built upon a waveguide-induced spin-photon interface4 developed recently [20, 21].
The presented results establish a solid foundation for an abundance of quantum infor-
mation protocols implemented on the QD-waveguide platform, laying the experimen-
tal grounds for one-way quantum repeaters [22] in quantum communication, on-chip
deterministic Bell-state analyzers, photonic quantum non-demolition detector with an-
cillary spin qubits [23, 24] and the generation of time-bin photonic cluster states for
measurement-based quantum computing [25, 18], among others.

From a pedagogical perspective, this thesis documents some valuable insights and
intuitions I have learnt during the period of study, which should hopefully be helpful to
future members in the group and scholars from a relevant community.

2This refers to the emission wavelengths of quantum dots being randomly distributed, so it remains
difficult to scale up to many quantum dots.

3This includes nuclear spin, phononic and charge noises etc.
4In Layman’s terms, this means the nanophotonic waveguide provides an efficient interface for flying

photons to interact with a quantum-dot spin. By time-reversal symmetry, a photon emitted from exciting
the quantum-dot spin state can also be efficiently collected through the waveguide.
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1.1 Thesis Structure

The structure of this thesis resembles a 5-course meal, divided into five parts:

Part I includes remaining sections of Chapter 1. For starters, we introduce our experi-
mental quantum photonic platform, which is established on self-assembled quantum-dot
spins interfaced with nanophotonic waveguides. We also highlight two optical excitation
schemes that are adopted in this thesis.

Part II presents a theory work (like a bowl of cold, dry salad5). In Chapter 2, we
propose a passive scheme to transfer the quantum state of a photon onto a waveguide-
integrated quantum-dot spin. To investigate the feasibility of our proposal, we analyze
the effect of various imperfections in an experimental setting.

Part III is the first main course with a healthy mix of experiments (white meat) and
theory (vegetables). More precisely, we report our experimental pursuit to generate en-
tanglement between a photon and the quantum-dot hole spin. In Chapter 3 we present a
photon-scattering protocol to achieve this, and follow up by performing a series of mea-
surements to characterize the quantum system and estimate the entanglement fidelity.
To understand errors limiting the fidelity, in Chapter 4 we analyze our protocol in depth
using the theory developed in Part II, to compare with the experimental estimate. To
refresh taste buds, a palate cleanser like Chapter 5 presents an interesting theory side
project sprang up from one particular measurement in Chapter 3.

Part IV is like the second main course which is often quite heavy (red meat), as in
Chapter 6 we show a multitude of experiments and device improvements, leading up to
the generation of genuine entanglement between a quantum-dot electron spin and two
photons.

In Part V we wrap up the meal with a cheese course (Chapter 7) and a dessert (Chap-
ter 8). The former discusses the possible implementation of a Bell-state analyzer protocol
that can classify Bell states with unity success rate, which is a natural extension of the
photon-scattering experiment demonstrated in Part III. The latter concludes the thesis
with a summary of main results and an optimistic outlook.

All experimental raw data, analysis scripts and figures have been uploaded to a frozen
data archive on Ref. [26].

Results in Chapters 2-4 have been published. Chapters 5-7 contain unpublished work.

5Not necessarily unpleasant.
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1.2 Self-assembled Quantum Dots

The substrate, or wafer on which a typical integrated circuit is built, is a semiconductor
material, such as crystalline Silicon or Gallium Arsenide (GaAs) with a thickness of hun-
dreds of microns. All circuit elements can be manufactured on the wafer by etching away
certain areas of the wafer surface, followed by deposition of n-type (accepting electrons,
negatively charged [27]) and p-type (donating electrons, positively-charged) materials.

A quantum photonic circuit can be fabricated in a similar way. The quantum device
used in this thesis is made by implanting Indium Arsenide (InAs) on top of a GaAs
substrate, followed by depositing a capping layer of GaAs to form self-assembled quan-
tum dots (QD). Surrounded these QDs are micron-scaled waveguide structures that are
sculpted by etching trenches and holes on the GaAs wafer [28].
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Figure 1.1: Self-assembled Quantum Dot. (a) Top: Schematics of a self-assembled
single quantum dot, formed by submerging a dome of InAs atoms in GaAs atoms. Bottom:
Scanning Tunneling Microscope (STM) image of an uncapped InAs quantum dot on a
GaAs substrate grown along [001], from Ref. [29]. Arrows indicate the crystallographic
axes defined by Miller index [xyz]. (b) Electronic band structure for a bulk GaAs crystal
near the Γ point, under the effect of uniaxial strain. The split-off band Jh = 1/2 is not
shown. Adapted from Ref. [30]. (c) Optical excitation schemes of QDs, including above-
bandgap (purple), quasi-resonant p-shell (green), and resonant s-shell (red) excitations
of an electron (black dot), which then recombines with a hole (white) emitting a photon.

Self-assembled InAs/GaAs QDs are nanometer-sized dome-like objects (Fig. 1.1a)
with a radius of 5-15 nm, and are 5-10 nm tall [30]. The method to synthesize these QDs
is known as the Stranski-Krastanov growth mode [30], which enables InAs to nucleate
randomly into small domes, through strain induced by lattice mismatch6 between InAs

6Lattice mismatch means a difference in lattice constant between InAs and GaAs. InAs has 0.606
nm, while GaAs has 0.565 nm at 300 K [31].
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and GaAs. Since InAs has a lower energy bandgap7 than GaAs, this 1 eV8 bandgap
difference provides the necessary three-dimensional energy confinement to trap electrons
and holes inside a QD, forming discrete electronic states (Fig. 1.1c) that resemble the
energy levels of a single atom9.

1.2.1 Band Diagram and Optical Excitations

The merit of having access to multiple atomic energy levels is the coupling to discrete
amount of light, called light quanta or a photon. This facilitates resonant excitation and
spontaneous photon emission of a semiconductor QD, which are essential for interfacing
a QD with flying photons. To understand the physical mechanism behind, it is useful
to look at the electronic energy bands of GaAs and InAs that constitute the QD. Both
are III-V semiconductor compounds with a zinc-blende crystalline structure [27]. Their
energy bands share similar features so it suffices to just consider GaAs.

Since the GaAs crystal lattice is jointed compactly by a large number of atoms (1023

atoms in the crystal), their atomic orbitals become very close in energy and overlap to
form energy bands, which are ranges of energy levels in which electrons can occupy in
the material. Fig. 1.1b shows the energy E(k) of an electron at wavevector k in different
bands of bulk GaAs. Of particular interests are bands closest to the Fermi level, and
an energy-forbidden region called bandgap where no electronic states exist. The bottom
bands belong to the valence band (VB) which is filled with electrons, while the one above
is the conduction band (CB) which is in general empty.

At the Brillouin zone10 center (the so-called Γ point where k = 0), the energy bands
are approximated by parabolic dispersion E(k) ≈ ℏ2k2

2m∗ , with their curvatures ℏ2(d2E
dk2

)−1 ≡
m∗ [27] representing the effective masses m∗ of different types of quasi-particles moving
under the periodic lattice potential. For an electron promoted to the conduction band,
it has the smallest effective mass11 and an orbital angular momentum L = 0 owing to
s-orbital symmetry of its Bloch state. This means the conduction-band electron has a
total angular momentum of Je = Se + L = 1/2 with z-angular momentum projection
Je
z = ±1/2. Similarly, when an electron is removed from the valence band, the absence

of the electron leaves a positively charged “hole”. This valence-band hole has p-orbital
Bloch states (L = 1) and behaves like a particle of pseudo spin 1/2, thus having a total
angular momentum of Jh = Se +L = 3/2. The two valence sub-bands shown in Fig. 1.1b
correspond to the heavy hole Jh

z = ±3/2 and light hole Jh
z = ±1/2, with m∗

hh > m∗
lh hence

their names. They become non-degenerate with minimum energy difference ∆Elh−hh

thanks to uniaxial strain in the GaAs crystal [30].

It is crucial to note that both GaAs and InAs have direct bandgap (Fig. 1.1b), meaning
the excitation and annihilation of a conduction-band electron requires only a quanta of
energy at the same wavevector k (or momentum p = ℏk). In other words, only a photon
is needed to access dipole transitions between the valence and conduction bands. This
has profound impact on how light interacts efficiently with InAs quantum dots.

7Energy difference between valence (VB) and conduction band (CB) of a semiconductor.
8The bandgap energies for InAs (infused with Ga) and bulk GaAs are EInGaAs

g ≈ 0.477 eV and

EGaAs
g ≈ 1.519 eV [32].

9This is why self-assembled QDs are often called artificial atoms.
10Primitive cell of the lattice expressed in the k-space [27].
11The conduction-band electron has m∗

e = 0.067me where me is the electron rest mass, whereas
valence-band heavy (light) hole has m∗

hh = 0.45me (m∗
lh = 0.082me).
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For such an optically active QD, a photon is sufficient to resonantly excite an electron
to s-shell (lowest energy level) of the conduction band (Fig. 1.1c), forming an electron-
hole bound state called an exciton. The inverse process is also possible, where after some
nanoseconds (around 1 ns lifetime for QDs in bulk [33]), the exciton decays by recombining
the electron and hole, radiating a photon of same frequency as the excitation. These two
processes are known as optical absorption and photo-luminescence [30].

Exciting the QD with photon energy higher than GaAs bandgap energy EGaAs
g ≈

1.4 eV (called above-bandgap excitation, purple arrow in Fig. 1.1c), drives the electron
to the GaAs conduction band, which subsequently diffuses to the s-shell by releasing
the excess energy through thermal lattice vibrations called phonons. This is frequently
used as a preliminary technique to reveal QD transitions for screening. A similar off-
resonant method is to excite the electron to the p-shell, which is useful for filtering out
the excitation laser in a confocal microscopy setup [34].

1.2.2 Charge-tunable Wafers

To shield against electrical charge noises, quantum dots are grown12 within layers of
different materials and sandwiched between doped layers (Fig. 1.2), where the top and
bottom GaAs layers are p-doped (positively charged) and n-doped (filled with electrons,
negatively charged). This constitutes a p-i-n diode which allows a static bias voltage
Vbias to be swept across one direction and stabilizes the charge environment around the
quantum dot (QD) [28].

Figure 1.2: Typical diode heterostructure of quantum-dot wafers. Applying a
bias voltage across the diode isolates QDs from fluctuating charge noises and loads them
with different charge states.

The diode membrane shown in Fig. 1.2 is designed to be around 180 nm thick to
support the single waveguide mode [36]. At the diode center lies the self-assembled InAs
QDs. They are sandwiched between layers of 41 nm intrinsic (i) or undoped GaAs and
52.8 nm tunnel barrier Al0.3Ga0.7As. This is categorized as an n-type device [37, 30] since
it is more probable for an electron to be trapped into the QD via quantum tunneling

12See Ref. [35] for fabrication details of this wafer. The wafers used in this thesis were grown by
our collaborators: Scholz, S., Bart, N., Ludwig, A. and Wieck, A. D. from Lehrstuhl für Angewandte
Festkörperphysik, Ruhr Universität Bochum, Germany.
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than a hole when an external bias voltage is applied. Due to a heavier effective mass, the
probability for the heavy hole to tunnel through the Al0.3Ga0.7As barrier can be shown
to be at least ten orders of magnitude lower than that of the electron through the i-GaAs
layer13, using the Wentzel-Kramers-Brillouin (WKB) approximation [38].

1.2.2.1 Tuning Quantum dots by Electric fields

Apart from stabilizing the charge environment, the applied bias voltage is used to mod-
ulate the frequencies of QD optical transitions via the quantum-confined DC Stark ef-
fect [39, 40, 41]. The n- and p-doped layers shown in Fig. 1.2 result in a built-in energy
difference Ei. Applying a forward bias voltage Vbias pulls the conduction-band electron
and valence-band hole apart, effectively shifting the excitonic emission energy by ∆EStark:

∆EStark = E(Fz)− Ei = −p0Fz − βpolF2
z, (1.1)

where p0 = es0 is the excitonic dipole moment between the center of electron (of charge
e) and hole wavefunctions displaced by distance s0 at zero bias. Fz is the amplitude of ap-
plied static electric field along the growth direction z, where Fz = (Vi−Vbias)/dintrinsic [30,
41]. Vi ≈ 1.54 V at 4 K is the built-in voltage [33] from the diode, and dintrinsic = 104 nm
is thickness of the intrinsic region between doped layers. The polarizability βpol measures
how easily the dipole can be pulled apart, or polarized.

1.2.2.2 Charging Quantum dots

Different quantum dot charged states [42] can be initialized with voltage tuning. This
is achieved by either removing (adding) an electron from the valence band (into the
conduction band). The quantum tunneling picture is useful to understand this.

Fig. 1.3 schematically shows the band energy levels at different layers of the diode,
which prepares different QD charged states. Top (bottom) black line represents the
conduction (valence) band. Applying a bias voltage effectively tilts the band structure
downwards like a lever arm where the Fermi level Ef is fixated at a pivot point (n-
layer) [43].

At a small forward bias, the tilted band structure has a large slope (Fig. 1.3a). When
the QD is now illuminated by a laser of frequency resonant to14 the X0 transition fre-
quency, upon absorption of the photon energy an electron from the valence band is
promoted to the conduction band s-shell, leaving behind a hole. At this voltage, the ef-
fective width of the i-GaAs layer (colored arrow in deep red) is short. Hence, the electron
tunnels out to the Fermi contact without recombining with the hole15. As a result, a hole
is trapped forming the ground state for X+.

At a higher forward bias (Fig. 1.3b), however, the barrier width is sufficiently long
such that the electron tunneling rate is slower than the neutral exciton X0 recombina-
tion/decay rate. Therefore, electron recombines with the hole via Coulomb interaction

13The hole effective mass in AlxGa1−xAs is given by (0.51+ 0.25x) me at 300 K [31] for electron rest
mass me and Al concentration of x, while for electron it is (0.063+0.083x) me. A heavier particle means
it is more localized and harder to penetrate the barrier.

14This also applies to above-bandgap excitation where the electron decays non-radiatively to the
conduction band s-shell, which is the method we used in Chapter 3 to initialize a hole.

15Since the diode is in principle symmetric, a hole can also tunnel out to the p-layer [28]. However,
this is highly suppressed for an n-type device used in this thesis.
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Figure 1.3: Energy band structure of a p-i-n diode at different bias voltages.
The diode is shown in Fig. 1.2. A higher forward bias lowers the energy difference
between doped layers, increasing the number of electrons in the exciton state. Orange
filled (empty) dots are electron (hole) spins. Vi is the built-in potential difference in
quasi Fermi levels between n- and p-layers at zero bias [30]. CB (VB) is the conduction
(valence) band. Adapted from Fig. 4.1 of Ref. [30]. (a) Preparation of the ground state for
a positively charge excitonX+. Upon photon absorption, the electron tunnels out without
radiative recombination. (b) Emission from a neutral exciton X0. Recombination occurs
as the tunneling rate is slower. (c) Preparing the ground state of a negatively charged
exciton X−.

emitting a photon16. Note that the crystal ground state for X0 does not have charges [28].
It shall now be clear that these processes are governed by the interplay between electron
tunneling to the back contact and electron-hole recombination [44].

At an even larger forward bias, the Fermi level has higher energy than the QD s-
shell (Fig. 1.3c). Therefore, it is energetically favourable for an electron to tunnel from
the n-doped back contact into the QD, resulting in the ground state for X−. As one
may notice, there exists a small region of voltages where the Fermi sea is more or less
degenerate with the QD s-shells, allowing co-tunneling of electrons in and out of the QD
confinement. This range of voltages is called the co-tunneling regime and is useful for
randomizing the electron spin state (Sec. 6.3.1).

The takeaway message here is that embedding the QD in a diode structure helps
reduce electrical charge noise, and gives access to different charged states. The flexibility
to apply bias voltages also allows the QD to be tuned by 0.5-0.75 GHz/mV17 to be
resonant with e.g., a cavity or another QD [45, 46].

16The valence-band hole can also recombine with an electron in the back contact. This is known as
Mahan excitons [44] which have a wider linewidth than typical excitons.

17This depends on the lever-arm factor of a specific wafer [43], and is known by measuring the QD
photo-luminescence at different bias voltages and frequencies, which is called a plateau map (Fig. 3.11a).
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1.3 Optical Selection Rules

Previously we introduced different exciton states and their preparation from the perspec-
tive of energy band structures. For charged excitons, the charge in their ground states
offers an extra controllable spin degree of freedom for quantum operations. Under an
external magnetic field, each charge gains access to two non-degenerate spin states due
to the Zeeman effect, acting as the logical |0⟩ and |1⟩ of a qubit. It can also be optically
excited to form a trion emitting a single photon. Depending on the direction of magnetic
field, different level structures arise according to the optical selection rules.

In this section, we describe the optical selection rules for different exciton states.

1.3.1 Neutral Exciton

The neutral exciton X0 has a crystal ground state |gc⟩. Optical excitation at a certain
bias voltage creates an electron-hole pair where the electron out-tunneling is slower than
the radiative recombination (Fig. 1.3b). The conduction-band electron (total angular
momentum of Je = 1/2) and valence-band hole (total angular momentum Jh = 3/2)
is bound by Coulomb interaction [28], forming the excited state of X0. With an equal
number of electron and hole, X0 is therefore electrically neutral.

The electron (hole) spin has two eigenstates: |↑⟩ and |↓⟩ (|⇑⟩ and |⇓⟩), where |↑⟩
(|⇓⟩) is the z-projection of the spin with angular momentum Je

z = +1/2 (Jh
z = −3/218).

Depending on the net angular momentum projection mz = Je
z + Jh

z in the excited state,
two types of X0 are possible. An exciton with opposite spin orientations, i.e., |⇑↓⟩ or
|⇓↑⟩, which can absorb or emit a photon19 of angular momentum mz = ±1, is called a
bright exciton. The emitted light is therefore circularly polarized (denoted by σ±) as it
is an eigenstate of spin-angular momentum ±1. Hence, the optical selection rules are

|gc⟩ σ+

←→ |⇑↓⟩;
|gc⟩ σ−
←→ |⇓↑⟩, (1.2)

with degenerate excited states. In reality, the bright exciton is not a perfect two-level
system. Due to breaking of the in-plane circular symmetry of strained QDs [47], ex-
change interaction between the electron and hole gives rise to a fine structure splitting
∆FSS between two eigenstates |⇑↓⟩ ± |⇓↑⟩. These eigenstates now have a net angular
momentum of mz = 0, as a result of the linear combination of states with spin-angular
momentum +1 and −1. Therefore, the associated optical dipoles are superpositions of
circular polarizations too, becoming linearly polarized20:

|gc⟩ Y←→ 1√
2

(|⇑↓⟩+ |⇓↑⟩);

|gc⟩ X←→ 1√
2

(|⇑↓⟩ − |⇓↑⟩), (1.3)

A dark exciton with parallel spin orientations (|⇑↑⟩, |⇓↓⟩) has mz = ±2 units of angular
momentum, thus cannot be optically accessed directly from the crystal ground state.

18For brevity, here we consider only the heavy hole Jh
z = ±3/2 and ignore the light hole Jh

z = ±1/2.
19A photon is a spin-1 boson with spin-angular momentum of ±1 along z.
20The general rule is the difference in net angular momentum between the excited and ground eigen-

states determines the photon polarizations.
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2
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2
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Figure 1.4: Energy levels of neutral exciton X0. Strain-induced quantum dot asym-
metry results in fine structure splitting ∆FSS between two excited states of a bright
exciton, which couple to linearly polarized light, according to selection rules. Dark exci-
ton states are not shown.

The transfer between the bright and dark excitons is possible via spin flips of either the
electron or hole, which is primarily responsible for blinking [48] observed when measuring
the intensity correlation g(2)(τ) between emitted photons from a bright exciton.
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1.3.2 Negatively-charged Exciton

For a negatively charged exciton X−, the ground state is an electron. Upon photo-
absorption, an electron-hole pair is generated in addition to the electron, thus the excited
state is a trion consisting of one hole and two electrons. The two trion electrons in
the conduction band form a singlet21 which has zero angular momentum, thus only the
trion hole in the valence band couples to a magnetic field. The excited (ground) state
therefore has a net angular momentum Jh

z = ±3/2,±1/2 (Je
z = ±1/2). For X−, the

optical transitions between a trion hole and the ground-state electron are illustrated in
Fig. 1.5a. Here we define the quantization axis to be z, so all states are expressed by the
z-projection of spin-angular momentum.

∣∣Φ−
h

〉

+1/2

+1/2 −1/2 −3/2+3/2Jh
z

Hole Jh = 3/2

−1/2

σ+σ+

σ−σ−

Je
z

Electron Je = 1/2

∣∣Φ+
h

〉

|Φ−
e ⟩

|Φ+
e ⟩

d1

d2

d4

d3

a b

Figure 1.5: Optical selection rules for X−. (a) Interband optical transitions between
a trion hole and ground-state electron in the z-basis. A heavy (light) hole has z-angular
momentum of Jh

z = ±3/2 (Jh
z = ±1/2) which couples to the electron Je

z = ±1/2 by
circularly polarized light. Adapted from Fig. 9.6 of Ref. [49]. (b) Same as (a), but the
eigenstates are modified according to the Hamiltonians in Eq. (1.5).

We can also describe the optical dipoles (Fig. 1.5a) mathematically below [50], which
is useful for determining the selection rules at different magnetic field orientations:

d ∝ (ex − iey)
(
|+3/2⟩⟨+1/2|︸ ︷︷ ︸
e− → trion hh

−k |+1/2⟩⟨−1/2|︸ ︷︷ ︸
e− → trion lh

)

+ (ex + iey)
(
|−3/2⟩⟨−1/2| − k|−1/2⟩⟨+1/2|

)
, (1.4)

where ex (ey) is a unit vector along x (y). ex − iey ≡ σ+ (ex + iey ≡ σ−) denotes the
right-hand (left-hand) circular polarization. |Jh

z ⟩⟨Je
z | is the projection operator coupling

the ground-state electron with spin projection Je
z to the trion heavy hole (hh) or light

hole (lh) state with total angular momentum Jh
z . k measures the difference in radiative

coupling strength between heavy and light holes.
Under a general magnetic field B ≡ (Bx, By, Bz), the ground-state electron (e) and

trion hole (h) are subject to the Hamiltonians [50]

Ĥe
B = Ĥe

B,Z = geµBB · Ŝ;

Ĥh
B = Ĥh

B,Z + Ĥh
B,NZ = g0µB κB · Ĵ + g0µB q(BxĴ

3
x +ByĴ

3
y +BzĴ

3
z ), (1.5)

21Electrons with equal spin states cannot occupy the s-shell due to the Pauli exclusion principle [30].
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where ge (g0) is the (free) electron g-factor, µB is the Bohr magneton. Ŝ ≡ 1
2
σ̂ (Ĵ) is

the vector of spin-angular momentum matrices for a spin-1/2 (spin-3/2) particle. σ̂ are
Pauli matrices. The magnetic coupling of the hole is given by the Zeeman Ĥh

B,Z and non-

Zeeman Ĥh
B,NZ terms. κ22 and q are the Luttinger parameters dependent on the quantum

dot material23. J3
i is given by Table 3.5 of Ref. [49].

Eq. (1.5) introduces coupling between the spin basis states (i.e., |±1/2⟩), and modifies
the energy eigenstates into |Φ±

p ⟩, p ∈ {e, h} accordingly (Fig. 1.5b). The corresponding
optical dipoles can therefore be deduced from the difference in net angular momentum
between the new ground and excited eigenstates.

1.3.2.1 Zero Field

At zero magnetic field B = 0, the basis states of the ground-state electron, as well as the
trion heavy hole, have vanishing matrix elements24, i.e.,

⟨+1/2|Ĥe
B|−1/2⟩ = 0; ⟨+3/2|Ĥh

B|−3/2⟩ = 0, (1.6)

which implies the ground (excited) states are degenerate. The zero-field negatively
charged exciton therefore manifests as a double two-level system, with its eigenstates
identical to the basis states: |Φ±

e ⟩ = |±1/2⟩ and |Φ±
h ⟩ = |±3/2⟩. Ignoring the trion

light hole in Eq. (1.4), the optical dipoles of this system (Fig. 1.5b) can then be found
using [52]

d1 = ⟨Φ+
h |d|Φ+

e ⟩ = ex − iey = d∗
4;

d2 = ⟨Φ+
h |d|Φ−

e ⟩ = 0 = d∗
3, (1.7)

where the outer transitions d1,d4 have orthogonal25 circularly-polarized dipoles, while
the inner transitions d2,d3 are forbidden by the selection rules26.

1.3.2.2 Voigt Field

The degeneracy in Eq. (1.6) can be lifted by applying an external magnetic field. For
a magnetic field oriented orthogonal to the QD growth direction (also called the in-
plane or Voigt geometry), which is the field direction used throughout this thesis, B ≡
(Bx, By, Bz) = (B cosϕ,B sinϕ, 0). Thanks to the Zeeman term in Eq. (1.5), the electron
basis states are now coupled by

⟨+1/2|Ĥe
B|−1/2⟩ =

1

2
geµBBe

−iϕ. (1.8)

The new eigenstates for the ground-state electron become superposition of the z-basis
states, which align with B:

|Φ±
e ⟩ =

1√
2

(±|+1/2⟩+ eiϕ|−1/2⟩) =
1√
2

(±|↑z⟩+ eiϕ|↓z⟩), (1.9)

22Not to be confused with k in Eq. (1.4).
23κ depends on Indium concentration [51].
24This can be understood as the transition element between spin states enabled by Zeeman interaction.
25Orthogonal since d1 · d4 = 0.
26In fact, weak cross-transitions can be allowed via the light hole component [37].
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with their energies shifted by ⟨Φ±
e |Ĥe

B|Φ±
e ⟩ = ±1

2
geµBB relative to their zero-field case.

For the trion hole, the story is different. In the simplest case where we consider only
the heavy hole subspace (Jh

z = ±3/2), one could show that using Eq. (1.5)27, only the
non-Zeeman term Ĥh

B,NZ couples the heavy hole basis states:

⟨+3/2|Ĥh
B|−3/2⟩ = ⟨+3/2|Ĥh

B,NZ|−3/2⟩ = −3

4
g0µBqBe

iϕ ≡ 3

4
g0µBqBe

−iϕh , (1.10)

giving rise to new eigenstates for the heavy hole spin

|Φ±
h ⟩ =

1√
2

(±|+3/2⟩+ eiϕh|−3/2⟩) =
1√
2

(±|⇑z⟩+ eiϕh|⇓z⟩), (1.11)

which again rotate with B via ϕh = π− ϕ. The optical transitions are therefore linearly-
polarized:

d1 = ⟨Φ+
h |d|Φ+

e ⟩ ∝ cos

(
ϕh − ϕ

2

)
ex + sin

(
ϕh − ϕ

2

)
ey = sinϕ ex + cosϕ ey = d4;

d2 = ⟨Φ+
h |d|Φ−

e ⟩ ∝ − sin

(
ϕh − ϕ

2

)
ex + cos

(
ϕh − ϕ

2

)
ey = − cosϕ ex + sinϕ ey = d3.

(1.12)

This implies the optical dipoles should rotate according to orientation of the in-plane
magnetic field28. However, this is not what experimentally observed in our device29. The
optical dipoles can in fact be influenced by the built-in strain during quantum dot growth
via heavy hole-light hole mixing. To illustrate this, we consider the trion hole basis states
in the presence of light hole admixture [50]

|ψ±
h ⟩ = |±3/2⟩ − γe±i2θ

∆Elh−hh

|∓1/2⟩, (1.13)

which in the first order is a superposition between the heavy hole (Jh
z = ±3/2) and light

hole states (Jh
z = ∓1/2). γ is the hole-mixing coefficient and θ determines the strain

direction relative to the x-axis30. ∆Elh−hh is the energy splitting between the heavy and
light hole ground states (Fig. 1.1b). With the new basis states, both the Zeeman and
non-Zeeman terms have non-vanishing matrix elements. To highlight the coupling with
Ĥh

B,Z, we assume q ≪ κ31 thus

⟨ψ+
h |Ĥh

B|ψ−
h ⟩ ≈ ⟨ψ+

h |Ĥh
B,Z|ψ−

h ⟩ =

√
3g0κγµBB

∆Elh−hh

e−i(ϕ+2θ) ≡
√

3g0κγµBB

∆Elh−hh

e−iϕh , (1.14)

which has the same form as Eq. (1.10). The light hole components give rise to the coupling
between the trion hole states via Zeeman effect. Comparing with Eq. (1.11), the new hole

27This is done mathematically by removing the light hole components and simplifying Ĵ3
x ,Ĵ

3
y and Ĵ3

z

into 2× 2 matrices.
28As an additional remark, for an ideal heavy hole with perfect D2d symmetry (q = 0) [53], Eq. (1.10)

should vanish, thus the in-plane pure heavy hole g-factor would be 0 [54].
29See Sec. 5.4 of Ref. [52]: From resonant transmission experiment the optical dipoles do not rotate

with the in-plane magnetic field angle ϕ.
30See Fig. 1 in Ref. [50].
31For InAs and GaAs, κ≫ q [54].
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eigenstates now have a relative phase ϕh = ϕ + 2θ between |ψ±
h ⟩. Substituting this into

Eq. (1.12) yields a set of dipoles which is independent of the in-plane field orientation ϕ:

d1 = ⟨Φ+
h |d|Φ+

e ⟩ ∝ cos θ ex + sin θ ey = d4;

d2 = ⟨Φ+
h |d|Φ−

e ⟩ ∝ − sin θ ex + cos θ ey = d3. (1.15)

It is now apparent that when the trion hole coupling is dominated by the light hole
mixing, the resulting eigenstates are superpositions of |ψ±

h ⟩ that can be effectively treated
as hole pseudo spin states in the equatorial basis. Under an in-plane magnetic field, the
negatively charged exciton exhibits a four-level system with linear dipoles fixated by the
strain angle θ. For shear strain, θ ≈ ±π/4 thus the linear dipoles are locked towards [110]
or [11̄0] [50]. In this thesis, we define these linear dipoles d1,d4 = [11̄0] (d2,d3 = [110])
to be Y- (X-) polarized (Fig. 1.6b).

|⇓x↓↑⟩

|↓x⟩
|↑x⟩

|⇑x↓↑⟩|⇓z↓↑⟩

|↓z⟩|↑z⟩

|⇑z↓↑⟩

B = 0

a

|↓x⇓⇑⟩

|⇓x⟩
|⇑x⟩

|↑x⇓⇑⟩

σ+ σ− Y Y

X

X

Y Y

X

X

b c

Bx Bx

Figure 1.6: Selection rules for charged excitons under a magnetic field. (a)
Without a magnetic field, X− has degenerate ground and excited states. Bz lifts the
degeneracy but results in the same eigenstates and optical dipoles. (b) With Bx, electron
eigenstates are |↑x⟩ = (|↑z⟩ + |↓z⟩)/

√
2 and |↓x⟩ = (−|↑z⟩ + |↓z⟩)/

√
2, while the hole

eigenstates are defined by the strain (Eq. (1.15)). The optical dipoles also align with
the strain angle θ with equal strengths. (c) For X+ the ground and excited states are
flipped, as the two holes in the trion form a singlet, leading to dipole transitions between
a trion electron and the ground-state hole.

For QDs with less strain and shape anisotropy, i.e., GaAs/AlGaAs QDs grown by
local droplet-etching [55], the trion heavy hole states are coupled by the non-Zeeman
term, hence the linearly polarized optical dipoles following Eq. (1.12) should align with
the external magnetic field B.
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1.4 Nanophotonic Waveguides

So far we have discussed the band structure and optical selection rules of self-assembled
quantum dots (QD). For this section, we introduce ways to couple the dipole radiation
to a guided mode.

In general, when electron-hole recombination occurs, the radiation propagates in all
directions32 due to energy conservation; as a result, only a small fraction of emitted light
can be captured. To improve collection efficiency, the typical approach is to embed the
QDs in nanostructures. The enclosure modifies the local photonic environment around
the QD, thus preferentially guiding the emitted light to a single, well-defined optical
mode. Inversely, when an incoming photon is coupled to the same optical mode, its
interaction with the QD becomes deterministic.

Figure 1.7: Scanning Electron Micrograph (SEM) of a two-sided photonic-
crystal waveguide (PCW). The absence of air holes in the middle of the PCW region
defines the waveguide. The device is fabricated along QD crystallographic axes, where we
assume [11̄0] ([110]) is parallel with the waveguide Y-axis (X-axis), thus for a QD at the
waveguide center the coupling of Y-dipole (X-dipole) to the fundamental waveguide mode
is enhanced (suppressed). Emission from a QD located in the slow light region is guided
to the shallow-etched grating couplers [56] which have orthogonal linear polarizations.
The couplers behave as diffraction gratings which scatter the guided light out-of-plane at
an 8.4◦ angle, with > 82% transmission efficiency [33].

In this thesis, a type of nanophotonic waveguides called photonic-crystal waveguide
(PCW) is used to manifest the coupling between light and the embedded QDs. Figure 1.7
shows the Scanning Electron Micrograph (SEM) of a PCW with two outcoupling ports.
The PCW is fabricated on the GaAs wafer along the QD crystallographic axes, where we
take the waveguide Y-axis to be [11̄0], to be consistent with notations in Sec. 1.3. At the
center of the nanostructure, there is a periodic triangular lattice of air holes with hole
radius r and lattice constant a, which are fabricated33 by etching through the p-i-n diode
shown in Fig. 1.2.

These periodic patterns alternating between air holes and GaAs cause modulation of
the refractive index between nair = 1 and nGaAs = 3.5, which leads to optical interference

32Assuming these QDs are not embedded in nanostructures, i.e., in bulk, and without distributed
Bragg Reflectors underneath.

33See Ref. [57] for detailed fabrication details.
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Figure 1.8: Dispersion relation of photonic bands of a PCW. The PCW comprises
a periodic array of air holes forming a photonic bandgap (white region). One row of
air holes is left out as a defect to allow coupling to a few optical modes (red lines)
within the bandgap. The lattice constant a and hole radius r determine the dispersion
relation. Light cone region includes unconfined modes with incident angles below the
critical angle [58]. Slab modes refer to optical modes that are coupled to free space and
the GaAs membrane. Adapted from Ref. [28].

between scattering waves that is highly dispersive (Bragg scattering [28]). At certain
frequencies of light, its propagation through successive layers of air holes is inhibited
due to destructive interference. This forbidden region of frequencies is called a photonic
bandgap of photonic crystals [58], in direct analogy with the electronic bandgap arisen
from periodic crystalline structure of semiconductors like GaAs (see Sec. 1.2.1).

Now, removing a single row of holes from the photonic crystal lattice creates a defect,
in which a few optical modes are permitted within the photonic bandgap (Fig. 1.8). Here
the bandgap lies between ωa/2πc = [0.254, 0.361] [28], where c is the speed of light and
ω is frequency of the optical mode. Of relevance is the lowest-frequency mode M0 (also
called the fundamental mode). For a lattice constant of a = 250 nm, M0 hosts a range
of allowed frequencies spanning ∼ 313-329 THz, which is sufficiently broadband catering
to the typical emission wavelength of our self-assembled QDs (∼ 950 nm).

For a dipole placed at the center of the defect (blue cross in Fig. 1.8), M034 ideally
couples only to the Y-dipole [11̄0] while X-dipole [110] does not35. Light travelling along
the defect is thus confined in the plane of the lattice by photonic crystals, whereas the
out-of-plane coupling is restricted by total internal reflection from the interface with air36,

34M0 is an even waveguide mode which has only the electric-field component Ey at the defect center,
while M1 is odd meaning Ex is maximized at the center [33].

35In general M0 couples to both dipoles, with coupling strength dependent on the QD position and
dipole orientations. Here we assume the dipole is perfectly centered and the fabricated waveguide aligns
with the QD crystallographic axes.

36An Al0.3Ga0.7As sacrificial layer beneath the diode (Fig. 6.3) is etched away making the t ≈ 180 nm
thick waveguide suspended in air. Therefore, the waveguide is interfaced with air from both the top and
bottom.
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comprising a photonic-crystal waveguide.
The radiative decay rate Γrad of an embedded dipole emitter largely depends on its

spatial position in the defect as well as the orientation of the dipole relative to the
waveguide. Γrad is given by [28]

Γrad =
πω

ℏϵ0
|d|2 ρLDOS(ω, r0, ed), (1.16)

where ϵ0 is the vacuum permittivity. |d| is magnitude of the dipole moment. ρLDOS(ω, r0, ed)
is the linear optical density of states (LDOS) experienced by the emitter at position r0
and frequency ω, which depends on the projection of the transition dipoles ed (intro-
duced in Sec. 1.3) onto the normalized mode functions of the local electric field uk(r)
(waveguide modes), i.e.,

ρLDOS(ω, r0, ed) ∝ |ed · u∗
k(r)|2. (1.17)

Eq. (1.16) is applicable for describing the decay rate of different dipole transitions for
an emitter with a multi-level energy structure. Eq. (1.17) indicates that Γrad of different
dipoles can be engineered by varying the emitter’s spatial position in the waveguide,
modifying the dipole polarizations via optical selection rules, or rotating the waveguide
relative to the dipoles. In particular, this tunability realizes Λ-level emitters with equal
decay rates (Sec. 2.6), or with one dominating transition (Secs. 3.4.3 and 6.3.2). The
enhancement or suppression of the radiative decay rate is quantified by the waveguide-
induced Purcell factor

FP =
Γrad(ω, r0, ed)

Γhomo(ω)
∝ ng(ω), (1.18)

which is the ratio in radiative decay rates between a waveguide-embedded dipole emitter
and the same emitter placed in a homogeneous medium (i.e., in bulk GaAs). For dipoles
emitting light at frequencies very close to bottom edge of the waveguide band M0 (or
band-edge in Fig. 1.8), the group velocity (vg = dω/dk = c/ng, slope of the M0 band) van-
ishes and light propagation begins to halt, ρLDOS ∝ ng(ω) diverges leading to significant
Purcell enhancement. A group index of ng > 50 [59] has been observed corresponding
to FP = 10. This also motivates the search for QDs emitting near the band-edge during
initial sample characterization (see Sec. 6.3.1).

An important parameter to benchmark the coupling of the dipole emission to the
guided mode is the β-factor, or the so-called single-photon coupling efficiency:

β =
Γwg

Γwg + γng + γnr
, (1.19)

where Γwg = ΓX
rad + ΓY

rad includes radiative decay rates from both dipoles. γng is the
radiative decay rate into the non-guided mode37, and γnr is the non-radiative decay rate38.
A near-unity β = 98.4% [59] is measured for photonic-crystal waveguides thanks to the
Purcell-enhanced Γwg on the waveguide mode and partial suppression of γng from the
photonic crystal bandgap.

37This includes coupling to higher-order TE-like modes M1 and M2, and out-of-plane TM modes.
38For instance, due to phonons, or non-radiative Auger processes for charged excitons [60].
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1.5 Photon Emission and Single-photon Scattering

In this thesis, two different optical techniques are implemented to drive the quantum dot
(QD) dipole transitions. Both are applicable to other quantum emitters. The differences
between two techniques are summarized in Table 1.1 and explained in depth below.

The first method involves single-photon emission of a QD by pulsed excitations. A
pulsed laser of duration Tpulse orders of magnitude shorter than the QD lifetime τQD is
typically adopted, which allows the QD to be ideally excited only once during the laser
pulse. However, by Fourier transform this means the laser is spectrally a lot broader
than the QD linewidth, a majority of the laser is thus off-resonant with the QD. To
reach full population inversion of the QD ground state, sufficient optical power is thus
needed. A pulse capable of populating the QD excited state is referred to as an optical
π-pulse [61], and is used for single-photon emission. For a photon emitted following
the decay of the excited state, its emission spectrum is ideally an Lorentzian broadened
by the QD linewidth Γ, but in practice has a Voigt profile – a convolution between
Lorentzian (homogeneous lifetime broadening) and Gaussian (inhomogeneous broadening
due to spectral wandering, etc.) line shapes [28].

Schemes Emission Photon Scattering

Duration-lifetime ratio Tpulse/τQD ≪ 1 ≫ 1
Spectral width-linewidth ratio
σo/Γ

≫ 1 ≪ 1

Effective pulse area π ≪ π
Ideal spectral line shape of the
output photon

Lorentzian
(given by the
emitter)

Gaussian (given by the in-
put pulse)

Waveguide implementation Excite on top Excite through waveguide

Table 1.1: Differences between two optical driving schemes used in the thesis. These are
ideal general conditions considering a perfect two-level system for the emitter.

A second approach to optically address the QD state, is through scattering by single
photons. Here the QD is treated as a coherent photon-scatterer instead of an emitter.
For efficient scattering, the spectral width σo of the driving pulse needs to be narrower
than the QD linewidth Γ such that the input photon appears to be monochromatic to the
QD transition frequency [62, 63]. This however means the pulse is now longer than the
QD lifetime where Tpulse = 1/σo ≫ τQD = 1/Γ, thus the QD could be repeatedly driven
during the long pulse. To minimize the probability of over-driving (or re-excitation), it is
therefore essential to drive the QD at a very low optical power39, such that ideally only
a single photon interacts with the QD during the pulse. This means the mean photon
number per pulse needs to be truncated to below the single-photon level (n̄ ≪ 1) [64].
Since the interaction is weak, the line shape of the scattered photon (assumed to be a
Gaussian in Table 1.1) is ideally slightly perturbed [65] by the emitter’s spectral response
function (Lorentzian).

39This is why in a resonant waveguide-transmission experiment using a continuous-wave (the pulse is
infinitely long) probe laser, the laser power needs to be set at only a fraction of the saturation power.
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For a perfect two-level atom placed in a two-sided waveguide, we expect an incident
field (single-photon state, resonant with the atomic transition) to be fully reflected, thus
leading to full suppression of the incident field in the transmission due to destructive
interference with the dipole emission, i.e., the so-called transmission dip in a typical
resonant-transmission experiment. The origin of this destructive interference can be
intuitively understood by invoking the elegant argument of energy conservation.

Figure 1.9: Scattering dynamics of a two-level atom.

Before scattering, we assume the weak incident field has a normalized amplitude of
1. There is no assumption on the resonant condition of the input field. Upon scattering
with the two-level atom, due to symmetry of a non-chiral waveguide, we expect the dipole
radiates fields equally in both backward and forward directions with scattering coefficient
x (Fig. 1.9). In the forward direction, the transmitted field is a superposition of the
incident and scattered fields. Since the energy before and after scattering is conserved,
the total intensity from both the reflection (R) and transmission (T ) should also be
normalized, adding up to 1, hence

R+ T = |x|2 + |1 + x|2 = 1. (1.20)

Solving Eq. (1.20) gives x = 0, −1 where x = 0 (x = −1) corresponds to off-resonant
(resonant) scattering. For x = −1, the incident and forward scattered fields destructively
interfere due to the π-phase shift, resulting in T = 0. When x = 0 there is no atomic
response thus the off-resonant incident field transmits. As such, the atom behaves as a
narrowband dichroic mirror: reflecting resonant light governed by the atomic linewidth
while transmitting off-resonant frequencies.





Chapter 2

Quantum State Transfer from
Photon to Spin

We kick off by presenting a theory to implement a two-qubit SWAP gate between a
flying photon and a single quantum dot (QD) spin hosted on a nanophotonic chip. A
SWAP gate is a quantum operation which coherently exchanges the quantum states
between two qubits. In the context of long-range quantum networks, such gates could
play an instrumental role in interfacing a flying qubit—an optical photon with a stationary
quantum emitter, thus allowing fast information exchange between different nodes spread
across the network. In this work, we provide the blueprint to transfer the state of a
flying photon to a local QD spin embedded in a photonic-crystal waveguide (PCW). We
present a perturbative analytical theory to describe the state-transfer fidelity, under all
relevant experimental imperfections, as well as a complete numerical analysis applicable
also beyond the perturbative approximation.

Although this work is a purely theoretical pursuit, it lays out a solid foundation for
analyzing experimental limitations in a general quantum protocol, and provides helpful
intuition to understand the influence of different errors prevalent on solid-state platforms
(e.g., spectral diffusion, pure dephasing and spin dephasing). The developed theoretical
tools are used throughout Chapters 3-7.

The basic principle of our photon-QD state-transfer protocol relies on single-photon
Raman interaction (SPRINT) [66, 67, 68], which exploits passive Raman spin flip of
the emitter’s initial state by virtue of the destructive interference between the incident
and scattered fields in a waveguide geometry. While SPRINT have been experimen-
tally applied on various platforms to realize photon-atom SWAP gate [68], single-photon
router [69] and deterministic frequency down-conversion [70], the theoretical and experi-
mental implementation of SPRINT on a QD platform has not been considered. The main
purpose of this work is therefore to provide a complete theory of SPRINT under practical
limitations of the QD-waveguide platform, which would guide future experiments.

The numerical simulation is performed by Ziv Aqua.

21
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2.1 Summary of Results

Before diving into technicalities of the theory, it is instructive to first give a short summary
of all important results in this work.

The quantum-state transfer protocol presented here is designed for a QD embedded in
a one-sided nanophotonic waveguide, but can be extended to other solid-state emitters.
The QD features a Λ-type level structure (Fig. 2.1a), where an excited state |e⟩ decays to
two meta-stable spin states |g1⟩ and |g2⟩ with decay rates Γ1 and Γ2, respectively. State
transfer proceeds by launching a frequency-encoded photon (encoded in a superposition
of two frequency states |ω⟩1 and |ω⟩2) into the waveguide, where ω1 and ω2 are different
frequencies of a photon. The frequency ωi is resonant with the QD optical transition
between |gi⟩ and |e⟩.

The QD is initially prepared in state |g1⟩ and scatters either of the two optical fre-
quencies. For optimum operation, the decay rates for the two QD transitions should
be equal (Γ1 = Γ2), which is naturally the case for a QD in a bulk sample subject to
an in-plane magnetic field [42]. Photonic nanostructures, however, generally introduce a
decay rate asymmetry as controlled by the projected local density of optical states [20].
Proper spatial positioning of the QD in the waveguide [71] would therefore be required to
meet the symmetry condition, but this is still compatible with the near-unity coupling ef-
ficiency [28]. The dynamics of the state-transfer is most easily understood by considering
two separate cases, corresponding to each of the two possible incoming frequencies:

Case 1 : an incoming photon at frequency ω1 resonantly drives the initial spin state |g1⟩
to the excited state |e⟩. For Γ1 = Γ2, the excited state has an equal probability to decay on
either of the transitions to the two spin ground states. In the ideal limit of a deterministic
and coherent photon-emitter interface (i.e., high single-photon coupling efficiency β and
low decoherence [35]), the incident and scattered fields interfere destructively [62]. As
a consequence, only a photon at frequency ω2 is emitted and the spin state will be
deterministically toggled to the state |g2⟩ [63], cf. left illustration of Fig. 2.1b. This is a
Raman process driven by a single photon, i.e., the SPRINT interaction.

Case 2 : the incoming photon of frequency ω2 is detuned from the QD transition by
the ground-state splitting ω2 − ω1 = ∆, which leads to only a small probability to excite
the QD and therefore to drive the Raman transition. Ideally, i.e., for a large detuning,
the incident photon does not interact with the QD and is thus fully reflected back from
the one-sided waveguide, cf. the right box of Fig. 2.1b.

By combining the two processes, i.e., for an input photon pulse prepared in a superpo-
sition of the two frequencies |ψp⟩ = ca|ω1⟩+ cb|ω2⟩ (Fig. 2.1a), a separable frequency-spin
state is generated, as described by the input-output relation

|ψp⟩ ⊗ |g1⟩ ideal−−→ |ω2⟩ ⊗ |ψs⟩, (2.1)

where the output spin qubit |ψs⟩ = iŶ (ca|g1⟩+ cb|g2⟩) is equivalent to the input quantum
state up to a local Pauli-Y rotation. Effectively this operation maps the initial photonic
state onto the QD spin. This process is passive as no active control fields are required
to trigger the scattering process. Moreover, by heralding the gate upon the detection
of an output photon, our scheme becomes very robust to the considered imperfections.
Since the outgoing photon is always supposed to have a frequency ω2 this robustness can
be further enhanced by adding a frequency filter which removes photons of the wrong
frequency before the heralding.
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Figure 2.1: Schematics of the photon-to-spin state transfer in a Λ-level emitter
coupled to a one-sided nanophotonic waveguide. (a) Left: Initial state of the spin-
photon system, where the superposition state |ψp⟩ is encoded in frequency bins |ω1⟩ and
|ω2⟩ separated by the ground-state splitting ∆. The photonic qubit scatters off an emitter
(orange dot) initialized in state |g1⟩. Right: the photonic state |ψp⟩ is deterministically
transferred to the spin carrier |ψs⟩. With symmetric decay rates Γ1 = Γ2 the final spin
state corresponds to the incoming photonic state due to the superposition of SPRINT
and off-resonant scattering. (b) Left: SPRINT, where a resonant photon flips the spin
state from |g1⟩ to |g2⟩ (solid green arrow). Imperfections induce a small probability to
decay to the original spin state (dotted pink arrow). Right: Off-resonant scattering,
where the photon is almost unaffected (solid green arrow). There is a small probability
to flip the spin (dotted light blue arrow) due to finite ∆.



Chapter 2. Quantum State Transfer from Photon to Spin 24

To characterize the performance of the state transfer we consider the Choi-Jamiolkowski
fidelity FCJ

transfer [72, 73, 74]. In Sec. 2.3 we derive that in the presence of experimental
imperfections of the QD-waveguide system, the infidelity is given by

1−FCJ
transfer =

3σ2
o

Γ2
+

3σ2
e

Γ2
+

3γd
2Γ

+
(ε− γ)2

2Γ2
+

3Γ2

16∆2
+

1

8

1

σ2
oT

∗2
2

, (2.2)

where the physical meaning of each variable is provided in Table 2.1.

Variable Description

Γ Total decay rate of the QD (ns−1)

Γi Radiative decay rate of the QD transition |e⟩ → |gi⟩ into
the waveguide (ns−1)

σo Standard deviation of the spectral width of the incident
Gaussian optical pulse (ns−1)

σe Standard deviation of the optical frequency fluctuation
due to spectral diffusion (ns−1)

γd Pure dephasing rate (ns−1)

γ Coupling rate to modes outside the waveguide (ns−1)

ε Asymmetry in decay rates: ε = Γ1 − Γ2 (ns−1)

∆ Ground-state splitting: ∆ = ω2 − ω1 (ns−1)

T ∗
2 Spin dephasing time (ns)

Table 2.1: Description of each variable in Eq. (2.2).

Eq. (2.2) holds in the perturbative limit, corresponding to the condition set by the
inequalities: (σo, σe, γd, γ, ε)≪ Γ≪ ∆ and 1/T ∗

2 ≪ σo. This result assumes the protocol
is conditioned on a heralding a photon in the output but without frequency filtering. The
physical meaning of these inequalities are summarized as follows:

1. The incident photon should have a narrow bandwidth (σo ≪ Γ) and couple strongly
to the waveguide (γ ≪ Γ) for efficient photon-emitter interaction;

2. The spin dephasing time of the emitter needs to be longer than the duration of the
incoming pulse (T ∗

2 ≫ 1/σo);

3. The emitter should have a symmetric Λ-system (ε ≪ Γ) with low coupling to its
external environment (σe, γd ≪ Γ);

4. Finally ∆≫ Γ ensures that off-resonant spin-flip process is highly suppressed.

Remarkably, the fidelity in Eq. (2.2) scales quadratically with almost all of the consid-
ered imperfections. Only the third term, which describes pure dephasing on the optical
transitions, is linear. For QDs, such dephasing arises from elastic phonon scattering that
broadens the zero-phonon line [75, 76] leading to incoherent scrambling of the phase of
the mapped state. In contrast, inelastic phonon sidebands can readily be removed with
optical filtering and thereby be absorbed in the loss rate γ, which has a much weaker
effect (to the second order) on the fidelity.
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In the subsequent sections, we first revisit the formalism for photon-scattering in a
waveguide, and describe the ideal state transfer scheme in Sec. 2.2. With the theoreti-
cal basis established, we will evaluate how imperfections affect the state-transfer fidelity
(Eq. (2.2)) and give physical intuition of their roles in Sec. 2.3. To explore the experimen-
tal feasibility of the scheme, in Sec. 2.6 we estimate the fidelity under realistic conditions
and compare with the atom-cavity setup in Ref. [67].

2.2 Photon Scattering Formalism

We begin this section by revisiting the photon scattering formalism in Ref. [63, 77] for an
emitter embedded in a one-sided waveguide. The formalism here is the skeleton for most
of the theoretical work done throughout this thesis (i.e., Chapter 4). Next, we proceed
to describe the ideal protocol for the photon-to-emitter state transfer.

2.2.1 Photon Scattering in One-sided Waveguides

We consider an emitter consisting of three energy levels with a Λ configuration shown
schematically in Fig. 2.1. The emitter is located at a position z0 = 0 inside a one-sided
waveguide. The Hamiltonian describing such a system (ℏ = 1) under the rotating-wave
approximation is

Ĥ = Ĥemitter + Ĥfield + Ĥint

=
∑

i=1,2

(ωe − ωi)σ̂ii + ωeσ̂ee − i
∫
dzâ†e(z)

∂

∂z
âe(z)

+
∑

j=1,2

∫
dzδ(z − z0)

√
Γj â

†
e(z)σ̂ej + H.c., (2.3)

where ωe is the frequency of the excited state |e⟩; ωi is the transition frequency from
|gi⟩ → |e⟩; â†e is the photon creation operator of the even waveguided mode, which is a
superposition of the right and left-propagating modes in a two-sided waveguide [63], and
obeys the commutator relation [âe(z), â†e(z

′)] = vgδ(z− z′); vg is the group velocity of the
waveguided mode; σ̂ij = |j⟩⟨i| is the atomic operator; Γj is the radiative decay rate of
the transition |e⟩ → |gj⟩ into the waveguide.

The scattering problem of a Λ-level emitter for weak input fields has been solved
in Ref. [77]. From the non-Hermitian Hamiltonian Ĥnh that describes the dynamics of
the excited-state manifold, we can directly express the output field-mode operator of
the waveguide âout in terms of the incident field and dynamical response of the emitter.
This allows us to easily derive the scattering matrix and spectra of the scattered fields.
Assuming the emitter is initialized in the state |g1⟩, the non-Hermitian Hamiltonian
describing the dynamics of the emitter is [77]

Ĥnh =

(
δ1 −

iΓ

2

)
σ̂ee ≡ δ̃1σ̂ee, (2.4)

where δ1 = ω1 − ω is the detuning of the transition |g1⟩ → |e⟩ with respect to a driving
field of frequency ω. Γ =

∑
j=1,2

[
Γj + γj

]
is the total decay rate of the excited state

|e⟩ and γj the radiative loss for photons emitted in the transition |e⟩ → |j⟩ that do not
couple to the waveguided mode.
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For a weak incident field âin,e propagating in the waveguide, the output field operator
âout,e at an observation point z > 0 is found to be

âout,e(z, t) =

[
1− 2Γ1

Γ + 2iδ1
σ̂11 −

2
√

Γ1Γ2

Γ + 2iδ1
σ̂12

]
âin,e(z − vgt). (2.5)

The origin of destructive interference that governs SPRINT can be inferred from Eq. (2.5):
The first and second terms represent the transmitted field and the Rayleigh-scattered
field respectively. When the Λ-level system has symmetric decay rates with no loss (Γ1 =
Γ2, γ = 0) and the incident field is resonant with the transition |g1⟩ → |e⟩ (δ1 = 0), the
transmitted and scattered ω1 fields exhibit complete destructive interference, which leaves
only the output at frequency ω2 (the third term) in the waveguide and simultaneously
flips the emitter’s spin state (due to energy conservation).

2.2.2 Ideal Protocol

In this section, we derive the ideal input-output relation (Eq. (2.1)) for the photon-to-spin
state transfer based on Eq. (2.5). This input-output relation allows us to compute the
state-transfer fidelity in Sec. 2.3.

Initially, the emitter in the one-sided waveguide is in the state |g1⟩. We send a
frequency-encoded qubit in the superposition state |ψp⟩G = ca|ω1⟩G + cb|ω2⟩G into the
waveguide, where |ωi⟩G describes a Gaussian electric field profile Φi(ω) with central fre-
quency ωi:

|ωi⟩G =

∫ ∞

−∞
Φi(ω)|ω⟩dω =

∫ ∞

−∞
(2πσ2

o)−
1
4 exp

(
−(ω − ωi)

2

4σ2
o

)
â†(ω)|∅⟩dω. (2.6)

Note that in the definition of the input qubit state |ψp⟩G we implicitly assume that the two
frequency states |ω1⟩G and |ω2⟩G are orthogonal G ⟨ω1|ω2⟩G ≈ 0. Due to the finite width
of the Gaussian σo, this is a valid approximation since the overlap decreases exponentially
with ∆/σo leading to an error that is negligible compared to the other infidelity terms in
Eq. (2.2), which are only polynomially small.

For an arbitrary frequency qubit on the Bloch sphere, |ca|2 + |cb|2 = 1 for ca, cb ∈ C.
We then set ca = cos(θ/2), cb = eiϕ sin(θ/2), where ϕ ∈ [0, 2π] and θ ∈ [0, π].

The frequency qubit subsequently interacts with the emitter spin in the waveguide,
and the final state evolves according to

|ψp⟩ ⊗ |g1⟩ = ca|ω1⟩G|g1⟩+ cb|ω2⟩G|g1⟩
→ cat̂

a
1|ω1⟩G|g1⟩+ cat̂

a
2|ω2⟩G|g2⟩+ cbt̂

b
1|ω2⟩G|g1⟩+ cbt̂

b
2|ω2 + ∆⟩G|g2⟩, (2.7)

where t̂im is the scattering operator acting on the photon-spin state |ω⟩G|gm⟩ for m ∈
{1, 2}; i ∈ {a, b} indicates the type of scattering process occurred: “a” denotes resonant
scattering (SPRINT), corresponding to an input state |ω1⟩G, while “b” means off-resonant
scattering, corresponding to an input state |ω2⟩G. We note that the scattering amplitudes
should be convoluted with the Gaussian photonic profile Φ(ω) and integrated within the
same integral. For ease of notation we simply represent this as a frequency dependent op-
erator t̂im acting on the state. ci are normalized probability amplitudes before scattering.
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The scattering amplitudes can be directly read from Eq. (2.5):

ta1 = 1− 2Γ1

Γ + 2iδ1
, ta2 =

−2
√

Γ1Γ2

Γ + 2iδ1
,

tb1 = 1− 2Γ1

Γ + 2i(δ2 −∆)
, tb2 =

−2
√

Γ1Γ2

Γ + 2i(δ2 −∆)
, (2.8)

and are consistent with Eq. (22) in Ref. [63]. δ1 = ω1 − ω = δ2 −∆ is the laser detuning
from the transition |g1⟩ → |e⟩ for an emitter initialized in |g1⟩.

In the ideal limit, where γ = γ1 + γ2 = 0 (all emitted photons couple to the even
waveguided mode), Γ1 = Γ2 = Γ/2 (equal decay rates), δ1 = δ2 = 0 (zero detuning), ∆≫
Γ (no off-resonant spin flip), σo = 0 (so Φi(ω) = δ(ω − ωi) for monochromatic incident
field) and assuming a perfect emitter with no dephasing, the input-output relation in
Eq. (2.7) becomes

|ψp⟩ ⊗ |g1⟩ ideal−−→ − ca|ω2, g2⟩+ cb|ω2, g1⟩ = |ω2⟩ ⊗ iŶ (ca|g1⟩+ cb|g2⟩) = |ω2⟩ ⊗ |ψs⟩,

which is Eq. (2.1). It describes the ideal protocol for transferring the quantum state of
an input photonic qubit |ψp⟩ to the spin carrier |ψs⟩, as depicted in Fig. 2.1. In this
case, there is perfect destructive interference between the incident and scattered fields
at frequency ω1 (ta1 → 0, ta2 → −1). Furthermore, (tb1 → 1, tb2 → 0) means that the off-
resonant field ω2 is fully transmitted. In reality, sources of errors will affect the scattering
amplitudes and thus fidelity of the protocol. In the next section we will evaluate the
influence of such errors on the fidelity.
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2.3 Fidelity under Various Noises

Next, we analyze the fidelity of the quantum state transfer process. The general strategy
that we take is to evaluate the fidelity to lowest order in perturbation theory for each
of the possible errors independently. In the end the full fidelity can then be found by
adding all errors. Cross terms between different errors will only appear as higher order
terms (product of errors) and thus do not appear to lowest order. This allows us to treat
each imperfection separately, assuming all other parameters to have their ideal values.

For clarity, we first divide the protocol into three different parts: resonant scattering
(Sec. 2.3.1), off-resonant scattering (Sec. 2.3.2), and scattering of a superposition of fre-
quency states (Sec. 2.3.3). Finally the fidelity of the whole state transfer is presented in
Sec. 2.3.4.

2.3.1 Resonant Scattering in QD-waveguide Systems

When the incident frequency qubit is |ω1⟩G corresponding to θ = 0 or ca = 1, the incoming
field is resonant with the QD transition |g1⟩ → |e⟩. In this case the dynamics is given by

|ω1⟩G|g1⟩ → t̂a1|ω1⟩G|g1⟩+ t̂a2|ω2⟩G|g2⟩, (2.9)

In the case of ideal SPRINT, ta1 = 0 and ta2 = −1 result in the state −|ω2⟩G|g2⟩. Through-
out this chapter we consider the protocol to be conditioned on the detection of a photon in
the output, since this allows us to reduce the effect of several kinds of errors. Demanding
a photon in the output, we can express the fidelity of the process by

F (c)
ω1

=
⟨g2|Trω ρ|g2⟩

Tr ρ
(2.10)

=
ηω2Pg2

ηω1Pg1 + ηω2Pg2

=

{
Pg2

Pg1+Pg2
(no filter);

1 (filter at ω2),
(2.11)

where ρ is the density matrix of the output state in Eq. (2.9). In the first line the index
ω on the trace indicates that we only trace over the detection of photons of frequency
ω. The photon detection can be frequency selective, e.g., by inserting a frequency filter
before the detection of the heralding photon, so that the trace over detected photons
may depend on the frequency. If a filter is present we assume the filter bandwidth to be
wider than the photon bandwidth but not wider than the ground-state splitting. As such,
any spectral detuning is preserved in the infidelity while different frequency components
corresponding to undesired transitions are filtered out. Less than perfect filtering can be
represented by the efficiency ηωi

of the filter at frequency ωi, but for simplicity we mainly
consider no filter ηωi

= 1 or perfect filtering of photons ηω2 = 1, ηωi
= 0 for i ̸= 2. Since

we consider an incoming photon of frequency ω1 which has the scattering amplitude tam,
the probability of the emitter to be in the state |gm⟩ after the scattering is

Pgm =

∫ ∞

−∞
|tam(ω)Φ1(ω)|2dω, (2.12)

where the integrand is the convolution of the frequency distribution of the incoming
photon |Φi(ω)|2 with the frequency dependent scattering probability |tam(ω)|2. The success
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probability P s ≡ Tr ρ of SPRINT is the probability of detecting a photon regardless of
the final spin state:

P s = ηω1Pg1 + ηω2Pg2 =

{
Pg1 + Pg2 (no filter);

Pg2 (filter at ω2).
(2.13)

2.3.1.1 Spectral Mismatch Errors

The bandwidth of the pulse σo described in (2.6) will affect the state transfer quality
since the scattering probability depends on the frequency of the photons. In addition,
residual inhomogeneous broadening of the emitter may also hinder the performance via
slow (compared to the emission lifetime) spectral diffusion of the QD parameterized by σe.
Relevant slow spectral diffusion processes include Overhauser fluctuations from the QD
nuclear spin bath [78, 79, 80] or electric noise from localized charged defects giving rise to
Stark tuning [81]. To model these effects, we introduce a small spectral shift δ1 → δ1 +δe,
where δe follows a Gaussian stochastic profile N(0, σe) with root-mean-square fluctuations
σe.

Using (2.8), (2.12) and the above formalism, the individual probabilities of each output
state in Eq. (2.11) are

Pg1 =

∫ ∞

−∞

1√
2πσ2

o

e
− δ21

2σ2
o

∣∣∣∣1−
Γ

Γ + 2i(δ1 + δe)

∣∣∣∣
2

dω

≈ 4σ2
o

Γ2
+

4δ2e
Γ2

= 1− Pg2 . (2.14)

Averaging the fidelity F (c)
ω1 (δe) over N(0, σe) results in

F (c)
ω1

= 1− 4σ2
o

Γ2
− 4σ2

e

Γ2
(no filter), (2.15)

and F (c)
ω1 = 1 with filtering. The success probability is P s = 1 for the unfiltered case, while

P s = 1 − 4σ2
o/Γ

2 − 4σ2
e/Γ

2 with filtering. Note that for the lowest-order approximation
in (2.14), the spectral fluctuations are assumed to be small compared to the QD linewidth,
i.e., σo, σe ≪ Γ.

2.3.1.2 Coupling Errors

Errors arising from imperfections in the QD-waveguide coupling include loss of the emit-
ted photons at a rate γ = γ1 +γ2 ̸= 0 and asymmetric decay rates ε = Γ1−Γ2 ̸= 0, which
create an imbalance in population between basis states |ω2⟩G|g2⟩ and |ω2⟩G|g1⟩ after the
state transfer (2.7), reducing the transfer fidelity. The potential causes of such errors
are residual coupling of the QD dipole transition to modes outside the waveguide and
unequal Purcell factors of the two orthogonal dipole transitions.

To take these errors into consideration, we introduce additional loss terms in Eq. (2.4)
to represent couplings to modes outside the waveguide where the total decay rate is
Γ = Γ1 + Γ2 + γ. Including these effects yields

Pg1 ≈
∣∣∣∣1−

2Γ1

Γ

∣∣∣∣
2

=
(ε− γ)2

Γ2
,

Pg2 ≈
∣∣∣∣−

2
√

Γ1Γ2

Γ

∣∣∣∣
2

= 1− 2γ

Γ
− (ε2 − γ2)

Γ2
, (2.16)
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where Γ1/2 = (Γ−γ±ε)/2. We note that since these probabilities include the probability
to have a photon coming out of the waveguide they do not add up to unity when a photon
is lost γ ̸= 0. In particular, the transfer probability Pg2 has a first-order dependence on
the coupling loss γ/Γ, which reflects the probability for the scattered photon to be lost.
Here we are, however, interested in the fidelity heralded on detection of a photon in the
outgoing mode. In this case events where the photon is lost do not contribute to the
fidelity, which is thus only affected by the probability for the system ending up in the
wrong state |g1⟩ while having a photon in the waveguide. This results in the fidelity

F (c)
ω1

= 1− (ε− γ)2

Γ2
(no filter), (2.17)

whereas F (c)
ω1 = 1 with filtering.

The reduction in fidelity is thus second order in the errors whereas the first order term
only influences the success probability:

P s =

{
1− 2γ

Γ
− 2γ(ε−γ)

Γ2 (no filter);

1− 2γ
Γ
− (ε2−γ2)

Γ2 (filter at ω2).
(2.18)

2.3.1.3 Phonon-induced Pure Dephasing

The interaction of the QD with phonons in the semiconductor material leads to decoher-
ence of optical transitions. This decoherence results in both broad phonon sidebands and
a broadening of the zero-phonon line. The phonon sideband can be filtered away with
spectral filters and its contribution is included in the loss γ considered above, whereas the
broadening of the zero-phonon line due to elastic phonon scattering is the main source of
pure dephasing in the current protocol [82, 83, 76, 75].

The elastic scattering with a single phonon imprints random phases onto the excited
state. We model this fast (compared to the emission lifetime) incoherent process as
pure Markovian dephasing with a rate γd and the Lindblad operator

√
2γdσ̂ee. In the

quantum jump approach [84], which is reminiscent of the approach with a non-Hermitian
Hamiltonian that we consider here, this dephasing leads to a quantum jump to the excited
state |e⟩ followed by decay to either of the two ground states with probabilities set by
the branching ratio. This leads to the density matrix

ρ′ = ρ+ P ω1
γd
ρω1
γd
⊗ |g1⟩⟨g1|+ P ω2

γd
ρω2
γd
⊗ |g2⟩⟨g2|. (2.19)

Here ρ is the density matrix in the absence of a dephasing quantum jump, and ρωi
γd
⊗|gi⟩⟨gi|

are density matrices resulting from the incoherent dephasing with probabilities given by

P ωi
γd

=
Γi

Γ
Pγd ≈

Γi

Γ

∣∣∣∣∣
−2
√

2γdΓ
′
1

Γ

∣∣∣∣∣

2

. (2.20)

Eq. (2.20) is derived by adding a decay channel described by the dephasing operator t̂γd to
the scattering dynamics and evaluating the probability for the decay to happen through
this channel. After the decay the system performs a quantum jump to the excited state
(with a dephasing probability Pγd) after which it can decay to the ground state |gi⟩ with
a probability Γi/Γ by emitting a photon into the waveguide with a normalized photon
density matrix ρωi

γd
.
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We here ignore any coherences between the ground states, which is justified for Γ≪ ∆,
where the emitted photons are distinguishable for the two transitions. In principle the
photons emitted after the incoherent dephasing will be broader in frequency than the
coherently scattered photons [85] which may lead to a different filtering efficiency. For
simplicity we shall, however, ignore this difference and assume the filter bandwidth to be
wide enough to preserve the broadened photon bandwidth but narrow enough to filter
out phonon sidebands.

In expanding Pγd and the output state probabilities Pgi , we substitute Γ
′
1/2 = (Γ −

2γd − γ ± ε)/2 as the additional dephasing channel t̂γd appends an imaginary term −iγd
to Eq. (2.4) [77]. The probability for the incoherent excited state to decay is governed
only by the branching ratio Γ1/2 = (Γ− γ ± ε)/2. This gives

P
ω1/2
γd =

2γd
Γ

(
1− 2γ

Γ
+ (1± 1)

ε

Γ
− 2γd

Γ

)
,

Pg1 ≈
∣∣∣∣1−

2Γ
′
1

Γ

∣∣∣∣
2

≈ 4γ2d
Γ2
− 4γd(ε− γ)

Γ2
,

Pg2 ≈
∣∣∣∣∣−

2
√

Γ
′
1Γ

′
2

Γ

∣∣∣∣∣

2

≈ 1− 4γd
Γ

+
4γ2d
Γ2

+
4γdγ

Γ2
. (2.21)

Eq. (2.21) is simplified by considering terms only to lowest order in γd and ignoring other
errors. Replacing ρ in (2.10) by the new spin-photon density matrix ρ′ (2.19), the fidelity
under phonon-induced pure dephasing is

F (c)
ω1

= 1− 2γd
Γ

(no filter), (2.22)

while F (c)
ω1 = 1 with filtering. In the latter case the infidelity is converted into inefficiency

as evident from the success probability

P s =
∑

i={1,2}
ηωi

(Pgi + P ωi
γd

) =

{
1 (no filter);

1− 2γd
Γ

(filter at ω2).
(2.23)

2.3.1.4 SPRINT Fidelity

Taking all the above errors into account, the SPRINT fidelity is found to be

F (c)
ω1
≈ 1− 4σ2

o

Γ2
− 4σ2

e

Γ2
− (ε− γ)2

Γ2
− 2γd

Γ
(no filter), (2.24)

and F (c)
ω1 = 1 with filtering. The corresponding success probabilities are

P s
unfiltered = 1− 2γ

Γ
− 2γ(ε− γ)

Γ2
;

P s
filtered = 1− 4σ2

o

Γ2
− 4σ2

e

Γ2
− 2γ

Γ
− (ε2 − γ2)

Γ2
− 2γd

Γ
. (2.25)

Eq. (2.24) shows that SPRINT can be highly effective. First of all, once we filter the
output, the protocol simply cannot produce wrong results for an incoming photon of
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frequency ω1 since the only way to produce a photon at a frequency ω2 is to decay to
the desired states |g2⟩. Even without filtering SPRINT is very resilient to spectral effects
like finite bandwidth σo of the input photon, spectral diffusion σe of the QD resonance
and decay asymmetry ε of the Λ system, as all these effects enter to second order. A
first order dependence is however found for the pure dephasing rate γd, owing to the
fact that SPRINT relies on quantum interference between the incident and the scattered
fields. This makes the protocol sensitive to non phase-preserving effects which reduce this
interference. While the state transfer is conditioned on detecting a photon at the output,
it is noteworthy that the success probability can be arbitrarily close to unity (2.25), if
all emitted photons are collected by the waveguide. This is because a photon is always
emitted regardless of the branching ratio and frequency bandwidth. The protocol is
thus near deterministic. Compared to a fully deterministic protocol not relying on the
detection of a photon, the quality of the imprinted state (2.24) is higher for the conditional
protocol since we remove the dominant contribution from photon loss.

2.3.2 Off-resonant Scattering in QD-waveguide Systems

When the incident photon is in the state |ω2⟩G (θ = π), it is off-resonant from the QD
transition |g1⟩ → |e⟩ by the ground-state splitting ∆. The corresponding input-output
relation is

|ω2⟩G|g1⟩ → t̂b1|ω2⟩G|g1⟩+ t̂b2|ω2 + ∆⟩G|g2⟩. (2.26)

In the ideal scenario where ∆≫ Γ, there is no interaction between the QD and the far-
detuned incident field. Hence the transmission probability approaches unity resulting in
the output state |ω2⟩G|g1⟩. The fidelity conditioned on detection of a photon is therefore

F (c)
ω2

=
⟨g1|Trω ρ|g1⟩

Tr ρ
=

{
Pg1

Pg1+Pg2
(no filter);

1 (filter at ω2).
(2.27)

2.3.2.1 Off-resonant Raman Spin-flip Error

Unlike resonant scattering (Sec. 2.3.1), the incident field is now highly detuned so it does
not drive the QD transition. This means the excited state will ideally not be populated.
For any finite ∆ there will, however, always be a chance that the QD becomes excited and
undergoes a Raman transition, resulting in the undesired spin state. Nonetheless, errors
associated with imperfections in the QD transitions (as considered previously) become
negligible compared to this dominant error since these errors will be perturbations on top
of a perturbation, thus only entering to higher order. We therefore only need to evaluate
the effect of having a finite ∆.

The individual probabilities for the relevant output states are given by

Pg1 =

∫ ∞

−∞
|tb1Φ2(ω)|2dω ≈ 1− Γ2

4∆2
= 1− Pg2 , (2.28)

where Pg2 is the probability of undesired Raman spin-flip and Pg1 is the transmission
probability. It is apparent that without filtering the conditional fidelity for off-resonant
scattering is
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F (c)
ω2

= 1− Γ2

4∆2
(no filter), (2.29)

with P s = 1. Similarly we again have F (c)
ω2 = 1 for the filtered case since a decay to the

wrong state will always be associated with a frequency shift. The corresponding success
probability for the filtered case is 1 − Γ2/4∆2. It is important to emphasize that the
off-resonant spin-flip error Γ2/4∆2 is different from the error coming from the frequency
overlap of the two incoming states |ω1⟩G and |ω2⟩G. Assuming a Gaussian input field,
the outgoing scattered field will also be a Gaussian with equal spectral width σo as the
input. This overlap error scales exponentially G ⟨ω1|ω2⟩G = exp(−∆2/8σ2

o). Since a high
fidelity for both scattering cases require σ2

o ≪ Γ2 ≪ ∆2, this error is negligible compared
to the terms we consider.

2.3.3 State Transfer of an Equatorial Photonic State to a QD
spin

So far we have considered extreme cases where the photon is initialized in one of the
two frequency basis states. More generally, we now consider an input state in which the
incoming photon is in an equal superposition of two frequencies (|ω1⟩G + eiϕ|ω2⟩G)/

√
2

(corresponding to θ = π/2). The spin-photon scattering process is then described by
Eq. (2.7):

1√
2

(
|ω1⟩G + eiϕ|ω2⟩G

)
⊗ |g1⟩ →

1√
2

(
t̂a1|ω1⟩G|g1⟩+ t̂a2|ω2⟩G|g2⟩

+ eiϕt̂b1|ω2⟩G|g1⟩+ eiϕt̂b2|ω2 + ∆⟩G|g2⟩
)

= |Ψ⟩. (2.30)

Here |Ψ⟩ denotes the spin-photon output state. The conditional fidelity of the produced
state is then

F (c)
ϕ = ⟨Ψs

ideal|ρ(s)|Ψs
ideal⟩, (2.31)

where |Ψs
ideal⟩ = iŶ (|g1⟩ + eiϕ|g2⟩)/

√
2 is the ideal spin state. Here ρ(s) is the reduced

density matrix of the spin system given by partial trace of the output density matrix
|Ψ⟩⟨Ψ| over the frequency of the outgoing photon in the waveguide

ρ(s) =
Trω(|Ψ⟩⟨Ψ|P̂ω)

Tr
(
|Ψ⟩⟨Ψ|P̂ω

) , (2.32)

where P̂ω is a projection operator representing filtering: For a filter at ωj, P̂ω|ωi⟩ = δij|ωi⟩;
if there is no filter, the projector is just the identity operator P̂ω = I. The denominator
in (2.32) gives the success probability P s.
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2.3.3.1 Spin Dephasing Error

For a faithful photon-to-spin state transfer, it is essential that the phase of the photonic
qubit is preserved in the mapped spin state. This means the spin qubit must remain
coherent before being read out. However, being confined in an atom-rich environment, the
QD spin is typically coupled to a neighboring nuclear spin bath via hyperfine interaction,
causing it to precess with a fluctuating frequency δg. This is referred to as the Overhauser
noise [78, 79, 80], which is one of the external sources that limit the QD spin coherence
time. This dephasing effect can be empirically modelled with the frozen fluctuation
model [86], where the quasi-static Overhauser field slowly drifts the resonance of the QD
spin.

|g1⟩
|g2⟩

∆

|e⟩
δe

δg/2

δg/2

ω1

Figure 2.2: Energy levels of the Λ-system under spin dephasing noise and spectral diffu-
sion.

As illustrated in Fig. 2.2 this spin dephasing noise effectively shifts the energy levels
of the QD spin ground states such that ω1 → ω1 + δg/2, likened to the frequency shift δe
due to spectral diffusion considered above.

Now we evaluate the fidelity for the unfiltered case. The ground-state populations
after state transfer are given by

ρ
(s)
11 =

1

2P s

[ ∫ ∞

−∞
|ta1Φ1(ω)|2dω +

∫ ∞

−∞

∣∣tb1Φ1(ω)
∣∣2dω

]

=
1

2P s

(
1 +

4σ2
o

Γ2
+
δ2g
Γ2

)
= 1− ρ(s)22 , (2.33)

where we assume ∆≫ δg for small fluctuations. The success probability for the unfiltered

case is unity (P s = ρ
(s)
11 + ρ

(s)
22 = 1) in the absence of coupling loss. For now we ignore

the dephasing of the excited state δe → 0 and focus only on the ground-state coherence.
In general the Overhauser field and other noise sources will shift δe and δg in a possi-
bly correlated manner depending on the system investigated. For simplicity we assume
the fluctuations to be uncorrelated with independent Gaussian noise distributions. This
means the linear cross error δeδg will be averaged out, leaving only second-order depen-
dence on δe in the final fidelity. This will be considered below and for now we focus on
the ground state coherence.



35 2.3. Fidelity under Various Noises

For the off-diagonal spin coherence terms we find

ρ
(s)
12 =

1

2P s

∫ ∞

−∞
ta∗2 t

b
1e

iϕ|Φ1Φ2|dω ≈
eiϕ

2P s

(
1− 4σ2

o

Γ2
− δ2g

Γ2
+ i

δg
Γ

)
= ρ

(s)∗
21 . (2.34)

Note that ρ(s) is time-independent as it has been derived in a rotating frame with respect
to a fixed ground-state splitting ∆ + δg (Fig. 2.2). Since the ground-state splitting may
vary from shot to shot of the experiments, the rotating frame now depends on the splitting
and we need to take this variation into account. To do this we assume the evolution before
the emission of the photon is independent of the splitting since there is no superposition
of the ground states before this time. Here we consider heralded operation where the
photon is detected in the output. It is therefore convenient to analyze what happens for
a specific photon detection time.

Let tc be the time of detecting a photon in the output (or equivalently the creation
time of the spin qubit). The spin precession induced by the Overhauser noise is then

denoted by the time evolution operator T̂ (t− tc) = exp
(
−iδgŜz(t− tc)

)
, with Ŝz = σ̂z/2.

Since the protocol outputs a superposition of two spin ground states which are subject
to Overhauser noise, it is beneficial to incorporate a spin-echo sequence into the protocol
to extend the spin coherence time. In the echo sequence a spin π-rotation pulse is applied
at some time tπ. Ideally the time interval between the detection of the photon and the
π-pulse will be equal to the time interval between the π-pulse and the final readout time
tR, i.e., tR − tπ = tπ − tc = T . This ensures refocusing of the spin state at tR such that
the spin decoherence is reduced [87, 88, 89].

In practice, however, the time of the photon detection tc cannot be determined exactly
due to time jittering of the photodetector, and it is complicated to make the time of the
readout or π-pulse be dependent on the detection time. For this reason we consider a
simpler experimental procedure, where the spin-echo sequence begins at a predetermined
time t0 given by the peak of the outgoing pulse (Fig. 2.3). Since in general this implies
tc ̸= t0, tR−tπ ̸= tπ−tc this means the echo would become imperfect, leading to dephasing
of the spin qubit.

Figure 2.3: Pulse sequence with spin echo. The spin echo sequence assumes that
the state transfer occurs at t0, and the π-pulse and spin readout are applied at tπ and
tR respectively such that tR − tπ = tπ − t0. tc follows the probability distribution of
the scattered pulse. TFWHM = 2

√
2 ln 2 Tpulse is the full-width full maxmimum (FWHM)

pulse duration in time.
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The evolution of the spin system under spin echo is described by the unitary operator

Ûecho = T̂ (tR − tπ)R̂y(π)T̂ (tπ − tc), (2.35)

where R̂y(π) = eiπσ̂y/2 is the spin echo π-pulse applied at tπ. Using Eq. (2.35) and the
echo condition tR − tπ = tπ − t0 = T , the spin reduced density matrix becomes

ρ
(s)
echo = Ûechoρ(s)Û †

echo =

[
ρ
(s)
22 −ρ(s)21 e

−iδg(tc−t0)

−ρ(s)12 e
iδg(tc−t0) ρ

(s)
11

]
. (2.36)

From Eq. (2.36) one can infer that for perfect spin echo (tc = t0) the coherence of the
mapped spin state is preserved. Using Eq. (2.31), the conditional fidelity is

F (c)
ϕ (δg, tc) = ⟨Ψs

ideal|R̂†
y(π)ρ

(s)
echoR̂y(π)|Ψs

ideal⟩

=
1

2P s

[
1 +

(
1− 4σ2

o

Γ2
− δ2g

Γ2
+ i

δg
Γ

)
cos(δg(tc − t0))

]
, (2.37)

where the ideal spin state is now R̂y(π)|Ψs
ideal⟩ due to the π-rotation refocusing pulse. The

mean fidelity is calculated by averaging (2.37) with respect to the noise distributions.
Averaging over the dephasing profile N(0, σg) with σg =

√
2/T ∗

2 gives the (unfiltered)
fidelity

F̄ (c)
ϕ (tc) =

∫ ∞

−∞

∫ ∞

−∞
F (c)

ϕ (δg, tc, δe)N(0, σg)dδg

=
1

2P s

[
1 + e−

1
2
σ2
g(tc−t0)2

(
1− 4σ2

o

Γ2
− σ2

g

Γ2

)]
. (2.38)

Recall that the detector click occurs at tc within the time window of the scattering
pulse, and the echo starts at t0. Since we do not condition on the exact time of the detector
click we need to average over the probability distribution of the outgoing photons. In
principle, due to scattering this distribution deviates from the distribution of the incoming
photon. However, in the narrowband regime where Tpulse ≫ 1/Γ with Tpulse = 1/(2σo)
as the standard deviation of the transform-limited pulse duration, the temporal profile
of the scattering pulse is only slightly perturbed, thus the probability distribution of the
outgoing pulse can be approximated by the Gaussian profile N(t0, Tpulse) of the incoming
pulse. Averaging Eq. (2.38) over N(t0, Tpulse) gives

F̄ (c)
ϕ =

∫ ∞

−∞
F̄ (c)

ϕ (tc)N(t0, Tpulse)dtc

=
1

2P s

[
1 +

1√
1 + σ2

gT
2
pulse

(
1− 4σ2

o

Γ2
− σ2

g

Γ2

)]

≈ 1− 2σ2
o

Γ2
− 1

8

1

σ2
oT

∗2
2

− 1

T ∗2
2 Γ2

(no filter). (2.39)

From here we see there is an optimal bandwidth σo,optimal = 2
√

Γ/T ∗
2 for the incident

photon as dictated by the trade-off between the first and second error terms: For incident
photons with larger bandwidth σo (or shorter Tpulse), the frequency mismatch between
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the photon and the QD linewidth Γ is higher, which lowers the probability of driving the
Raman transition, and eventually the state-transfer fidelity.

On the other hand, for narrow photons (or long Tpulse), the transfer becomes more
prone to spin dephasing. The reason for this is that a longer transfer duration Tpulse
implies a larger uncertainty in the creation time tc of the spin qubit, which renders the
spin echo ineffective. We therefore require Tpulse ≪ T ∗

2 in order for the spin qubit to
remain coherent.

The third infidelity term in Eq. (2.39) originates from the energy shift in the ground
states due to the Overhauser noise, which shifts the QD resonance similar to spectral
diffusion. This error is always smaller than the combination of the first and third terms
since these require 1/T ∗

2
2 ≪ σ2

o ≪ Γ2. Furthermore experimental values confirm that this
term is small for realistic systems, e.g. T ∗

2 Γ ≈ 50 [20].
In the case of filtering photons at the frequency ω2, the spin populations (2.33) are

reduced due to the filter. Apart from that the calculation proceeds along the same lines
and leads to a lower success probability but enhanced fidelity

P s =
1

2

∫ (
|ta2|2 +

∣∣tb1
∣∣2
)
|Φ1(ω)|2dω ≈ 1− 2σ2

o

Γ2
,

F̄ (c)
ϕ ≈ 1− σ2

o

Γ2
− 1

8

1

σ2
oT

∗2
2

(filter at ω2). (2.40)

2.3.3.2 Equatorial Fidelity

We conclude this section by including all the relevant errors in addition to spin dephas-
ing. The spectral mismatch, coupling and off-resonant spin-flip infidelities are calculated
straightforwardly similar to Secs. 2.3.1 and 2.3.2, whereas the phonon-induced pure de-
phasing transforms the output density matrix ρ = |Ψ⟩⟨Ψ| into

ρ′ = ρ+
1

2

(
P ω1
γd
ρω1
γd
⊗ |g1⟩⟨g1|+ P ω2

γd
ρω2
γd
⊗ |g2⟩⟨g2|

)
,

since only half of the incoming qubit resonantly drives the QD to the excited state. As
such, the effect from phonon scattering is halved compared to Eq. (2.19).

Including all effects, the corresponding fidelity is

F̄ (c)
ϕ =





1− 2σ2
o

Γ2
− 2σ2

e

Γ2
− γd

Γ
− (ε− γ)2

4Γ2

−1

8

1

σ2
oT

∗2
2

− Γ2

8∆2
(no filter);

1− σ2
o

Γ2
− σ2

e

Γ2
− γd

2Γ
− 1

8

1

σ2
oT

∗2
2

(2.41)

− Γ2

16∆2
(filtered at ω2),

with the success probability

P s
unfiltered = 1− γ

Γ
− γ(ε− γ)

Γ2
; (2.42)

P s
filtered = 1− 2σ2

o

Γ2
− 2σ2

e

Γ2
− γ

Γ
− (ε2 − γ2)

2Γ2
− γd

Γ
− Γ2

8∆2
.
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2.3.4 Choi-Jamiolkowski Fidelity

Above we have characterized the performance of the state transfer for specific states. To
quantify the overall performance for an unknown state, it is however, crucial to average the
transfer fidelity over different input states on the Bloch sphere. The Choi-Jamiolkowski
fidelity FCJ is an example of such a metric [72, 73, 74] which is useful for characterizing
noisy quantum gates and channels. For instance FCJ ≥ 50% guarantees that an operation
is entanglement-preserving.

In essence, if E denotes a noisy operation acting on the spin-photon system S, the
input state |ψin⟩ is thought to be a maximally entangled state between S and an ancillary
system A. Then the Choi-Jamilkowski fidelity FCJ ≡ ⟨ψideal|(IA ⊗ ES)(|ψin⟩⟨ψin|)|ψideal⟩
measures the fidelity of the entangled state after applying E to half of the input state,
where IA is the identity operation on system A and |ψideal⟩ is the ideal state.

In our case we consider a gate operation heralded on the detection of a photon in
the output mode. The success probability for the gate depends on which input state
we consider and this needs to be taken into account when assessing its performance. In
Appendix A we generalize the formula for average gate fidelity to heralded operation in
a qubit system [74]. Specifically we show that for non-trace preserving gate operations
E (i.e., our heralded state-transfer protocol), there is a linear relationship between the

Choi-Jamiolkowski fidelity and the weighted average fidelity F̄ (c)
weighted:

F̄ (c)
weighted ≡

∑
i P

s
i F (c)

i∑
i P

s
i

=
2

3
FCJ +

1

3
, (2.43)

where the index i refers to different input photonic states on 6 cardinal points of the
Bloch sphere: i ∈ {1, 2} correspond to conditional fidelities of SPRINT and off-resonant
scattering in Eqs. (2.24) and (2.29) respectively, whereas i ∈ [3, 6] represent fidelities for
4 superposition states on the equator of the Bloch sphere. P s

i is the success probability
for each transfer characterized by the number of detected photons.

Eq. (2.43) enables us to extract FCJ by covering only 6 cardinal input states on the
Bloch sphere and measuring their conditional fidelities. Here we use this formula to
evaluate the Choi-Jamilkowski fidelity for our protocol, but this also represents a receipe
for how to construct a suitable average in experiments. For instance the performance
of single qubit storage is often evaluated by averaging the fidelity over the Bloch sphere
and demanding that the fidelity exceeds a classical threshold of 2/3 [90, 91]. Our result
indicates that this condition is equivalent to having an entanglement-preserving operation
FCJ ≥ 1/2, if the experimental results are weighed with the success probability as in Eq.
(2.43).

Additionally, we note that Eq. (2.43) is also applicable to evaluating the averaged
fidelity with filtering: Heralding on the arrival of photons with or without a filter at ω2

results in
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FCJ
unfiltered = 1− 3σ2

o

Γ2
− 3σ2

e

Γ2
− 3γd

2Γ
− (ε− γ)2

2Γ2

− 1

8

1

σ2
oT

∗2
2

− 3Γ2

16∆2
, (2.44)

FCJ
filtered = 1− σ2

o

Γ2
− σ2

e

Γ2
− γd

2Γ
− 1

8

1

σ2
oT

∗2
2

− Γ2

16∆2
.

The corresponding success probabilities are computed as a direct average over the
Bloch sphere:

P s
unfiltered = 1− γ

Γ
− γ(ε− γ)

Γ2
, (2.45)

P s
filtered = 1− 2σ2

o

Γ2
− 2σ2

e

Γ2
− γ

Γ
− (ε2 − γ2)

2Γ2
− γd

Γ
− Γ2

8∆2
.

Here we again see that the filter increases the fidelity although at the expense of lowering
the success probability of state transfer.

2.3.5 Error Sanity Check

A fast way to perform sanity tests on the perturbative expressions is to check how er-
rors propagate between the unfiltered and filtered cases. For instance, in the case of
SPRINT, when applying the frequency filter the infidelities are effectively propagated
into inefficiencies, rather than being removed. This means one could check if the errors
in Eqs. (2.24)-(2.25) are conserved before and after filtering:

(1−F (c)
ω1,unfiltered

) + (1− P s
unfiltered) =

2γ

Γ
+

2γd
Γ

+
ε2 − γ2

Γ2
+

4σ2
o

Γ2
+

4σ2
e

Γ2

= (1−F (c)
ω1,filtered

) + (1− P s
filtered). (2.46)

Similarly, one can show that (1−FCJ
ω1,unfiltered

) + (1− P s
unfiltered) = (1−FCJ

ω1,filtered
) + (1−

P s
filtered). Note that although this method works for the SPRINT, off-resonant and Choi-

Jamilkowski fidelities, it is not suitable for checking the equatorial fidelity (Eq. (2.41)).
To explain this further, we shall invoke each of their fidelity definitions:

F̄ (c)
ϕ =

∫ [
|ta2|2 +

∣∣tb1
∣∣2 + η(|ta1|2 +

∣∣tb2
∣∣2)− ta2tb∗1 − ta∗2 tb1

]
|Φ1(ω)|2dω

2
∫ [
|ta2|2 +

∣∣tb1
∣∣2 + η(|ta1|2 +

∣∣tb2
∣∣2)
]
|Φ1(ω)|2dω

; (2.47)

FCJ =

∫ (
|ta2|2 +

∣∣tb1
∣∣2 − ta2tb∗1 − ta∗2 tb1

)
|Φ1(ω)|2dω

2
∫ [
|ta2|2 +

∣∣tb1
∣∣2 + η(|ta1|2 +

∣∣tb2
∣∣2)
]
|Φ1(ω)|2dω

, (2.48)

where we assume the same transmission efficiency η for both ω1 and ω2+∆ photons given
a sufficiently narrow filter. Now, for simplicity we consider only the spectral mismatch
error and take ϵ ≡ 4σ2

o/Γ
2. This allows us to simplify the above equations as

F̄ (c)
ϕ =

1− (1−η)ϵ
2

+ (1− ϵ)
2[1− (1−η)ϵ

2
]

≈ 1− (1 + η)ϵ

4
=





1− ϵ

2
(no filter);

1− ϵ

4
(filtered at ω2), (2.49)
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FCJ =
1
2

+ 1−ϵ
2

+ (1− ϵ)
2[1− (1−η)ϵ

2
]
≈ 1− ϵ

4
− ηϵ

2
=





1− 3ϵ

4
(no filter);

1− ϵ

4
(filtered at ω2), (2.50)

with the success probability in both cases to be P s = 1 − (1−η)ϵ
2

. One could see that
the total error in ϵ for FCJ is conserved before and after filtering, and is consistent with
Eq. (2.44).

As for F̄ (c)
ϕ , due to the extra terms |ta1|2 and

∣∣tb2
∣∣2 in the numerator of Eq. (2.47), there

is an ϵ/4 term contributing to the fidelity which gets filtered out, thus the filtered and
unfiltered errors do not add up. Physically, these terms spring from the output states
(|ω1⟩G|g1⟩ and |ω2 + ∆⟩G|g2⟩) in which the spin is correctly projected but resulting in an
outgoing photon of different frequencies. In other words, they represent “false positives”
that erroneously boost the state-transfer fidelity despite having the wrong photons. F̄ (c)

ϕ

does not discriminate the output photons as long as the spin state is successfully mapped.
In this regard, FCJ is therefore a more accurate fidelity measure of the ideal process
(Eq. (2.1)) with practical relevance as it requires not only the correct spin projection but
also the correct output photon frequency.

2.4 Additional Imperfections

While the theory in Sec. 2.3 is pretty complete in describing various imperfections, to
fully capture errors in an actual experiment, there are in fact several additional sources
of errors that should be accounted for. Amongst them, driving-induced dephasing and
imperfect spin rotation are two of the most dominant errors that linearly contribute to
the state-transfer infidelity.

Driving-induced dephasing originates from multi-photon components in the scattering
pulse that interact with the QD. The more mean photon number per pulse, the higher
the probability of multi-photon scattering in succession with the QD during the pulse,
which leads to effective damping of the phase coherence. As explained in Sec. 1.5, for
scattering schemes, the driving pulse is ideally orders of magnitude longer than the QD
lifetime, which implies the QD could be driven repeatedly during the pulse. To reduce
the probability of over-driving1, it is therefore required for scattering schemes to minimize
the mean photon number per pulse to the single-photon level.

Similar to phonon-induced pure dephasing which directly impacts the interference
between incident and scattered fields, this driving error would also lead to first-order
infidelity. Interested readers can refer to Sec. 4.3.7 in which this error has been treated
to justify entanglement fidelity in the experiment.

Another notable error arises from infidelity of the spin-echo π-pulse in Sec. 2.3.3.1. An
imperfect π-pulse directly affects the mapped superposition spin state, where the scaling
of the state-transfer infidelity will depend on origins of imperfections. For instance, as
we will cover in Chapter 3, when optically implementing the spin π-pulse there is a small
probability of incoherently driving the spin transition, leading to a spin mixture. This
photo-induced spin-flip error, modelled in Sec. 4.3.5, will reduce the state-transfer fidelity
to the first order.

1This is similar to the re-excitation error in pulsed excitations, but here the multi-photon components
originate from the input scattering pulse alone.
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2.5 Comparison with Numerical Simulation

So far all results have been derived analytically with perturbation theory in order to
obtain a solid understanding of the errors. To verify our results and to be able to go
beyond perturbation theory we have also simulated the protocol numerically.

a

b

Figure 2.4: Choi-Jamiolkowski fidelities of the photon-to-spin state transfer
with/without filtering as a function of the bandwidth of the input field σo.
Solid lines correspond to theoretical values from Eq. (2.44). Symbols are simulated results.
(a) Varying spin dephasing time T ∗

2 . All other errors are ignored, i.e., γd = 0, ε = 0,
σe = 0, Γ/∆ ≈ 0 and γ = 0. (b) Varying pure dephasing rate γd with T ∗

2 Γ = 500. ε = 0,
σe = 0, Γ/∆ ≈ 0 and γ = 0.
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Figure 2.5: Choi-Jamiolkowski fidelities with/without filtering as a function of
pure dephasing rate γd or the photon indistinguishability I = Γ

Γ+2γd
for various

spin dephasing times T ∗
2 with optimal bandwidth of the input field. Solid lines

correspond to the analytical result in Eq. (2.44). Symbols are simulated results. All other
errors are neglected, i.e., ε = 0, σe = 0, Γ/∆ ≈ 0 and γ = 0.

For this purpose, we model the interaction between an incident photon and a waveguide-
embedded QD using the quantum trajectory theory of cascaded open systems [92]. The
evolution of the state according to the effective non-Hermitian Hamiltonian is computed
by applying the Monte-Carlo wave-function procedure [84, 93, 94] with over 105 stochas-
tic wave-functions per simulated point. The scattering probabilities are then extracted
from the simulated wave-functions to evaluate the averaged fidelities. Figs. 2.4 and 2.5
show an excellent agreement between the analytical expressions obtained in Sec. 2.3 and
numerical results in the limit of 1 − FCJ ≪ 1, which is the regime where we expect
perturbation theory to hold.
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2.6 Experimental Considerations

We now discuss the possible implementation of the photon-to-spin state transfer using
a QD coupled to nanophotonic waveguides. In particular, we estimate the maximum
attainable fidelity using experimentally demonstrated parameters. We then compare the
performance of a waveguide-QD system to that of a single atom coupled to an optical
cavity, a platform previously used to demonstrate a quantum SWAP gate [67, 68].

2.6.1 Realization on a QD-waveguide platform

A QD coupled to a photonic crystal waveguide involving a positive (or positively charged
exciton X+) or negative (X−) charge under a Voigt magnetic field could be used to realize
the optical Λ-level system. So far we have considered a one-sided (i.e., terminated)
waveguide, while in principle a two-sided configuration is also feasible. In the latter
case, however, optimal performance requires excitation and collection from both sides
of the waveguide with mutual interferometric stability, which would be an experimental
overhead to implement [23]. As such, we here consider a one-sided waveguide.

For strong radiative coupling, the essential efficiencies include the ratio of the emission
into the coherent zero-phonon line where an efficiency of 95% has been reported [95,
96], and the coupling efficiency into the waveguided mode which has been found to be
exceedingly high with β = 98% [59]. These two efficiencies indicate that γ/Γ < 7% is
achievable, only limiting FCJ

unfiltered and P s
unfiltered to 99.5% and 93%, respectively.

To minimize spin-related errors, we consider an optically excited positively charged
exciton state (X+). Hole spins are shown to have significantly longer spin dephasing
times T ∗

2 than electrons [42], without additional cooling of the nuclear spin ensemble [97],
thus are suitable for our protocol2. Recently, T ∗

2 = 21.4 ns was reported for a hole spin in
a photonic crystal waveguide along with a X+ radiative decay rate of Γ = 2.48 ns−1 [20].
This translates into T ∗

2 Γ ≈ 54 and a corresponding FCJ
unfiltered of 97.7% when the photon

bandwidth is optimally engineered (σo,optimal = 24− 1
4

√
Γ/T ∗

2 ≈ 0.15 ns−1 with FWHM in

pulse duration TFWHM =
√

2 ln 2/σo,optimal ≈ 7.85 ns).

As noted previously, the most prominent infidelity results from the linear scaling with
the pure dephasing rate γd. The pure dephasing rate is typically measured in a Hong-Ou-
Mandel (HOM) interference experiment where the degree of indistinguishability between
two emitted photons is recorded and expressed as I = Γ/(Γ + 2γd). I > 98% (corrected
for finite g(2)(0)) has been reported for two subsequently emitted photons [98], which
translates into γd/Γ ≈ 1% corresponding to a maximum FCJ

unfiltered of 98.5%.

The decay rate asymmetry ε could in principle be reduced by properly positioning
the QD in an one-sided photonic-crystal waveguide (PCW) or adopting the nanobeam
waveguide3. From what we know in Sec. 1.4, two PCW orientations are possible for
experimental implementation:

1. For a QD located at the waveguide center, the PCW needs to be 45◦-rotated relative
to the QD crystallographic axis to ensure equal coupling of both orthogonally-
polarized linear dipoles into the same waveguide mode M0;

2More suitable due to simplicity of the protocol without nuclear spin cooling sequences.
3Similar to photonic-crystal waveguides, nanobeam waveguides also have position-dependent Purcell

enhancement; however, it is weaker thus it might be easier to find QDs there with symmetric decay rates.
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2. For an off-centered QD where the decay rate symmetry condition is already satisfied,
the PCW needs to be fabricated along the crystal axes similar to Fig. 1.7.

For both orientations, a cross-polarized excitation scheme is required (Sec. 3.3.3). In any
case, this error only enters to the second order and is not expected to pose a fundamental
limitation.

95.4%

97.9%

Figure 2.6: Comparison of average fidelities between QD (black) and Rb-atom
systems (red) as a function of the input pulse duration Tpulse. Symbols denote
numerical results. The full lines show the analytical results for the QDs and a simple
fit for the Rb data. Dashed lines indicate the maximum achievable fidelity for the QD
system predicted by Eq. (2.44). The parameters of the simulation are provided in the
main text.

Finally, in order to reduce the probability of off-resonant spin flip Γ2/∆2, a strong
external magnetic field could be applied to increase the ground-state splitting. In Ref. [20],
a low in-plane g-factor of 0.26 for X+ was observed, leading to a sufficiently large splitting
of ∆/2π = 7.3 GHz at 2T while preserving good spin coherence properties. This ensures
∆/Γ ≈ 20 with FCJ

unfiltered approaching 99.9%.
To gauge the full performance of the protocol we now combine all imperfections of

the protocol with realistic parameters in the QD-waveguide system: σe = 0.1 ns−1,
Γ = 2.48 ns−1, γ = 0.05 ns−1, γd = 0.03 ns−1, ∆/2π = 7.3 GHz, T ∗

2 = 21.4 ns [20] and
assume ε = 0. With these parameters FCJ

unfiltered (FCJ
filtered) reaches 95.4% (97.9%) with a

success probability of 98% (95.1%) (Fig. 2.6).
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2.6.2 Comparison with Rb-cavity platform

Finally, we compare the performance of a waveguide-embedded QD to that of a 87Rb-
atom trapped next to a fiber-coupled ultrahigh-Q microtoroid whispering-gallery-mode
(WGM) resonator.

A transverse magnetic (TM) mode of the resonator is tuned to be resonant with the
F = 1 → F ′ = 1 transition of the D1 line of 87Rb. The Λ-system is comprised by the
two ground states F = 1,mF = ±1, defining the atomic qubit, and the excited state
F ′ = 1,mF = 0. The evanescent field of the clockwise (counterclockwise) TM mode,
associated with left-(right-) propagating light in the fiber, is coupled primarily to the σ+

(σ−) transition of the atom [99, 100, 7], allowing to independently address each transition
in the Λ-system. By applying a weak external magnetic field of 20 G, we induce a Zeeman
energy shift to the ground states that lifts the degeneracy in frequency between the two
transitions, making the photonic qubit both polarization- and frequency-encoded.

We simulate numerically the photon-to-atom state-transfer fidelity using the following
realistic parameters [69, 101, 68]: coherent atom-cavity coupling rate of g = 2π×16 MHz,
fiber-cavity coupling rate of κex = 2π × 30 MHz, intrinsic cavity loss rate of κi = 2π ×
2 MHz (corresponding to Qcav ≈ 108), atomic free-space amplitude decay rate of γ = 2π×
3 MHz, parasitic coupling rate between the two modes of the cavity of h = 2π × 1 MHz,
and an undesired polarization component rσ = 0.19 (see Ref. [67]). The simulation
also takes into account atomic transitions outside of the Λ-system that affect the ideal
operation of the scheme. Dephasing processes in trapped single atoms are reported to be
on the order of 100 µs [102, 103] and thus have a negligible impact on the fidelity when
Tpulse < 100 ns.

When comparing between the two platforms, one must keep in mind that the waveguide-
QD system is stationary whereas trapping and cooling of a single atom next to a WGM
resonator remains a challenging task [104, 105]. Simulations show that both systems have
a similar maximum fidelity, yet their respective optimal pulse durations differ by about
two orders of magnitude (Fig. 2.6). The fidelity in the atom-cavity system approaches its
maximum at a pulse duration of around 100 ns, as opposed to an optimal pulse duration
of 3.49 ns for the QD-waveguide platform, which is dictated by the ratio between the
emitter’s spin dephasing time and its decay rate, Toptimal ∝

√
T ∗
2 /Γ.

A shorter pulse duration (Tpulse ≤ 10 ns) is advantageous for increasing the repeti-
tion rate of protocols, e.g. boosting the rate of memory-assisted measurement-device-
independent quantum key distribution [106, 107]. In this regime, the QD-waveguide
platform is favorable but care should be taken to preserve the spin coherence. On the
other hand, a longer pulse duration (Tpulse > 10 ns), suitable to the atom-cavity platform,
is favorable for interfacing with low-bandwidth emitters. Besides, the atomic system is
advantageous for applications requiring long storage times thanks to its significantly lower
dephasing rates.
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2.7 Conclusion

We have proposed and theoretically analyzed a passive scheme to perform deterministic
quantum state transfer from a frequency-encoded photon to a quantum-dot spin mediated
by a nanophotonic waveguide. Strikingly, with the exception of pure dephasing, we find
that the state-transfer fidelity is insensitive to first order in the small parameters for the
considered spectral, coupling and spin dephasing errors. This demonstrates robustness
of the scheme.

The thorough fidelity analysis unravels the influence of various physical processes
governing the quality of quantum state transfer and hence offers an important intuitive
guideline for similar experiments with QDs, i.e., in Chapters 3 and 6, as well as other
solid-state emitters. The experimental realization of this scheme would require the search
for QD charged excitons with symmetric decay rates under the in-plane magnetic field.
Nevertheless, an estimated state-transfer fidelity exceeding 95% should be within exper-
imental reach using the QD-waveguide platform.

The photon-spin transfer protocol will find its applications in quantum-information
processing with frequency-encoded qubits. Specifically, the coherent exchange of arbi-
trary states between the photon and the emitter enables deterministic SWAP gates [68],
quantum non-demolition detection and memory-assisted satellite quantum key distribu-
tion [107, 108].



Chapter 3

Spin-Photon Entanglement using
Photon-scattering

In this chapter, we transition from pure theory to a healthy mix of experimental and
theoretical work. Specifically, we showcase the experimental realization of an essen-
tial ingredient for non-local quantum information processing— quantum entanglement
between a flying photon with a quantum-dot (QD) spin. The chapter begins by dis-
cussing motivations and proposals for quantum entangling gates, and adapting them to
the QD-waveguide system in a realistic experimental setting. We then describe a series of
spectroscopy measurements to characterize the physical system, as well as the generation
of spin-photon entanglement by photon-scattering. Finally, this chapter concludes by
benchmarking the systematic performance of our entanglement protocol.

47
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3.1 Motivations

In a future quantum network [109], remote quantum nodes could be connected by a large
web of entangled photons. The advent of a deterministic quantum interface between
light and solid-state emitters holds great promise in realizing this vision [110]. For such
systems, a flying photon is funneled into a nanophotonic structure and weakly scatters
on a quantum emitter that hosts a single spin [111]. Coherent manipulation of the spin
state entangles it with the photon, constituting the underlying principles for realizing
deterministic quantum gates between flying photons [112] which help connect different
nodes in the network, and additionally, the generation of photonic repeater graph states
for long-distance one-way quantum repeaters [22]. Towards this direction, we realize
spin-photon entanglement by interfacing a time-bin encoded flying photon with a lo-
cal QD hole spin stationed in a photonic-crystal waveguide. We highlight a high 74%
entanglement fidelity which is comparable to other solid-state platforms, but with two
orders of magnitude improvement on the protocol speed. These results demonstrated the
feasibility of the photon-scattering approach to induce light-matter entanglement, and
serve as the experimental foundation for implementing spin-photon and spin-mediated
photon-photon gates on the QD-waveguide platform.

As noble as this may sound, this was not the core motivation of the project at its
initial phase. The idea of the project was first conceived as a solution to an engineer-
ing challenge in the laboratory—my supervisor Peter Lodahl, met me at the corridor
one day and asked whether it is possible to run a quantum gate experiment with the
existing experimental setup. The question was about saving lab resources and utilizing
the current setup with minimal changes for other projects (i.e., Ref. [18]), as the spin
team commonly shares one cryostat and optical setups due to limited space and funding.
It has then led me to consider the compatibility of each component1 with the theoreti-
cal gate protocol, eventually coming up with a minimalistic and experimentally feasible
gate sequence (introduced in the next section) that becomes the basis for a deterministic
entangling gate.

The experiments in this work are conducted together with Alexey Tiranov.

1i.e., the time-bin interferometer that defines the photon basis, the limited axis of spin rotations
using the microwave setup, the number of lasers and the amount of breadboard space available.
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3.2 Photon-scattering Gate Protocols

In this section, we briefly introduce a few landmark deterministic gate protocols that
operate upon weak scattering of photons from an emitter. We estimate the scattering-
induced phase shift required to implement these gates, using realistic parameters, and
use it as an argument to motivate the design for heralded gate protocols. Readers who
are interested in the actual implementation of the heralded entangling gate could directly
natvigate to Sec. 3.2.2.

3.2.1 Deterministic Photon-scattering gates

In the early 2000s, a new prototype of quantum controlled-phase gate between two pho-
tonic qubits based on cavity reflection has been proposed by Duan and Kimble [65]. The
gate operates by reflecting two polarization-encoded photonic qubits consecutively from
a single-sided optical cavity that traps a single atom. An atom is initially prepared in a
superposition state |Φa⟩ = (|0a⟩+ |1a⟩)/

√
2 where only the transition between the ground

state |1a⟩ and excited state |e⟩ is resonant with the cavity (Fig. 3.1a). Each photonic
pulse with frequency resonant with the cavity is sent to a polarizing beamsplitter (PBS)
(Fig. 3.1b). The h polarization component of the pulse transmits through and is subse-
quently reflected by the cavity, while its v component is reflected by both the PBS and
a mirror.

a

h

b

C
a
v
ity

j
PBS

Mirror

Rotation

h

k

v

Figure 3.1: Setup for the deterministic photon-photon gate in Ref. [65]. (a)
Level scheme for the atom. |e⟩ is the atomic excited state. The |1a⟩ ↔ |e⟩ transition
couples to the one-sided cavity, and is resonantly driven by the h-polarized light (orange).
The atomic ground states are coherently coupled by the green laser. (b) Experimental
setup. Two photons labelled j and k resonant with the |1a⟩ ↔ |e⟩ transition are sent
through a polarizing beamsplitter (PBS) into the one-sided cavity. The h-polarized light
is reflected with a π-phase shift when the atom is in |0a⟩ state, while the v component
is reflected by the mirror without any phase shift. Here the atomic state rotation is
performed by a Raman beam (green). Figures adapted from Ref. [65].
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Time

Ŝj R̂a(
π
2) R̂a(

−π
2 )Ŝk Ŝj

Figure 3.2: Pulse sequence for the photon-photon CPF gate. The protocol consists
of three photon-scattering events (orange) interleaved with atomic state rotation (green).
After the R̂a(−π/2) pulse, photon j is redirected to the cavity and scattered twice.

The interaction between the h-polarized light and the atom is described by a controlled-
phase flip (CPF) gate, where the output reflected field âouth is given by multiplying the
reflection coefficient r with the incident field âinh :

âouth ≈ râinh ≡ −
κcav − 2i∆

κcav + 2i∆
âinh , (3.1)

for a frequency detuning ∆ with respect to the cavity resonance and κcav is the cavity
decay rate. When the atom is in the |0a⟩ state, the incident pulse is resonant with the
bare cavity thus ∆ = 0 which gives r → −1 (corresponds to a π-phase shift as eiπ = −1).
When the atom is in |1a⟩, however, the coupling between the atom and the cavity mode
(described by the interaction Hamiltonian ℏg[|e⟩⟨1a|âh + |1a⟩⟨e|â†h]) effectively splits the
cavity resonance into two sidebands, which are detuned from the pulse by ∆ = ±g.
Consequently, there is no phase shift as r → 1 in the strong coupling regime where
g ≫ κcav.

The protocol for a CPF gate between two photonic pulses j and k, as illustrated in
Fig. 3.2, is composed of alternating scattering events Ŝj, Ŝk and rotation of the atomic

state R̂a(θ), where R̂a(θ) is defined as the rotation around the −y axis of the Bloch
sphere:

R̂a(θ) =

[
cos θ

2
− sin θ

2

sin θ
2

cos θ
2

]
, (3.2)

and Ŝj is a 23×23 diagonal matrix with basis states formed by the orthogonal polarizations

of the two photons and the atomic ground states. The entries of Ŝj are r only for inner
products |hjhk0a⟩⟨hjhk0a| and |hjvk0a⟩⟨hjvk0a|2 but 1 otherwise. It is thus easy to show
that for r → −1, given the incident pulses |Ψj⟩ = a|hj⟩+ b|vj⟩ and |Ψk⟩ = c|hk⟩+ d|vk⟩,
the photon-photon CPF gate is mathematically described by Ŝk[I⊗I⊗R̂a(−π/2)]Ŝk[I⊗
I ⊗ R̂a(π/2)]Ŝj

3 and transforms the input state into

|Φa⟩ ⊗ |Ψj⟩ ⊗ |Ψk⟩ = |Φa⟩ ⊗
[
ac|hjhk⟩+ bc|vjhk⟩+ ad|hjvk⟩+ bd|vjvk⟩

]

CPFj,k−−→ |Φa⟩ ⊗
[
− ac|hjhk⟩+ bc|vjhk⟩+ ad|hjvk⟩+ bd|vjvk⟩

]
,

(3.3)

2Basically a reflection coefficient r is induced only when photon j is h-polarized and scatters on the
atomic |0a⟩ state.

3Here I is a 2× 2 identity matrix. The computation is verified in the Mathematica notebook titled
“GateCircuitComputationv2.nb” [26].
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which induces a π-phase shift only when both photons are h-polarized. Therefore, this
constitutes a controlled-phase gate between two polarization-encoded photons.

What is now interesting to us is that, firstly, Eq. (3.1) is identical to Eq. (2.5) in one-
sided waveguides when taking Γ1 = Γ ≫ Γ2. This equivalence is not at all surprising as
one-sided cavities and waveguides share the same configuration. However, this condition
implies one can realize the same CPF gate on the QD-waveguide platform when one of
the optical transitions of a Λ-level atom has a dominating decay rate Γ1 ≫ Γ2. This
can in fact be fulfilled by having a high optical cyclicity of the QD spin state, as we will
discuss later.

Secondly, one might realize that removing the first scattering event not only reduces
the experimental overhead of re-routing photon j, but also results in a 3-qubit linear
cluster state between the atom and photons (j and k). This is due to the strong similarity
between the gate protocol (Fig. 3.1b) and the definition of cluster states [113], namely,
each scattering event operates as an entangling controlled-phase (CZ) gate between the
atom and one of the photons. A succession of two atom-photon CZ gates then “knits”
the nearby nodes (photons) into a linear cluster state.

3.2.1.1 Deterministic gate protocols for Time-bin photons

In fact, the close resemblance of the above reduced gate protocol with cluster-state gen-
eration motivates the design for a deterministic atom-photon CNOT gate in time-bin
encoding. To clarify this, we swap the two single-photon pulses k and j into the time-
bins of a single photon, as depicted in Fig. 3.3a. This in essence truncates the 3-qubit
cluster state into a Bell state between the atom and the time-bins of a photon. Mathe-
matically this is described by the input-output relation:

|Ψp⟩ ⊗ |1a⟩
R̂y(

π
2
)−−→ 1√

2
(−α|e 0a⟩+ α|e 1a⟩ − β|l 0a⟩+ β|l 1a⟩)

Ŝe−−→ 1√
2

(α|e 0a⟩+ α|e 1a⟩ − β|l 0a⟩+ β|l 1a⟩)

R̂y(
−π
2

)−−→ α|e 0a⟩+ β|l 1a⟩
Ŝl−−→ α|e 0a⟩+ β|l 1a⟩, (3.4)

which is a spin-photon Bell state with |Ψp⟩ = α|e⟩ + β|l⟩ as the input photonic state

encoded in early (e) and late (l) time-bin bases. Here for scattering event Ŝi in the time-
bin i ∈ {e, l}, we assume a π-phase shift is only induced when the scattered atom is in
|0a⟩. R̂y(θ) rotates the atomic ground states along the +y-axis. The gate protocol in
Fig. 3.3a can therefore be straightforwardly applied to one-sided waveguides, with QD as
the atom possessing the necessary cyclicity (Γ1 ≫ Γ2) interacting with a single photon
in the time-bin bases. In practice, however, unlike a single neutral atom, the QD spin
dephasing time is typically in the order of nanoseconds due to Overhauser noises arisen
from neighboring nuclear spins, necessitating a spin-echo sequence built into the protocol.

Fig. 3.3b shows the modified spin-photon CNOT gate including the spin-echo π-pulse
and the interferometer delay. Here we assume the incident photonic qubit is generated
by a time-bin interferometer with delay τint. Since the echo pulse needs to be sandwiched
between two π/2 pulses, ideally with a short τecho to diminish effects from imperfect
spin rephasing (finite T2), the π and the last π/2 pulses should be confined between two
scattering pulses. In which case, the optimal condition is to set τecho = τint where the
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τecho

τdelay

R̂y(
π
2
)

a b

Time

R̂y(
−π
2
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Figure 3.3: Deterministic spin-photon CNOT protocols for time-bin photons.
(a) Minimalistic version of the gate in Fig. 3.1b by removing the first scattering pulse
j and replacing the photonic qubits by single-photon pulses in different time-bins. (b)
Modified version of (a) with inclusion of spin-echo refocusing pulse and time-bin interfer-
ometer delay τint.

delay between π/2 and π-pulses ∆t = τecho/2 < τint is only bounded by interferometric
delay, as sketched in Fig. 3.3b. Note that postponing the last π/2 pulse until after Ŝl

would lead to a separable state.

While these gate protocols are in principle deterministic, they have stringent experi-
mental requirements which are non-trivial to satisfy. Notably, the scattered field is ideally
out of phase with the incident field such that they destructively interfere. To estimate
the harmful effect of detuning on the imparted phase, we rewrite the reflection coefficient
in Eq. (3.1) using Eq. (2.5), and obtain its average over the Gaussian pulse bandwidth
and spectral diffusion distributions:

r̄ =

∫ ∞

−∞

∫ ∞

−∞

[
1− 2Γ1

Γ + 2i(δe + δ1)

]
N(0, σo)N(0, σe)dδedδ1, (3.5)

where σe (σo) is the standard deviation of frequency detuning δe (δ1) due to spectral
diffusion (finite pulse bandwidth), as discussed in Sec. 2.3.1.1. In one-sided waveguides,
all scattered photons ideally couple to the even waveguide mode thus Γ1 = Γ. The first
term in Eq. (3.5) represents the incident field, while the latter denotes the scattered field
that carries the π-phase shift. The factor of 2 accounts for the overall contribution from
spatially overlapping the scattered field from forward and backward modes in a two-sided
waveguide4.

Figure 3.4 plots the average reflection coefficient against spectral diffusion error, at
a fixed pulse bandwidth. As σe reduces, the scattered field dominates thus the overall
phase shift ϕ approaches π (as r̄ → −1); When σe grows, r̄ → 1 since the incident field
overwhelms the scattered field: The QD resonance becomes broadened by σe such that
most incident photons are reflected by the mirror in a single-sided waveguide without
interaction. To see this effect, we estimated r̄ ≈ 0.2 using experimental parameters
(Sec. 3.6), indicating that as the scattered field weakens, the resultant output field would
mostly contain only the incident field in one-sided waveguides5.

4This is known from the fact that the even waveguide mode is the only non-vanishing mode in
one-sided waveguides due to constructive interference between the backward and forward modes, i.e.,
âe ≡ (âL + âR)/

√
2 [63]. Intuitively a single-sided waveguide is viewed as folding up the two-sided

waveguide [114], so the scattered fields in both âL and âR add up constructively.
5Here we assume β = 0.865 extracted from one sample of two-sided waveguides. β could be

higher [59]. The point is to show σe < 200 MHz together with an improved β would make this fea-
sible.
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Figure 3.4: Average reflection coefficient plotted against spectral diffusion noise
σe. For one-sided waveguides (deterministic gate), the ideal curves are computed using
Eq. (3.5) with Γ1 → Γ and σo → 0. The dashed curves are obtained taking Γ1 = C

C+1
βΓ

(Sec. 4.3.2) and σo ≈ 0.59 ns−1 without pure dephasing γd = 0. For a heralded gate
using two-sided waveguides, Eq. (3.6) is used to compute the curves with Γ1 = 1

2
C

C+1
βΓ.

Γ = 2.48 ns−1 is the total decay rate. Black dashed line corresponds to realistic value of
σe/2π = 332 MHz.

An alternative approach is to only collect the scattered photons from the backward-
propagating mode in a two-sided waveguide (shown in Fig. 1.7). Although this sacrifices
half of scattered photons, it avoids detecting not only the incident photons but also
photons that do not interact with the spectrally broadened QD. Essentially this becomes
a heralded gate that conditions on detecting the reflected photons. As such, a large σe
would exclusively lower the reflectivity (r̄ → 0) but not the overall phase shift of the
reflected field. In particular, the average reflection coefficient is described by

r̄heralded =

∫ ∞

−∞

∫ ∞

−∞

[
− 2Γ1

Γ + 2i(δe + δ1)

]
N(0, σo)N(0, σe)dδedδ1, (3.6)

with Γ1 = Γ/2 in the ideal case. Eq. (3.6) is plotted in Fig. 3.4. In contrast to the
deterministic gate, since only the backward mode is collected, there is no requirement on
the interference between the incident and scattered modes. In any case, the reflection
coefficient becomes more robust and increases slower with σe. There is therefore a strong
motivation to opt for the heralded scheme due to its resilience to σe.
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3.2.2 Heralded Photon-scattering gates

To implement such a heralded spin-photon gate, we need to modify the gate protocol
slightly. Apart from coupling the detectors to the backward port, we also remove the last
π/2 pulse. To understand how this protocol works, we again resort to the input-output
relation, but with a sole focus on the QD embedded in a two-sided waveguide.

We first substitute the atomic ground states by the QD hole spin states, where |0a⟩ →
|⇑⟩ and |1a⟩ → |⇓⟩. Following Eq. (3.4), the QD hole spin is initially prepared in the
ground state |⇓⟩. The ideal state evolution of the spin-photon system proceeds as

(α|e⟩+ β|l⟩)⊗ |⇓⟩ R̂y(
π
2
)−−→ 1√

2
(α|e⟩+ β|l⟩)⊗ (|⇑⟩+ |⇓⟩)

Ŝe−−→ 1√
2

[
α(−|e ⇑⟩r + |e ⇓⟩t) + β(|l ⇑⟩+ |l ⇓⟩)

]

R̂y(π)−−→ 1√
2

[
α(|e ⇓⟩r + |e ⇑⟩t) + β(−|l ⇓⟩+ |l ⇑⟩)

]

Ŝl−−→ 1√
2

[
α(|e ⇓⟩r + |e ⇑⟩t) + β(−|l ⇓⟩t − |l ⇑⟩r)

]

= [α|e ⇓⟩ − β|l ⇑⟩]r + [α|e ⇑⟩ − β|l ⇓⟩]t, (3.7)

where the subscript t (r) indicates the state with a transmitted (reflected) photon. The
spin rotation operator R̂y(t) ≡ exp(−iσ̂yt/2), where R̂y(π) rotates |⇑⟩ to −|⇓⟩ (|⇓⟩ to
|⇑⟩). From Eq. (3.7) we see that conditioning on either the reflection or transmission of a
scattered photon projects the system into a different spin-photon Bell state. By varying
the phase θp of the photonic qubit where β/α = eiθp and |α|2 + |β|2 = 1, all 4 Bell states6

can be generated by the gate.

6|ϕ±⟩r (|ψ±⟩t) is obtained when conditioned on reflection (transmission), respectively.
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Figure 3.5: Operational principle of the photon-scattering gate generating
spin-photon entanglement. (a) A coherently controlled spin in a QD (red) inside
a photonic-crystal waveguide, where a Bell state (cyan lines) is generated upon condi-
tional detection of a reflected photon. (b) QD level diagram. The excited state |↑⇓⇑⟩
predominantly decays into |⇑⟩ with rate γY as γY ≫ γX . The wavelength of the main
transition is 945 nm. Coherent control of the metastable hole spin ground states (ma-
genta arrows, Rabi frequency Ω) is realized via two-photon Raman processes by a detuned
laser. (c) Single-photon transmission spectra of the QD at Bx = 2 T when preparing
the spin state in either |⇑⟩ or |⇓⟩. (d) State evolution at different points in time during
gate operation. At t1, the QD spin (red) is prepared in a superposition state. At t2, spin-
dependent QD scattering occurs for the early time-bin |e⟩. A π-rotation of the spin at t3
is followed by scattering of the late time-bin |l⟩ photon pulse at t4. The two distinct Bell
states |ϕ−⟩ (|ψ−⟩) are generated conditioned on the detection of a reflected (transmitted)
photon.

Figure 3.5a depicts schematics of the heralded gate in the real experimental setting,
where the two-sided photonic-crystal waveguide hosts a QD. The QD is occupied by a
single hole spin which exhibits a suitable Λ-level system with sufficiently high optical
cyclicity Γ1 ≡ γY ≫ Γ2 ≡ γX (Sec. 3.4.1). The state evolution of the spin-photon system
at different stages is illustrated in Fig. 3.5d. Here R̂y(π) serves two purposes: (1) to
invert the spin in-between the two scattering events to create entanglement, and; (2) to
prolong the spin coherence time by acting as a spin-echo pulse between the two equally
long time-bins, when the spin is projected in the equatorial basis [115]. Note that the
heralded photon-scattering gate protocol has previously been proposed and experimen-
tally demonstrated on the SiV-waveguide system [116]. The novelty is therefore not on
the protocol itself, but on how it is applied to the QD-waveguide platform.



Chapter 3. Spin-Photon Entanglement using Photon-scattering 56

3.3 Experimental Setup

Starting from this section, we dive into the experimental aspects of the entanglement pro-
tocol. We first introduce the optical laser setup used for spectroscopic and entanglement
measurement.

3.3.1 Laser Paths

Figure 3.6: Laser setup schematics. (a) Two CW lasers are modulated by AOM
setups and EOMs to create pulses for photonic qubits, spin initialization and rotation.
An FPGA synchronized with an external clock provides TTL signals to a pulse generator
and AOMs for pulse shaping. (b) Optical components for a double-pass AOM setup.

To implement the gate protocol in Sec. 3.2.2, the QD spin needs to be first optically
prepared in one of its ground states. In addition, the incoming photonic qubit should be
resonant with the cycling transition, such that the scattered photons in the early and late
time-bins have the same polarization and frequency. Both can be achieved7 by driving
the same optical transition |⇑⟩ ↔ |↑⇓⇑⟩ (Fig. 3.5b).

7Spin preparation needs not to be driving the same transition as the qubit. We do this because they
can be realized with a single laser.
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Fig. 3.6a shows the laser setup for the experiment. For both the photonic qubit and
spin preparation pulses, a continuous-wave laser (DL pro from Toptica) is used and first
sent into a double-pass acousto-optic modulator (AOM) setup (Fig. 3.6b). The doubly-
diffracted light from the AOM setup is then modulated by an electro-optical modulator
(EOM; iXBlue NIR-MX800-LN-20), which is driven by microwave square pulses generated
from a pulse generator (Agilent/HP 8131A), resulting in 2 ns (FWHM) pulses for the
photonic qubit. The non-diffracted light is then directed to a second AOM setup to create
spin initialization and readout pulses (200 ns each) of the same laser frequency.

Another continuous-wave laser (CTL from Toptica) is used for coherent spin control.
The laser propagates through a third AOM setup, and another EOM which is amplitude-
modulated by a microwave setup to generate bi-chromatic pulses for spin rotation8. All
lasers are routed to an optical breadboard directly on top of the cryostat and coupled
downwards to the sample chip via a 50:50 beamsplitter, as schematically shown in Fig. 3.4
of Ref. [52].

To synchronize the qubit, spin rotation and readout pulses, a sinusoidal signal with
repetition frequency of 72.6 MHz9 is used as an external clock for a custom-made field
programmable gate array (Cyclone V FPGA from Intel), which then outputs TTL signals
to produce trigger signals to the pulse generator, and square pulses for other AOMs.

The QD sample chip (Fig. 3.9) is cooled down to 4.2 K inside a closed-cycle cryostat
to reduce phonon scattering processes. Inside the cryostat, a superconducting vector
magnet provides a Bx = 2 T in-plane magnetic field enabling Zeeman splitting between
two hole ground states. The sample is imaged with a 0.81 NA objective and brought to
focus by translating 3 piezo positioners mounted beneath the sample [18]. A DC voltage
source supplies a bias voltage at 1.148 V across the sample to populate QD charge states
via tunnel coupling to a Fermi reservoir and control the charge environment (Sec. 1.2.2).

8More details on the spin control setup is explained in Sec. 3.5, see Figure 6.4 in Ref. [52] for the
setup schematics.

9The clock signal is provided by the DG4162 function generator from RIGOL. The clock frequency
is chosen to match the MIRA laser repetition rate in Ref. [18], thus only minimal changes to the timing
of the pulse sequence are needed.
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3.3.2 Time-bin Interferometer

To prepare and detect time-bin encoded photons, an unbalanced interferometer is used.
The EOM-modulated pulse (orange pulse in Fig. 3.6a) enters an unbalanced time-bin
interferometer (TBI) through the excitation input fiber coupler (Fig. 3.7), and splits
into the short and long paths after the first beamsplitter, constituting the early and late
time-bins of the photonic qubit with time delay τint = 11.83 ns.

Figure 3.7: Self-stablizing time-bin interferometer. The EOM-modulated pulses
from DLPRO laser (Fig. 3.6a) pass through the excitation path (orange line) and divide
into early and late time-bins. Photon detection (blue line) utilizes the same paths in the
interferometer thus any slow drift in the phase difference between paths is cancelled out.

The photonic state can be prepared in different time-bin bases by controlling a stack
of quarter-waveplate (QWP), linear polarizer and half-waveplate (HWP). Specifically, the
relative amplitude between two time-bins can be tuned by the QWP: Setting θQWP = 0
(θQWP = π/4) corresponds to Z-basis (equatorial) basis state, whereas their relative phase
is controlled by the combined rotation of a linear polarizer and HWP. The HWP angle
θHWP = θpol/2 with respect to the transmission axis of the polarizer is fixated at half of
the polarizer angle [52], to ensure the resulting polarization state always matches the fiber
polarization mode. At θQWP = π/4, scanning θpol is equivalent to creating a photonic
state |ψp⟩ = |e⟩+ e2iθpol |l⟩ ≡ |e⟩+ eiθp |l⟩, where θp is the qubit phase.

Fig. 3.8a shows the pulse shape of the generated photonic qubit measured with an
avalanche-photodiode detector (APD). A fit of the data using a double logistic func-
tion [117] gives a FWHM pulse duration of 1.98 ns.

For photonic state readout, the scattered time-bin photons are reinjected into the
same interferometer via the detection path (orange), and pass through two narrowband
(3 GHz FWHM) etalon filters [52] to remove background from the rotation laser as well
as phonon sidebands. The filtered signal then traverses through a QWP and a free space
polarizing-modulating EOM10 which sets a 50/50 splitting ratio on the polarizing beam-

10The EOM was originally mounted for active switching of measurement basis [52]. Here it is turned
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Figure 3.8: Preparation and detection of time-bin photonic qubits. (a) Fit of
the photon pulse using the double logistic function. Recorded by APD. (b) Sweep of the
linear polarizer angle θpol at θQWP = π/4. Performed by preparing a photonic qubit with
the excitation path of the interferometer and reinjecting it into the detection path. The
time-gated signal is measured with two superconducting nanowire single-photon detectors
(SNSPDs). Inset is a schematic of the histogram recorded at one of the detectors.

splitter (PBS), allowing each time-bin to navigate through both short and long paths. For
each detector, three peaks can ideally be observed from the time-resolved histogram (see
inset of Fig. 3.8b). The red (green) side peak stands for an early (late) photon travelling
the short (long) path of the detection interferometer, while the middle peak (blue) refers
to the case when an early photon in the long path is delayed and coincides/interferes in
time with a late photon travelling in the short path. Time-gating on the side (middle)
peaks gives the total number of photon clicks in the Z- (X-) basis.

The advantage of combining qubit creation and readout through the same paths is that
the interferometer becomes self-stabilizing [18]. By time-gating on the middle peak and
varying θpol, the classical interferometric visibility is measured to be 99.66% (Fig. 3.8b).
By virtue of this, the interferometer alignment11 is also robust against any slow mechanical
or thermal drift12 and remains stable on a week-long timescale.

off but will introduce birefringence acting similarly as a QWP. When combined with another QWP, the
signal polarization is converted into diagonally polarized light.

11Details on the alignment procedures can be found in Refs. [52, 118].
12Slow compared to the interferometric delay 11.8 ns, so the noise affects both time-bins equally.
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3.3.3 Cross-polarization Scheme

To perform reflectivity measurements and the entangling gate conditioned on reflected
photons, a cross-polarized excitation scheme is adopted, where laser leakage is suppressed
with polarization control, allowing a sufficiently high signal-to-noise ratio.

Figure 3.9: Scanning Electron Micrograph (SEM) of a two-sided photonic-
crystal waveguide (PCW), with polarizations of the input and reflected light.
It is the waveguide shown in Fig. 1.7 with identical orientations. Dark grey arrows denote
the predefined polarizations of the grating couplers.

In a typical resonance-fluorescence experiment where the excitation laser (Y-polarized
↕, for instance) is illuminated on top (along +z-axis in Fig. 3.9) of the QD (red dot) in
a planar waveguide, laser extinction is achieved by collecting the guided dipole emis-
sion through a shallow-etched grating outcoupler [56] with its predefined polarization
(X-polarized, ↔) to be orthogonal to the excitation. As such, the excitation and col-
lection beams are not only spatially separated but also polarization-selective, allowing a
high extinction without trading off excitation and extraction efficiencies13 in a confocal
microscopy setup.

For reflectivity measurements on a waveguide device, it is necessary to excite and
collect through the same grating coupler. One might consider collecting from the same
beam spot where the QD is excited on top; however the efficiency of the QD emission
that couples out of plane will be very low due to the high waveguide-coupling efficiency
β, and for the same reason more optical power is needed to couple into the waveguide.
Therefore, it is natural to couple the out-of-plane input laser (orange arrow in Fig. 3.9)
directly to the grating but collect the in-plane QD signal (red arrow) through the same
beam spot, utilizing the high β. Table 3.1 shows the principle of the cross-polarized
scheme in such a setting.

Before coupling to the grating, the polarization of the input light is optimized with a
pair of excitation waveplates (half-waveplate followed by a quarter-waveplate) such that it
is orthogonal to the polarization of the collected path (set by another pair of waveplates:
quarter-waveplate followed by a half-waveplate). The excitation is diagonally polarized

13For implementing cross-polarized schemes in confocal microscopy, the excitation and collection
modes only have a maximum of 50% overlap with the dipole polarization, see Sec. 3.1 in Ref. [119].
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Table 3.1: Overlap of polarization states between laser leakage from the excitation (Exc.)
and signal through the grating coupler (GC) with the collection (Col.) at various config-
urations of waveplate angles. λ/2: Half-waveplate. λ/4: Quarter-waveplate. The input
polarization state prior to the excitation waveplates is assumed to be horizontal (↔)
due to a polarizer. The waveplate settings chosen for the experiment is indicated in red,
where the back-scattered light (laser leakage) is completely suppressed. The trade-off is
only 50% of the QD signal through the coupler is collected.

(which can also be circularly polarized according to Table 3.1), thus only 50% of the light
couples to the grating coupler which has a predefined polarization along X [56]. The
X-polarized light is then converted into Y-polarization via the bend in the waveguide and
subsequently interacts with the QD. Due to the non-chiral coupling of the waveguide,
50% of the scattered signal thus returns to the same grating coupler, and further passes
through the polarization control on the collection path resulting in another 50% loss.

Figure 3.10: Time trace of gated counts (and signal-to-noise ratio) from photons reso-
nantly reflected by the QD. The background counts oscillate in roughly every 75 minutes,
which is attributed to the cooling cycle of an air-conditioner directly above the optical
breadboard. Small temperature change of the breadboard periodically drifts the laser
spot. The signal-to-noise ratio maintains a value of over 100 for 33 minutes during each
crest.

Despite the loss in efficiency, the signal-to-noise ratio achieved in this setup reaches
∼100-400 (Fig. 3.10) depending on mechanical stability of the optical setup. The trans-
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mission port constitutes a second collection path which is used for probing resonant
transmission. In reference to the laser setup depicted in Fig. 3.6a, both the spin rotation
and readout laser pulses couple to the QD from the top (purple arrow in Fig. 3.9), while
the input qubit pulses couple to the grating and interact with the QD in-plane.
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3.4 Hole Spin Spectroscopy

With a basic understanding of the experimental setup, we are in a position to describe
individual components leading up to an actual experiment. In this section, we begin
by describing the physical qubit, and the optical cyclicity required for spin-dependent
reflection in the gate.

3.4.1 Resonance Fluorescence

The physical qubit we consider here is a hole pseudo spin trapped in an InGaAs quantum
dot (referred to as a positively charged exciton X1+ or simply X+). As the quantum
dot is embedded in a p-i-n diode structure shown in Fig. 1.2, applying a bias voltage
across the diode enables flexible control of the QD charged state. Figure 3.11a plots
the fluorescence from a QD at different applied bias voltages and wavelengths, which
reveals different QD charged states. Here the QD is excited with a pulsed broadband
laser resonant with the p-shell (925 nm) [52], leading to fluorescence from electron-hole
recombination of the s-shell.

a c

X1+
X0

X1−
∆e + ∆h

X1+, Bx = 2 T

∆e

∆h

b

Y1

Y2

Figure 3.11: Quantum dot photoluminescence. (a) Emissions from different QD
charged states using p-shell pulsed excitation. Figure reproduced from Ref. [52]. (b)
Level structure of a QD hole pseudo spin under an in-plane magnetic field Bx, following
Fig. 1.6c but with the subscripts omitted. The total Zeeman splitting ∆e+∆h is probed by
continuously pumping both Y-polarized transitions and recording the photoluminescence.
(c) Two-color X+ spin pumping experiment performed at around 1.145 V to measure
∆e + ∆h at Bx = 2 T.

Since the diode heterostructure used in this work is designed such that the GaAs
tunnel barrier next to the n-doped back contact is considerably thinner than that with
the p-doped region (Sec. 1.2.2), the tunneling of electrons from the back contact becomes
much more probable than that of holes from p-layers [43]. Therefore, for such a design,
the QD can be deterministically charged with an electron just by applying a bias and
hence such a diode is referred to as an n-type device [37]. For the same reason, injecting
a hole to the QD in an n-type device is probabilistic. In practice, this requires applying a
blue-detuned laser (830 nm) to create an electron-hole pair in the QD, where the electron
is subsequently tunneled out, leaving a hole behind (Sec. 1.2.2).

For the photon-scattering entanglement experiment, we are interested in a QD having
a Λ-level energy scheme. This is possible by applying an external magnetic field to a
single hole or electron spin of the QD. Due to Zeeman effect four non-degenerate energy
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levels become optically accessible (Fig. 3.11b). To identify these transitions for X+, two-
color continuous-wave spin pumping is usually implemented where one laser is locked
on resonance with one of the transitions exciting the QD on top (i.e., Y2 in Fig. 3.11b),
followed by a frequency scan of a second laser (i.e., Y1). The combination of both lasers
reshuffles the spin population via optical spin pumping, allowing resonance fluorescence
from each transition to be detected.

Figure 3.11c scans the frequency of the second laser as a function of bias voltage at a
magnetic field of Bx = 2 T, indicating a total frequency splitting of ∆e +∆h ≈ 16.9 GHz.
Here we observe only two plateau lines as both pump lasers are Y-polarized. Repeating
the same scan with the polarization of one (or both) laser(s) flipped to X enables ∆e and
∆h to be determined separately [52].

3.4.2 Two-color Resonant Transmission

There are numerous important figures of merits that benchmark the quality of any QD-
waveguide device. These include the efficiency β of emitted photons coupled to the
waveguide mode, commonly known to as the β-factor, the QD total decay rate Γ, phonon-
induced pure dephasing rate γd and standard deviation in spectral diffusion fluctuation
σe. In this section, we perform resonant transmission experiments to extract β and σe.

For a two-level atom in a waveguide, one could extract β and σe by measuring the
atomic transmission spectrum, driven weakly with a single probe laser. When driven
resonantly, the destructive interference between the phase-shifted scattered field and the
probe in the waveguide results in a transmission dip [120] (as discussed in Sec. 1.5).
The dip amplitude and width of the spectrum are therefore indicative of the relative
phase between the incident and scattered field, which depends on β and σe. As a higher
probe laser power broadens the transmission width by saturating the atom, but without
affecting β or σe

14, one could essentially tune the transmission dip by varying the probe
power, allowing β and σe to be estimated.

For any atom with a multi-level system, however, to probe the transmission of one
particular optical transition one needs to first initialize the atomic state. For X+ with a
four-level system depicted in Fig. 3.12a, we first apply a 150-ns pulse (green) to initialize
the hole spin in the |⇑⟩ state by optical spin pumping, followed by scanning the frequency
of a second 150-ns pulse at various probe powers (Fig. 3.12b). Both pulses are separated in
time to avoid contamination in the probed signal due to spin pumping. This measurement
is usually referred to as a two-color resonant transmission experiment as the two pulses
usually have distinct frequencies.

Since the duration of the probe pulse is orders of magnitude longer than the QD
lifetime 1/Γ ≈ 403 ps, the atom displays similar saturation behaviour as being driven by
a continuous-wave (CW) laser. As such, the relevant transmission fit function describing
an atom driven by a weak CW laser [36, 121] is applicable to the pulsed measurement15.

The transmission spectrum recorded by time-gating on the fluorescence during the
probe pulse is shaped by a combination of phonon-induced pure dephasing γd, coupling

14This might not be true in practice if the probe laser introduces charge noises or spin dragging.
15For shorter pulses comparable to the atomic lifetime, this approximation no longer holds [122]

and one needs to average the transmission spectrum with a spectral intensity profile of the pulse. See
Sec. 2.3.1.1 for such treatment.
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Figure 3.12: Two-color transmission measurement on the waveguide-embedded
QD hole spin. (a) QD Level diagram. A strong pump pulse (green) prepares the
spin state |⇑⟩, while the frequency of the weak probe pulse (orange) is scanned to reveal
the QD transmission spectrum. (b) Time-resolved histogram of the pulse sequence with
resonant (1.148 V) and off-resonant (1 V) bias voltages. A bi-exponential fit is used to
extract a lower bound on the spin pumping fidelity.

efficiency β, spectral diffusion σe, Fano parameter ξ16, spin pumping fidelity Psp and
optical cyclicity C (introduced in Sec. 3.4.1). To fit the spectra, the following normalized
transmission function is used

IT (ω − ω1) = 1 + PspRT (ω − ω1), (3.8)

where ω − ω1 is the probe laser detuning with respect to the transition frequency ω1 of
|⇑⟩ ↔ |↑⇓⇑⟩. RT (ω − ω1) is the QD frequency response function given by

RT (ω − ω1) = Re

( C
C+1

βΓ2
[
Γ + 2γd + 2i(ω − ω1)

]
(i+ ξ)

[
2i+ C

C+1
β(−i+ ξ)

]

Γ
[
(Γ + 2γd)2 + 4(ω − ω1)2

]
+ 8η(Γ + 2γd)P

)
. (3.9)

Here Ω =
√
ηP is the optical Rabi frequency expressed by the setup loss factor η and

the input laser power P 17. A non-unity spin pumping fidelity Psp → 0 implies the QD
will go dark when its spin is prepared in the wrong state [123]. As such, the probe beam
does not interact with the QD resulting in transmission IT (ω − ω1) → 1. An average
value for Psp is obtained by first fitting the fluorescence decay during the pumping pulse
(Fig. 3.12b) then averaging over all frequencies and probe powers.

Eq. (3.8) is a phenomenological fit model that incorporates the spin pumping fidelity
and cyclicity into Eq. (S33) in Ref. [121]. While this might not be a complete model18,
it adequately describes the transmission spectrum. In the low power limit P → 0 with
a perfectly prepared two-level system Psp → 1, the expression reduces to Eq. (S33) in
Ref. [121] with β replaced by C

C+1
β, as a finite C limits the number of resonantly reflected

photons leading to diminished interference. To account for slow resonance drifts due to
spectral diffusion, we obtain the average transmission intensity ĪT (ω1) over the Gaussian
distribution N(0, σe) (Sec. 2.3.1.1).

16This parameter affects the symmetry of the transmission lineshape, which is attributed to weak
cavity-like interference between the scattered field and reflection from the mode adapters in the fast light
photonic-crystal region [119].

17This is measured with a power meter from 10% of the input light.
18In principle, the bona fide approach for deriving the fit function is by solving the quantum

Heisenberg-Langevin equations (or master equations) for a Λ-level atom illuminated by a coherent state
|α⟩. However, this requires taking Fano resonance, pure dephasing rate, spin pumping fidelity and
cyclicity into account, which is an extensive theoretical study that is out of the scope of this thesis.



Chapter 3. Spin-Photon Entanglement using Photon-scattering 66

3 GHz spacing

a b

Figure 3.13: Results from iteratively fitting transmission spectra to extract
coupling efficiency β and spectral diffusion σe. (a) Transmission spectra fitted at
different probe powers. The frequency detuning axis has been rescaled such that each
spectra is 3 GHz apart. The central frequency is 317.235 THz. The data (black circles)
are fitted using Eqs. (3.8)-(3.9). (b) The transmission dips extracted from (a) are then
fitted to estimate β. The fitting steps are described in the text.

We have developed an iterative fitting procedure for the data in Fig. 3.13 to reliably
estimate β and σe. The general idea is to divide the data into two sub-dataset and fit both
on each iteration. The first dataset is a set of transmission spectra as a function of probe
powers, while the second dataset consists of only the transmission dip at various powers.
The algorithm runs iteratively based on results from the previous fit and terminates when
the fitted parameters from both fits converge. The convergence implies that there is a
set of parameters which simultaneously holds true when using two different fit functions
on the same data.

The fitting process is described as follows: (1) We fix the total decay rate Γ =
2.48 ns−1 [18], Psp = 0.897, γd = 0.09919 ns−1 and C = 14.7 [18] as they are mea-
sured independently. For the first fit we assume β = 0.95; (2) Based on these values,
we take σe, ξ and loss factor η as free parameters to perform a least square fit on the
transmission spectrum at each power (Fig. 3.13a). This results in a list of fitted values
for σe, ξ and η. Their corresponding mean values are then used to fit the second dataset
(transmission dips as a function of probe power) with only β and η as free parameters
(Fig. 3.13b). (3) From here we obtain an updated value of β which is used to fit the trans-
mission spectra again in step 2. (4) The iteration stops when β after loop i converges
(i.e., |βi − βi−1| < 0.1%).

The fit is completed in 10 iterations. The extracted parameters with 3σ-uncertainty
are presented in Table 3.2. Both σe = 2π × (332 ± 15) MHz and β = (0.865 ± 0.059)
are in very good agreement with previous estimates from two-color continuous-wave spin
pumping20 [20] and transmission21 [121] measurements, respectively, indicating that two-
color pulsed transmission through photon-scattering in a waveguide, together with power-

19This is directly extracted from power-dependent photon visibility measurements, as we shall cover
in Sec. 3.4.5.

20This experiment is carried out by exciting the QD on top.
21This measurement is done with a continuous-wave laser on a different QD of the same wafer.
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dependent photon visibility measurements to extract γd, could be an alternative way to
accurately extract these QD noise parameters. Note that due to the non-unity hole
initialization efficiency, the actual value of β could be even higher, as the QD also blinks
if the hole spin is not loaded. Additionally, since the pumping pulse is generated with
a slow acousto-optical modulator with 8 ns rise time, the imperfect pump pulse shape
together with residual repumping from the probe pulse might have underestimated the
spin pumping fidelity. Therefore, the extracted value for β constitutes a lower bound.

Parameter Value Confidence interval (99.7%)

β 0.865 [0.806, 0.924]

σe/2π 332 MHz [317, 347]

η 0.427 [0.406, 0.448]

ξ -0.127 [-0.137, -0.117]

Psp 0.897 [0.895, 0.899]

Table 3.2: Relevant parameters extracted from fitting the transmission spectra. Psp is
estimated from fitting the fluorescence decay during the spin pumping pulse.
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3.4.3 Optical Cyclicity

Another important parameter relevant to the quality of the waveguide-integrated spin-
photon interface is the optical cyclicity C. By definition, it is the ratio between radiative
decay rates of an excited state that couples to multiple dipole transitions [20]. For a hole
spin with the four-level system in Fig. 3.14, C ≡ γY /γX is the decay rate ratio between the
dominant and weaker transitions from either of the two trion states. When the dominant
transition is fully cycling, C → ∞ meaning the spin ground state can be repeatedly
excited and will eventually return to its original state without undergoing Raman spin-
flip. This is equivalent to saying the QD has the highest decay rate asymmetry ε =
Γ1 − Γ2 → Γ as introduced in Chapter 2.

γX

∆e

Y1
Y2

X1

X2

∆h

γY
γY

Figure 3.14: Energy levels of X+ under an external magnetic field. It comprises
a double Λ-system, each consisting of an X- (cross transition) and a Y-polarized (vertical
transition) linear dipoles.

By embedding a QD in a photonic-crystal waveguide (PCW), optical cyclicity can
be different depending on the spatial position of the QD in the PCW. The reason being
the local optical density of states around the QD varies with its position in the PCW
(Eq. (1.17)), thus at certain positions (i.e., at the waveguide center) the Purcell factors
for X- and Y-dipoles are different, leading to a suppression of γX and an enhancement in
γY . In unstructured bulk GaAs where Purcell enhancement is absent, C = 1.

To estimate C, the typical approach is to measure the power-dependent optical spin
pumping rate γosp from driving the Y2 transition with a long pulse. From which the decay
rate γX can be extracted and then compared with the total decay rate Γ ≡ γX + γY to
estimate C22 [20, 52]. This measurement requires driving both Y-polarized transitions
with two lasers at different frequencies, while exciting the QD from the top.

3.4.3.1 Estimate Cyclicity from Spin-dependent Transmission

Here we show an alternate method to estimate C for X+, by photon-scattering through
the waveguide. Similar to the previous approach, we first excite the QD from the
top to prepare the hole spin state via a 150 ns spin preparation pulse resonant with
Y2 (Fig. 3.15a). A 150 ns probe pulse then propagates through the waveguide, and

22This method is later adopted in Sec. 6.3.2.
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is attenuated by neutral-density filters to reduce multi-photon scattering, as well as to
minimize spin pumping during the probe.

Similar to Sec. 3.4.2, we perform frequency scans of the probe pulse at different probe
powers and record photon counts from the first 50 ns of each pulse at the transmission
port of the two-sided waveguide. Figure 3.15b plots the total counts gated on the spin
preparation pulse at different probe detunings. We observe fluorescence peaks when the
probe frequency is resonant with transitions Y1 and X2, indicating the strong presence of
spin pumping by the probe pulse which transfers the spin population to |⇓⟩. This is also
supported by the fact that both peaks increase with probe powers.

a

b

X2
X1

Y1

Y1 X2

Weak Probe

Spin Prep. Probe

∆1

c

Spin Preparation

Figure 3.15: Two-color pulsed transmission measurement to estimate cyclicity
C. (a) Time-resolved histogram of the pulse sequence at resonant (1.148 V) and off-
resonant (1 V) bias voltages. The hole is probabilistically created via an above-band
(ABB) pulsed laser (not shown). Photons are recorded by an APD with a 65 GHz FWHM
grating filter. ∆1 is the probe detuning with respect to the lowest energy transition. (b)
Fluorescence from the spin preparation pulse as a function of probe detuning at various
powers. The y-axis is rescaled so each curve differs by 2×104 counts. (c) Power-dependent
transmission spectra gated on the probe pulse. Each curve is vertically separated by 0.1.

Recording the photon counts from the probe pulse allows one to examine the de-
structive interference between the incident and scattered photons. From Fig. 3.15c, three
transmission dips can be seen when the probe is resonant with Y1, X1 and X2, respec-
tively23. In addition, we note that the resonant peaks and dips shift with probe powers.
This can be attributed to power tuning [52] in which the presence of photo-induced
charges tunes the resonant frequency of the QD transition, a phenomenon commonly
observed in the current device.

23Note that here the dip positions for X1 and X2 are swapped, when compared to Figure 5.8b in
Ref. [52], owing to the flipped level structure of X+.
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To estimate C, we fit the normalized transmission spectra ĪT in Fig. 3.15c at various
probe powers, using the model

ĪT = 1 + PspR̄T (ω1) + (1− Psp)R̄T (ω1 + ∆h) + APspR̄T (ω1 + ∆e), (3.10)

where Psp is the spin pumping fidelity, R̄T (ωj) is the QD response function (Eq. (3.9))
centered at ωj averaged over the Gaussian spectral diffusion, which takes all relevant
waveguide parameters (i.e., β, Fano resonance ξ, γd etc.) into account. ω1 (ω1 + ∆h)
is the resonant frequency of the transition Y1 (X1). For transitions X1 and X2, β is
multiplied by the fraction 1

C+1
to represent the suppressed decay rates24. On account for

the dip asymmetry between X1 and X2 observed in Fig. 3.15c, a factor A is introduced
to the response function of X2. This factor is estimated to be ≈ 3 by computing the
average ratio between dip amplitudes of X1 and X2 at different powers, and is attributed
to the difference in spin pumping rates between the two pulses.

By performing a bi-exponential fit on the spin preparation pulse at each detuning
∆1, we observe that Psp varies by 10% due to spin pumping of the probe pulse. To
account for this, instead of using an average value of Psp, we adopt the list of Psp as
fixed parameters25 in the transmission fit model (Eq. (3.10)). From fitting the spectra in
Fig. 3.15c we estimated a cyclicity of C = 15.1± 0.926 with an uncertainty of 3σ, which
agrees very well with the value of 14.7± 0.2 [18] extracted from two-color spin pumping
with top-excitations.

While this photon-scattering approach predicts an accurate value of C, it is generally
not recommended as the fitting formula involves a lot more parameters that are subject
to measurement noises. In contrast, the top-excitation method requires only measuring
the total decay rate Γ, spectral diffusion noise σe and the power-dependent optical spin
pumping rate γosp. Nevertheless, the close agreement between two estimated values of C
demonstrates good validity of both approaches.

24For the dominant transition Y1, this factor becomes C
C+1 as introduced in Eq. (3.9).

25This means Psp is an n×m matrix where n is the number of scanned powers and m is the number
of detunings. A row of m values of Psp is inputted as fixed parameters in the fit at each power.

26When fitting the transmission spectra, we use the extracted values for the total decay rate Γ, pure
dephasing rate γd, waveguide-coupling efficiency β and spectral diffusion noise σe in Sec. 3.4.2, and fix A,
Psp and the dip position for X2, while taking the loss factor η, the Fano resonance ξj for each transition
j ∈ {1, 2, 3} and the dip position for X1 as free parameters. Special care is taken to ensure the dip
position for X1 lies around the measured value of ∆1 = ∆h = 2π × 7.3 GHz.
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3.4.4 Spin-dependent Reflection

Apart from measuring the transmission spectrum, another approach to probe the single-
photon scattering process is through QD saturation measurement by analyzing the reflec-
tion spectrum, in which the QD saturation behaviour is observed by scanning the power
of the input probe laser. The mean photon number per pulse n̄ can then be extracted at
a given probe power, where n̄ ≪ 1 indicates the scattering occurs in the single-photon
regime. As we shall explore in Sec. 4.3.7, this is useful for estimating the gate infidelity
as a non-zero n̄ enters as a linear error due to driving-induced dephasing.

To accurately estimate n̄, we run a pulse sequence that mimics the entangling gate
experiment: A single pulse of 2 ns duration is prepared and scatters on a QD spin
initialized in either |⇑⟩ or |⇓⟩. Due to the QD spin-dependent reflectivity, the input
photon which is resonant with the QD transition |⇑⟩ → |↑⇓⇑⟩ is coherently reflected.
By time-gating on the reflected signal (Fig. 3.16a; green shaded region) and increasing
the input power, the QD prepared in |⇑⟩ becomes saturated (Fig. 3.16b). The averaged
intensity in the reflected signal is fitted assuming a two-level system between |⇑⟩ → |↑⇓⇑⟩

IR = bmax

∫ ∞

−∞

C
C+1

β(1 + 2γd
Γ

)Ω2
1

(Γ
2

+ γd)2 + δ2e + 2(1 + 2γd
Γ

)Ω2
1

N(0, σe)dδe, (3.11)

where Ω1 is the Rabi frequency driving the transition |⇑⟩ → |↑⇓⇑⟩, δe is the effective
resonance drift due to spectral diffusion. A setup loss factor b is introduced to associate
the Rabi frequency to the input power P where Ω1 =

√
bP 27. Here bmax and b are

free parameters, whereas σe and γd are estimated in Secs. 3.4.2 and 3.4.5. Eq. (3.11)
holds when Γ ≫ κg and Tp ≫ Γ−1 where κg is the effective spin-flip rate between
the hole ground states and Tp is the FWHM qubit duration measured from the pulse
intensity. The first condition implies that the QD decays faster than the spin can recycle,
thus |⇑⟩ → |↑⇓⇑⟩ is effectively a two-level system. This is generally true since κg is
typically on the order of 10−7 ns−1 at the plateau center voltage [124], which is lower
than Γ = 2.48 ns−1. The second condition ensures that the QD decays back to |⇑⟩ before
the next scattering event within the pulse. When the driving pulse is sufficiently long,
i.e., Tp = 2 ns > Γ−1 = 0.4 ns with increasing power, the QD saturates similarly as
when being driven continuously by a CW laser28. In addition, a finite cyclicity leads to a
resonant spin-flip into the dark state |⇓⟩ reflecting a photon of frequency ω2 ̸= ω1 which
is filtered out, thus only reducing the total intensity included in bmax and not affecting
the scaling of Eq. (3.11).

From fitting the data (Fig. 3.16b), we extract b = (3.00± 0.07) ns−2/nW. The satu-
ration parameter S at an input power P = 0.075 nW used for a single pulse is estimated
to be 0.05± 0.001 using

S =

∫ ∞

−∞

2(1 + 2γd
Γ

)bP

(Γ
2

+ γd)2 + δ2e
N(0, σe)dδe. (3.12)

27b is a proportionality constant that relates the measured input power (from a power meter) to
the output optical Rabi frequency, which includes optical losses, waveguide-coupling efficiency β, and
polarization mismatch between the laser and QD dipole via −d̂ · Ê. It states how fast the QD can be
driven given one unit of energy. β → 0 or exciting with an incorrect orthogonal polarization means the
QD cannot be driven despite having sufficient optical power thus η → 0.

28One could average Eqs. (3.11) and (3.12) with a Gaussian or sinc (Fourier transform of square pulse
in time) spectral field profiles, but the extracted n̄ will not change.
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a b

Figure 3.16: Saturation measurement to calibrate the mean photon flux. (a)
Time-resolved histogram of the measurement sequence. A 2 ns probe pulse gets reflected
from a QD prepared in |⇑⟩ via optical spin pumping followed by a π-rotation pulse. The
reflected signal is time-gated (green shaded region) and recorded for each input power.
Peaks at around 100 ns and 215 ns are laser scatter from the time-bin interferometer
and the optical breadboard, respectively. The spin readout at 300 ns maintains the same
duty cycle as the entangling gate experiment and does not affect the gated counts. (b)
Gated fluorescence in the reflection as a function of the input probe power. Blue (red)
circles are summed counts over a time window of 3 ns, when the QD spin is prepared in
|⇑⟩ (|⇓⟩). Fitted (black solid line) using Eq. (3.11). Around 0.075 nW is used for a single
pulse in the quantum gate experiment.

The mean photon number within one QD lifetime or mean photon flux in the guided mode
is defined as nF ≡ Snc with nc ≡ (1+2γd/Γ)

4β2 [36] to be the critical photon flux leading to

an excited state population of 1/4. As a sanity check, in the ideal limit where γd, δe → 0

and β → 1, nF =
2Ω2

1

Γ2
29 recovers the definition in Ref. [36]. Using β ≥ 0.865± 0.059, we

estimate the average number of photons in a single pulse30 n̄ = nFTpΓ ≤ 0.089±0.012≪
1. This will be helpful in estimating the entanglement infidelity from driving-induced
dephasing error (Sec. 4.3.7).

29There has been some confusion regarding the unit of nF . Here nF is a dimensionless quantity that
counts the average number of photons in the waveguide within one lifetime of the QD, as Ω1 and Γ both
have the same unit. It is thus misleading to describe it as “mean photon number per lifetime”.

30The average number of photons in the pulse is given by the average number of photons within one
QD lifetime nF , multiplied by the total number of lifetimes in the pulse TpΓ. This formula assumes a
square photon pulse (Fig. 3.8a).
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3.4.5 Photon Visibility

One more essential figure of merit specific to the QD systems is the phonon-induced pure
dephasing rate γd. In this section, we obtain a reliable estimate of γd by measuring the
interference visibility between reflected photons in the early and late time-bins. Specifi-
cally, by interfering two scattered pulses in an time-bin interferometer with a time delay
of τint = 11.8 ns, noise processes which occurred in < 11.8 ns can be probed. Effectively,
the interferometer acts as a high-pass frequency filter that removes the effect of slow
noise (i.e., spectral diffusion), similar to the Hahn-echo pulse sequence that filters out
slow nuclear noise, allowing fast dephasing processes (i.e., γd

31) to be directly observed.

Figure 3.17: Photon visibility measurement to extract γd. (a) The time-bin en-
coded qubit is reflected off of the QD initialized in |⇑⟩. Upon entering the interferom-
eter, the early time-bin is delayed which interferes with the late time-bin, constituting
a |±X⟩ = |e⟩ ± |l⟩ basis measurement. PBS, polarizing beam-splitter; BS, 50:50 beam-
splitter; QWP (HWP), quarter (half) wave-plate. (b) Visibility in the photonic |±X⟩
basis as a function of the mean photon number per pulse n̄. γd is extracted from the
y-intercept where n̄ = 0.

3.4.5.1 Measurement Setup

The experiment benefits from having a self-stabilizing time-bin interferometer (Sec. 3.3.2)
that prepares and reads out the photonic state, as it offers extra robustness against slow
setup instability.

A coherent state generated from a CW laser is first pulsed by an AOM-EOM setup
and fed into the excitation path of the interferometer (Sec. 3.3.1), creating a superpo-
sition of early and late time-bins separated in τint = 11.8 ns. Similar to the reflectivity
measurement (Sec. 3.4.4), the QD spin is initialized in |⇑⟩ and is resonant with the laser.
The time-bin qubit is then allowed to interact with the QD spin and resonantly scattered.
The reflected signal is then routed to the detection path wherein the early and late time-
bin interferes (Fig. 3.17a). The contrast in intensities between the two photodetectors
is then recorded as a function of the laser power. This highly resembles a measurement

31The timescale for elastic phonon scattering is in the order of 100 ps [75].
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of the classical visibility, or normalized first-order correlation function between the early
and late time-bins.

3.4.5.2 Visibility Model

We now present a simple model to describe the relationship between the measured photon
visibility and γd, followed by a discussion of the measurement result.

The initial state of the spin-photon system is expressed as |in⟩ = (|e⟩+ |l⟩)/
√

2⊗ |⇑⟩,
where there is an one-photon Fock state in each time-bin. Here we have neglected multi-
photon components from the input coherent state, but a complete modelling of the photon
visibility, including nonlinear contributions from two-photon scattering [120] is extensively
explored in Chapter 5.

Upon interaction with the QD hole spin with a Λ-system (Fig. 3.14), the output state
becomes a mixture between the Rayleigh-scattered photons (where the spin is preserved
in |⇑⟩) and Raman photons (with flipped spin state):

|out⟩ =
1√
2

[
r1(|e⟩r + |l⟩r) + t1(|e⟩t + |l⟩t)

]
⊗ |⇑⟩

+
1√
2

[
r2(|e′⟩r + |l′⟩r) + t2(|e′⟩t + |l′⟩t)

]
⊗ |⇓⟩, (3.13)

where the superscript prime (′) represents a scattered photon of frequency ω2 = ω1+∆h ̸=
ω1 and the subscript “r” (“t”) indicates a reflected (transmitted) photon. We then seek
the photonic density matrix by tracing out the spin degree of freedom, the transmitted
photons as well as the wrong frequency state ω2

32. For ease of computation the scattering
coefficients are replaced by Ci where i ∈ {e, l} refers to the time-bin, thus

|out⟩p⟨out|p =
Trs,t,ω2(|out⟩⟨out|)

Tr(|out⟩⟨out|)
= |Ce|2|e⟩r⟨e|r + |Cl|2|l⟩r⟨l|r + CeC

∗
l |e⟩r⟨l|r + ClC

∗
e |l⟩r⟨e|r. (3.14)

Now (3.14) is used to evaluate the intensity recorded in detector D2(D1) in the middle
time window where both time-bins interfere:

ID2/D1 =

∫
Tr

[
(âe ± eiθp âl)√

2

(
|out⟩p⟨out|p

)
(â†e ± e−iθp â†l )√

2

]
dt, (3.15)

where the output photon state is projected onto the superposition state âe(t)± eiθp âl(t)
which is equivalent to adding a phase shifter on the long path of the excitation interfer-
ometer and interfering both bins. Setting θp = 0 implies projecting the output state into
the p± = |±X⟩p⟨±X|p bases. The projected state is then traced out in both the early and
late time-bin bases. The photon visibility is the normalized contrast of the middle-bin
intensity when θp = 0:

Vp ≡
ID2 − ID1

ID2 + ID1

=

∫
Tr

(
âe(|out⟩p⟨out|p)â†l + âl(|out⟩p⟨out|p)â†e

)
dt

∫
Tr

(
âe(|out⟩p⟨out|p)â†e + âl(|out⟩p⟨out|p)â†l

)
dt

. (3.16)

32This is traced out due to frequency filtering in the detection.
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When the scattering events of the early and late bins are identical, i.e., with the same
scattering coefficient Ce = Cl = r1, using Eq. (3.14) the photon visibility can be shown
to be unity in the single-photon regime.

To account for the effect of phonon-induced pure dephasing, we write the resulting
spin-photon density matrix to be the sum of coherent and incoherent parts as described
by Eqs. (2.19) and (2.20), where ρωi

γd,j
is the normalized density matrix of an incoherent

photon at frequency ωi in the time-bin j with probability P ωi
γd

. The advantage of the
formalism in (2.19) is that its effect can be straightforwardly included in Eq. (3.14).
Accordingly, the new photonic density matrix becomes

|out′⟩p⟨out′|p ≈ |out⟩p⟨out|p +
1

2
P ω1
γd
ρω1
γd,e
|∅⟩l⟨∅|l +

1

2
P ω1
γd
ρω1
γd,l
|∅⟩e⟨∅|e. (3.17)

The last two terms represent dephasing occurred during the single-photon scattering of
either the early or late time-bin. The effect of pure dephasing on the multi-photon com-
ponent is not considered due to its polynomial dependence on the mean photon number
per pulse n̄, which is negligible as n̄≪ 1. Note that the incoherent photon does not con-

tribute to the interference since Tr
(
âeρ

ω1
γd,e
|∅⟩l⟨∅|lâ†l

)
= Tr

(
âeρ

ω1
γd,e

)
×Tr

(
|∅⟩l⟨∅|lâ†l

)
= 033.

This means only the total intensity is affected and Eq. (3.16) can be simplified as

Vp =

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω + P ω1

γd

, (3.18)

where r1(ω) is the reflection coefficient34 at frequency ω, and Φ1(ω) is the Gaussian pulse
spectral profile center at frequency ω1 (Eq. (2.6)). The pure dephasing probability35 is

P ω1
γd

=
Γr
1

Γ
Pγd =

Γr
1

Γ

∫ ∞

−∞

∣∣∣∣∣
−2
√

2γdΓr
1

Γ + 2i(ω − ω1)

∣∣∣∣∣

2

N(0, σo)dω

=
2γd
Γ

∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω. (3.19)

Here Γr
1 = Γ1/2 is the decay rate of the dominant optical transition into the reflected

mode.

As an additional remark, to include slow resonance drift ω → ω + δe due to spectral
wandering (Sec. 2.3.1.1), both the probability of reflecting a photon and P ω1

γd
need to be

averaged over a Gaussian distribution N(0, σe) . As anticipated, the photon visibility (to
the single-photon level) is resilient against detuning error σo

36 and slow noise σe
37. This

translates to

Vp =

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω + P ω1

γd

=
Γ

Γ + 2γd
, (3.20)

33This is apparent as Tr
(
|∅⟩l⟨∅|lâ

†
l

)
=
∑

i=e,l ⟨i|(|∅⟩l⟨∅|lâ
†
l )|i⟩ = 0.

34The expression for r1 is given by the integrand of Eq. (3.6).
35The rationale and assumptions behind this formula are described in more details in Sec. 2.3.1.3.
36This measurement is conditioned on detecting photons which are resonantly reflected.
37Essentially this is averaged out as a global phase shift on both the early and late time-bins, as the

spectral diffusion noise is sufficiently slow such that it is quasi-static during scattering.
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which is interestingly identical to the photon indistinguishability formula derived in
Ref. [75]. In the limit n̄ ≈ 0 where only single photons interact with the QD, the y-
intercept of the photon visibility curve in Fig. 3.17b is therefore given by Eq. (3.20). This
provides a direct approach to measure photon indistinguishability38 and allows one to
extract γd given Γ. A linear fit followed by extrapolation of the data gives a y-intercept
of Vp = 0.926 ± 0.003, corrected for unequal intensities between early and late bins39.
Substituting this into Eq. (3.20) implies γd ≈ (0.099 ± 0.004) ns−1. The corrected pho-
ton visibility Vp is intuitively understood as the mean wavepacket overlap between single
photons.

38It turns out that Vp and the Hong-Ou-Mandel visibility VHOM are intimately related, see Chapter 5.
39This is quantified by the ratio in intensities between early-short and late-long time windows averaged

over two detectors, which is around 3%. The asymmetry is due to extra optical loss in the long path.
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3.5 Hole Spin Control

The final ingredient to implement the entangling gate is high-fidelity and coherent state
control of the hole spin. Naturally this refers to demonstrating Rabi flops of an effective
two-level system (TLS) formed by the hole spin ground states, when driven by an oscillat-
ing field. For the current work, this oscillatory field is provided by a bi-chromatic laser as
a result of linear modulation from a microwave field (Sec. 3.3.1). In this section, we first
describe the working principle behind such optical spin control, followed by experimental
verification of Rabi flopping between the hole ground states. The ability to coherently
control the hole spin state then allows us to implement the previously discussed built-in
Hahn-echo sequence in the gate protocol (Sec. 3.2.2) and measure the Hahn-echo visibility
VSE. By construction, VSE provides an upper bound to spin-photon entanglement fidelity
measured in the X-basis, thus serving as a fast pre-calibration of the QD spin device, as
we shall explain later.

3.5.1 Principle of Optical Spin Control

Figure 3.18b depicts the level scheme of a hole spin under an external in-plane magnetic
field, under the driving of a bi-chromatic laser. As described in Sec. 3.3.1, to optically
drive the spin transitions, we employ a monochromatic laser (green) at a frequency ωo =
ω1−∆r detuned from the main transition |⇑⟩ ↔ |↑⇓⇑⟩. This laser is microwave-modulated
resulting in two sidebands at ωo ± ∆h/2, where the higher-frequency (lower-frequency)
band drives the |⇓⟩ (|⇑⟩) state. The combination of both colors drives both Λ-systems
(labelled as “1” and “2”) via two-photon Raman transitions without populating the
trions, thus creating an effective coupling between only the hole ground-state manifold.

For this two-photon Raman scheme [52, 125] to work, each frequency band must be
circularly-polarized, such that firstly, it drives both vertical Y-polarized and diagonal X-
polarized transitions with equal optical Rabi frequencies40 (Ωy = Ωx), and secondly, Ωx

is π/2 out of phase with Ωy, thus the optical fields constructively drive both Λ-systems.
Intuitively, this could be visualized as reversing the direction of the arrows for diagonal
transitions in Fig. 3.18b, where the Λ-system “1” (“2”) now transfers population from
|⇓⟩ to |⇑⟩ (|⇑⟩ to |⇓⟩), forming a cycling drive via a virtual state.

Mathematically, the spin dynamics under the optical drive is governed by the effective
spin TLS Hamiltonian [52] in the rotating frame of the drive:

Ĥs =
Ωr

2
(σ̂x cosϕs + σ̂y sinϕs)−

∆MW

2
σ̂z, (3.21)

where Ωr is the effective spin Rabi frequency of the TLS. ϕs is the azimuthal angle on
the Bloch sphere with hole spin states as the poles. ϕs = 0 (ϕs = π/2) sets the axis of
rotation along +x (+y)41. σ̂i are Pauli matrices. ∆MW is the detuning of the bi-chromatic
laser with the virtual state.

40For optical spin control in a photonic-crystal waveguide, the Raman-modulated laser might not be
used to excite through the waveguide, as the spatial position of the QD affects the coupling of its optical
dipoles to the waveguide modes. For a QD with high cyclicity, the laser needs to be elliptically-polarized
to fulfill Ωy = Ωx. Exciting on top circumvents this issue. However, the optical power required is higher
due to low-coupling 1− β to non-guided modes.

41Not to be confused with the external magnetic field B direction and the waveguide axis. Here the
rotation axis is defined only by the Bloch sphere, so in this picture B is oriented along z.
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Now, to study the time evolution of the hole spin state under Eq. (3.21), we proceed
to solve the Lindblad master equation (ℏ = 1):

ρ̇s = −i[Ĥs, ρs] +
n∑

i=1

D[Ĉi]ρs, (3.22)

for ρs is the spin density matrix spanning the hole spin ground states. The latter term
in Eq. (3.22) represents the static Lindblad dissipator D[Ĉi]ρ ≡ ĈiρĈ

†
i − 1

2
{Ĉ†

i Ĉi, ρ} for

a list of n collapse operators Ĉi. To model realistic noises in the experiment, we first
consider a Markovian noise that destroys spin coherence by flipping the spin state with a
rate κ. Specifically, we take Ĉ1 =

√
κσ̂+ and Ĉ2 =

√
κσ̂− where σ̂+ ≡ |⇓⟩⟨⇑| = σ̂†

− is the
atomic raising operator42. Eq. (3.22) can be solved analytically when there is no laser
detuning ∆MW = 0. Taking ϕs = 0, the population in |⇑⟩ as a function of the driving
time Tr is found to be [52, 125]

ρ|⇑⟩⟨⇑|(Tr) =
1

2

[
1− e− 3κTr

2 cos

(
Ω̃rTr

2

)
+

κ

Ω̃r

e−
3κTr

2 sin

(
Ω̃rTr

2

)]
, (3.23)

where Ω̃r ≡
√

4Ω2
r − κ2. Eq. (3.23) describes damped Rabi oscillations of the |⇓⟩ state

with frequency Ω̃r bounded by the decay envelopes 1
2
(1± e−3κTr/2). As a sanity check, it

is easy to show that in the limit of Ω̃r,∆MW = 0, the hole spin decoheres43 and becomes
a completely mixed state at large Tr.

Generally, for a finite detuning ∆MW ̸= 0, Eq. (3.22) can only be numerically evalu-
ated. To elaborate further, we now include the Overhauser field noise. For a frozen nuclear
bath [86] with a dominant noise from Overhauser field components parallel to the exter-

nal magnetic field ∆
∥
OH, this corresponds to introducing a fluctuating noise ∆MW = ∆

∥
OH

along z-axis of the spin Bloch sphere. This picture is consistent with the treatment in
Sec. 2.3.3.1 where a non-zero ∆

∥
OH leads to precession of the spin qubit on the equator of

Bloch sphere. The |⇓⟩ population under the Overhauser noise is then found by averaging

ρ|⇑⟩⟨⇑|(Tr,∆
∥
OH) with a Gaussian spin dephasing profile N(∆

∥
OH, σOH):

ρ̄|⇑⟩⟨⇑|(Tr) =

∫ ∞

−∞
d∆

∥
OH ρ|⇑⟩⟨⇑|(Tr,∆

∥
OH) N(∆

∥
OH, σOH). (3.24)

3.5.2 Measured Rabi flops

Figure 3.18 shows measured and fitted Rabi oscillations between the hole spin ground
states at different optical powers. To avoid populating the trion states, we set the carrier
frequency ωo of the Raman laser to be ∆r = 2π × 350 GHz detuned from the main
transition. The experiment begins by photocreating a hole spin with a 830 nm pulsed
laser then optically pumping the hole spin into |⇓⟩, followed by a pulse driven by the
Raman laser with a varying duration Tr. The state evolution of the hole spin under the
effect of Raman pulse is then probed by detecting fluorescence from |⇑⟩ with a readout
pulse. Note that a buffer pulse from the Raman laser is added at the end of the sequence,
such that the sequence duty cycle and the average optical power of the laser are kept
constant when sweeping Tr.

42Here κ is taken to be the average spin-flip rate between two collapse operators. Setting different
values of κ does not impact the fit results.

43Off-diagonal elements of ρs vanish.
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Figure 3.18: Rabi oscillations between the hole spin states. (a) Measured (dotted)
and fitted (black lines) Rabi curves at different Raman laser powers. Dashed curves
correspond to the κ-induced decay envelopes 1

2
ηr(1±e−3κTr/2). Grey curves are measured

when the sidebands are off-resonant by ∆MW = 2π×245 MHz. (b) Schematics of optical
spin control using a bi-chromatic laser, generated by splitting the Raman laser carrier
frequency ωo into two sidebands ωo ±∆h/2. Here ∆MW = 0 is taken for resonant drive.
(c) Power-dependence of the spin Rabi frequency, incoherent spin-flip rate κ and γr.

The fluorescence signal from the first 50 ns of the readout pulse can be fitted by the
formula [52]:

I(Tr) = I0 × ηr × ρ̄|⇑⟩⟨⇑|(Tr), (3.25)

where ηr ≈ (1−γrTr) is an empirical model describing the reduced readout efficiency with
a power-dependent rate γr [52]. Before fitting the data, the photon counts at Tr = 0 ns
are first subtracted to remove background fluorescence from the readout pulse. Each
dataset is numerically fitted with Eq. (3.25) using κ, γr, I0 and Ωr as free parameters,
and with the standard deviation in Overhauser field fluctuations σOH fixed. The fitted
peak intensity I0 can then be extracted to normalize the dataset. For the fit, we take
σOH =

√
2/T ∗

2 ≈ 2π × 9.7 MHz for a measured spin dephasing time of T ∗
2 ≈ 23.2 ns [52].
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Starting from Ωr ≈ 5 σOH, the spin noise dynamics is dominated by κ as the curves in
Figure 3.18a become tightly bounded by the decay envelopes 1

2
ηr(1± e−3κTr/2).

a

Ωr/2π = 80 MHz

b

c

d

Time Gate 1

Time Gate 2

Ωr/2π = 70 MHz Ωr/2π = 66 MHz

Ωr/2π = 74 MHz

Figure 3.19: Rabi oscillations when photon counts are gated at a later time. (a)
Pulse sequence of the Rabi flop measurement. The sequence consists of a Raman pulse
of duration Tr sandwiched between two readout pulses. The first readout pulse prepares
|⇓⟩ while the second probes the population in |⇑⟩. A buffer pulse is added at 510 ns
to maintain total pulse duration of 100 ns. (b) Fitted Rabi curves with data extracted
within Time Gate 2. The gradual drop in fluorescence due to finite γr vanishes. (c)-(d)
Power-dependence of the π-pulse fidelity, Ωr and κ with different time-gates. Pink dots
are fit results from the same data shown in Fig. 3.18.

Figure 3.18c shows the fitted spin Rabi frequency Ωr
44, the power-dependent spin-

flip rate κ and γr, which all increase linearly with Raman laser power, as observed in
Refs. [52, 125]. For modelling the photon-scattering gate infidelity due to imperfect spin
rotations, we need to quantify the fidelity of the spin π-rotation Fπ. For each normalized
Rabi curve in Fig. 3.18a, Fπ is estimated from its first peak at which the |⇑⟩ population
is maximized.

For the gate experiment, a Tr = 7 ns π-pulse (corresponding to Ωr ≈ 71 MHz) is used,
Fπ = (88.1 ± 3.8)%45 with κ = (0.0098 ± 0.0007) ns−1 and γr = (0.0081 ± 0.0002) ns−1.
Error bounds are obtained from the fit. The estimated rotation fidelity is consistent with
the one extracted previously on the same QD (Fπ = (88.5± 0.3)%) [52].

44As opposed to the optical Rabi frequency which scales with
√
P , here it is linearly proportional to

the Raman laser power since this is a two-photon process.
45In Sec. 4.3.5 we compare this measured fidelity with an analytical expression of the π-fidelity derived

for a given κ and γr.
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Intriguingly, the apparent drop in fluorescence at large Tr due to high Raman laser
power disappears when the photon counts are gated at a later time. Figure 3.19a displays
the time-resolved histogram of the pulse sequence with different time-gating schemes. The
data in Fig. 3.18 is gated on the first 50 ns of the readout pulse (as indicated in pink),
whereas a different set of Rabi oscillations is obtained by gating in the next 35 ns (in
purple).

As observed in Fig. 3.19b, the reduced fluorescence at large Tr is not visible, the data
is thus fitted with Eq. (3.25) taking ηr = 1. This could indicate the presence of a fast
(< 50 ns) power-dependent process which uncouples the hole spin from the QD with a rate
γr

46. Time-gating photon counts at a subsequent time effectively acts as a temporal filter
that post-selects events in which the hole spin is recovered, i.e., by re-tunneling under
the constant X+ bias voltage. A two-color time-resolved X0 resonance fluorescence [126]
or pulsed bias voltage measurements [127] could be useful in probing the time dynamics
of γr and tunneling processes of the hole spin when subject to the Raman laser.

3.5.3 Hahn-echo Visibility

Analogous to the photon visibility measurement in Sec. 3.4.5 which probes the coherence
of the photonic qubit, in this section we examine the coherence of the hole spin qubit by
measuring the Hahn-echo visibility.

Figure 3.20: Hahn-echo visibility measurement. (a) Hahn-echo sequence used to
probe spin coherence. The π-pulse is equally distant from the two π/2 pulses by τ =
τecho/2 to eliminate inhomogeneous spin dephasing. The phase of the last π/2 pulse ϕr

maps the equatorial state |⇑⟩+ eiϕr |⇓⟩ to the optically bright state |⇑⟩ (ϕr = π) or dark
state |⇓⟩ (ϕr = 0). (b) Contrast between the spin |⇓⟩ and |⇑⟩ populations as a function
of ϕr, measured at τ = 13 ns.

Specifically, we perform a spin-echo sequence [87] consisting of two R̂y(π/2) pulses

separated by a R̂y(π) pulse (Fig. 3.20a), which are implemented via the two-photon

Raman scheme discussed in the previous section. After the first R̂y(π/2) pulse, due
to fluctuating Overhauser nuclear fields [128] the spin state begins to fan out over the
Bloch sphere equator (denoted by blue arrows) decaying with a spin dephasing time
T ∗
2 = 23.2 ns [18]. Applying a R̂y(π) pulse after time τ inverts the direction of spin

46This could be related to the photo-ionization rate of the hole spin due to intra-band excitation with
a red-detuned laser, see Ref. [126] and Appendix C.
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precession, thus refocusing the spin state at t = 2τ . The spin coherence is then probed
by applying a second R̂y(π/2) pulse, and scanning its phase ϕr

47 followed by spin readout,
which projects the resulting spin state onto either the optically bright or dark state. The
resulting interferometric fringe is depicted in Fig. 3.20b with an extracted visibility of
Vs = (57.5± 0.4)% at τ = 13 ns, which is primarily limited by photo-induced incoherent
spin processes [18]. Vs indicates how well the spin coherence is preserved, and benchmarks
the quality of spin-photon correlations on the equatorial basis. It is crucial to note that
the delay between π and π/2 pulses τ is particularly chosen at 13 ns where the Hahn-echo
visibility is maximized due to echo revival48 [129].

As an additional comment, despite using the same QD at the same delay τ as in
Ref. [18]49, the Hahn-echo visibility Vs measured in this work is 12% higher. This is
accomplished by removing the above-bandgap50 (ABB) laser that was originally used in
Ref. [18] to photo-create the hole spin (Sec. 1.2.2), followed by fine optical alignment
on the readout laser paths. We suspect that the strong above-bandgap laser introduces
an effective spin-flip rate to the hole spin by reinitializating it during each experimental
repetition, thus neutralizing the effect from polarizing nuclear spins51. In simple words,
the ABB laser effectively flushes out the nuclear spin states and lowers the echo rephasing
amplitude.

47ϕr is defined as the phase of the last R̂y(π/2) pulse relative to the previous two pulses.
48This is explained in more details in Sec. 6.4.3.
49For reference, please refer to Fig. 6.11 of Ref. [52] for echo visibility measurements on the same QD.
50This is a fiber-pigtailed diode laser fixed at 830 nm.
51This is like a weak nuclear spin narrowing effect thanks to the readout and rotational pulses.
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3.6 Parameter Summary

Before discussing the entanglement experiment, it is helpful to first summarize all relevant
parameters that characterize the current QD-waveguide device in a table:

Parameter Value

QD qubit Hole spin X+

Emission wavelength 945 nm

External magnetic field Bx 2 T

Total decay rate of the QD Γ (2.48± 0.02) ns−1 [18]

Ground-state Zeeman splitting ∆h 2π × 7.3 GHz [18]

Optical cyclicity C = γY /γX 14.7± 0.2 [20]

Waveguide-coupling efficiency β (0.865± 0.059) (Sec. 3.4.2)

Standard deviation in spectral diffu-
sion fluctuation σe

2π × (332± 15) MHz (Sec. 3.4.2)

Standard deviation in pulse spectral
width σo

0.589 ns−1 (Sec. 3.3.2)

Pure dephasing rate γd (0.099± 0.004) ns−1 (Sec. 3.4.5)

Spin-echo visibility Vs (57.5± 0.4)% (Sec. 3.5.3)

Spin π-rotation fidelity Fπ (88.1± 3.8)% (Sec. 3.5)

Spin dephasing time T ∗
2 (23.2± 1.4) ns [18]

Spin coherence time T echo
2 (448± 37) ns [52]

Table 3.3: Key properties characterizing the QD hole spin and the waveguide device.

The estimated values for these quantities will be repeatedly used throughout Chap-
ters 4 and 5.
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3.7 Entanglement Measurement

After characterizing the optical properties and coherences of both qubits, we are in a
position to demonstrate the entangling gate. The hole spin is first loaded in the QD
by a 50 ns buffer pulse from the Raman laser, which is also a part of the spin rotation
sequence to maintain constant optical power (Sec. 3.5.2). The above-bandgap laser is
removed to reach a higher spin-echo visibility (Sec. 3.5.3). The spin is then prepared
in a superposition state |+X⟩s = (|⇑⟩ + |⇓⟩)/

√
2 by applying a 3.5 ns R̂y(π/2) pulse

(Fig. 3.21a).
The time-bin qubit is attenuated to n̄ ≈ 0.09 before interacting with the QD (Sec. 3.4.4).

Thanks to the high cyclicity C = 14.7 (Sec. 3.4.3) of the optical transition |⇑⟩ ↔ |↑⇓⇑⟩,
the QD behaves as a dichroic mirror which reflects only the resonant component of the
qubit during each scattering event (Sec. 1.5). The reflected signal is collected and mea-
sured by the interferometer. Heralding on the reflected photonic component carves out
the output state [Eq. (3.7)] resulting in the spin-photon Bell state |ϕ−⟩r.

To determine the fidelity of the entangled state, we perform correlation measurements
between the photonic modes and spin states. This involves projecting the entangled state
on the σ̂

(p)
i ⊗σ̂(s)

i bases, where i ∈ {x, y, z} denotes the Pauli operator, and the superscripts
s (p) represent the spin and photonic qubits.

As shown in Fig. 3.21a, the detection of an early (late) photon traversing through the

short (long) path of the interferometer constitutes the σ̂
(p)
z -basis measurement (green).

The spin readout in the σ̂
(s)
z -basis is performed by applying another rotation pulse R̂i =

R̂y(0) (R̂y(π)) followed by optical driving of the main transition. Similarly, projection

on the σ̂
(p)
x ⊗ σ̂

(s)
x (σ̂

(p)
y ⊗ σ̂

(s)
y ) bases is performed by detecting photons in the middle

time window (blue) at θp ≈ 2π ≡ θ0 (θp = θ0 + π/2) where the early and late time-bins

between the short and long paths [18] interfere, followed by R̂i = R̂y(±π/2) (R̂x(±π/2))
before the spin readout.

For each experimental setting52, we condition on the detection of a reflected photon
and the spin readout. Concerning the thermal drift on the optical alignment in Sec. 3.3.3,
we run the experiment when the SNR of the scattered signal goes above 100. The
measurement time for each setting is 100 s. The entanglement fidelity is measured using
[18]

FBell =
⟨P̂z⟩

2
+
⟨M̂y⟩ − ⟨M̂x⟩

4
, (3.26)

where ⟨M̂i⟩ = ⟨σ̂(p)
i ⊗ σ̂(s)

i ⟩ is the normalized contrast, and ⟨P̂z⟩ ≡ (1 + ⟨M̂z⟩)/2. For
measuring ⟨M̂x/y⟩, R̂i = R̂y/x(π/2) is required for spin projection onto the equatorial

state. Since the protocol now resembles a spin-echo sequence, the central R̂y(π) pulse
has an added benefit of spin-refocusing, whereas for Z-basis projections, spin echo is not
necessary as ⟨P̂z⟩ is impervious to spin dephasing. As such, |⟨M̂x/y⟩| is dictated by the

spin-echo visibility Vs, while ⟨P̂z⟩ largely reflects fidelity of the R̂y(π) pulse Fπ.

52To fully characterize the entanglement fidelity, the generated state needs to be projected in three
measurement bases. Since we can only read out |⇑⟩, in total there are 6 experimental settings [52].
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Figure 3.21: Generation and verification of Bell states. (a) Experimental sequence
consisting of the preparation of spin and photonic qubits, the gate protocol and the
readout. The spin state is initialized and read out by optically driving the |⇑⟩ ↔ |↑⇓⇑⟩
transition (pale red), and R̂i controls the spin projection basis. The photonic qubit
is prepared and measured by the same interferometer in either the Z-basis (green) or
equatorial basis (blue) time window. (b) Raw two-photon coincidences measured during
the photonic (p) readout window and spin (s) projections. (c) Measured two-photon
coincidences after correcting for laser background from rotation pulses (Sec. 3.7.0.1)).
(d) Visibility fringes of background-corrected two-photon coincidences as a function of
the qubit phase θp when the spin state is projected on |−X⟩s = (|⇑⟩ − |⇓⟩)/

√
2. Circles

(squares/triangles) correspond to projection on the photonic X-basis (±Z-basis). Solid
curves are fits using Vs cos(θp + θoffset), and dashed lines are horizontal line fits.
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Figures 3.21b-d show the raw (background corrected) coincidence counts in various
readout bases. We record





⟨P̂z⟩ = (90.7± 2.2)%;

⟨M̂x⟩ = (−58.8± 4.5)%;

⟨M̂y⟩ = (57.3± 6.6)%,

(3.27)

where residual background counts from laser rotation pulses were subtracted (Sec. 3.7.0.1).
The recorded values of |⟨M̂x/y⟩| and ⟨P̂z⟩ are consistent with measured Vs and Fπ,
respectively (Sec. 3.6). Using Eq. (3.26), we obtain a corrected Bell-state fidelity of
FBell = (74.3± 2.3)% (raw fidelity of (66± 2)%), which far exceeds the classical limit of
50%, clearly demonstrating the presence of entanglement in the generated quantum state.
To understand various imperfections that reduce fidelity of the Bell state, in Chapter 4
we conducted a thorough theoretical analysis of each experimentally known error, and
compared the predicted theoretical fidelity with the measured value.
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3.7.0.1 Background Subtraction

Resonant

Off-resonant

Rotational bg

Delayed

R̂y(
π
2 ) R̂y(π) R̂y(

π
2 )

Figure 3.22: Entanglement pulse sequence overlaid with rotational background
fluorescence. Fluorescence from the 350 GHz off-detuned rotational pulses near 200 ns
can be seen in the time-resolved histogram recorded by the detectors. The inset shows a
magnified view of the gate sequence, where the background fluorescence from the rota-
tional laser partially overlaps in time with the photon detection.

Background photons in this work include leakage from the photonic qubit and read-
out lasers, detector dark counts, accidental coincidence counts, and fluorescence from the
rotational laser. Prior to running the experiment, both optical paths for the photonic
qubit and spin readout are optimized such that the signal-to-noise ratio is > 100. The
photon detection uses superconducting nanowire single-photon detectors (SNSPDs) with
a dark count rate of 10 Hz. False coincidence counts account for < 3% of all detected
coincidences. A majority of the background subtraction is done by removing the fluo-
rescence during the rotational pulses which overlaps in time with the photon detection
window, see inset of Fig. 3.22. The fluorescence may be due to photo-ionization by the
red-detuned Raman laser [126] followed by subsequent reinjection of a hole, which leads
to photon emission through the unfiltered cycling transition. This hypothesis could be
supported by the fact that a 40 ns buffer pulse at 540 ns is used partly to inject a hole
in the current device, and the spin Rabi oscillations with delayed time-gating discussed
in Sec. 3.5.2. The fluorescence from these pulses thus enters the detection path of the
TBI and half of which is then delayed in time, partially overlapping with the time-bin
detection windows.
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3.8 Gate Performance Metrics

In this section we investigate the metrics that characterize the performance of an entan-
gling gate. A functional quantum gate should operate at high speed, with a high gate
fidelity, be tolerant to noise, and have a low insertion loss. We estimate these metrics for
our system to compare with the state-of-the-art scattering gates implemented on other
platforms in Table 3.4.

System Fidelity Tgate ηgate R∗ Ref.

Raw Corrected

SiV-PCC 0.7 0.89-0.94 30 µs 0.493 11.9 Hz [130, 64]

QD-
PCW

0.66 0.74 0.29 µs 0.179 4.75 Hz Present
work

Rb-
cavity

0.86† - 146 µs 0.39 34.5 Hz [131]

Table 3.4: Comparison of various gate performance metrics. Tgate: Gate duration. ηgate:
Gate efficiency. R: Entanglement rate. PCC: Photonic crystal cavity. PCW: Photonic
crystal waveguide. *See Table. 3.6 for estimation details. †Not specified if raw or cor-
rected.

From Table 3.4, several conclusions can be drawn. First, the raw (corrected) entangle-
ment fidelity 66% (74%) in QD-PCW is comparable to those achieved in SiV-PCC [132].
It is noted that the 89% fidelity reported in Ref. [130] should be regarded as an in-
ferred maximum fidelity after correcting for imperfect single-shot readout. In contrast
our reported 74% fidelity only corrects for subtraction of background fluorescence due
to time delay of rotational pulses in the long path of the interferometer (Sec. 3.7.0.1),
which can be readily mitigated using shorter pulses and better pulse shaping, or longer
interferometric delays.

Second, the gate duration of the QD-PCW is two-orders of magnitude shorter than
that of SiV-PCC. This is primarily due to the long duration (30 µs) required to distinguish
between the two SiV spin states during single-shot readout [64]. Similarly the gate
duration is even longer in Rb-cavity system. Table 3.5 shows a breakdown of the gate
duration, which is defined as the total duration of several pulses required to run the
entangling gate sequence. This includes the spin initialization pulse, two optical pulses
with a delay that made up the photonic qubit, and the spin rotation π/2- and π-pulses.
For both systems, the emitter’s lifetime is short compared to the duration of each photonic
pulse, and therefore not included in the gate duration. A faster gate speed without
compensating for entanglement fidelity therefore enables quantum communication at a
higher clock rate.

For both schemes, the gate is heralded on detecting a reflected photon, and is therefore
ideally successful 50% of the time in each run since at most half of the input photon gets
reflected when the spin is initialized in a superposition state. This means that the success
probability of the gate Ps depends on the spin-dependent reflectivity of the emitter, which
can be expressed by Eq. (4.9):

Ps =
1

2

[ ∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω +

∫ ∞

−∞
|Φ1(ω)|2|̊r1(ω)|2dω + P ω1

γd

]
. (3.28)
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System Init. 2Tp TBI
delay

π/2-
pulse

π-pulse Ref.

SiV-
PCC

30 µs 20 ns 142 ns 16 ns 32 ns [64]

SiV-
PCC

13 µs 10 ns 30 ns 6 ns 12 ns [130]

QD-
PCW

0.2 µs 4 ns 11.8 ns 3.5 ns 7 ns Present
work

Rb-
cavity

140 µs 0.6 µs* - 1.7 µs 3.4 µs [131]

Table 3.5: Breakdown of the total gate duration in each step. Tp: duration of a photonic
pulse. *The Rb-cavity scheme uses polarization-encoding for the photonic qubit.

We find that for each incoming photon, it is reflected with a probability of 33.9% from the
|⇑⟩ state and with a probability of 0.05% from |⇓⟩. The gate efficiency is therefore (17.1±
0.3)%. The reflectivity is inferred from the two-color transmission experiment (Sec. 3.4.2),
which depends on the device cooperativity and noise properties.

Another conclusion drawn from Table 3.4 is that the entanglement rates of the QD-
PCW and SiV-PCC systems are of similar order of magnitude despite the difference in
gate efficiency. In our work, heralded spin readout is used instead since the single-shot
fidelity could only reach 52% due to limited collection efficiency ηc ≈ 0.3% and cyclicity
C = 14.7 [18]. The collection efficiency can readily be improved in next-generation
devices. The low coupling rate is compensated by fast repetition rate of the system. As
opposed to the 200 ms long calibration step, which includes active locking of the TBI
and preselection procedures used to lock the SiV resonance, our experiment is able to be
executed in 606 ns. The self-stabilizing TBI in this work does not require active locking
and offers week-long stability with > 99% interferometric visibility.

System Pphoton (%) Pspin (%) τseq R
SiV-PCC 2⟨n⟩mη =

0.17
Fssrη = 42.3 60 µs 11.9 Hz

QD-PCW 0.027 1.1 0.606 µs 4.75 Hz

Rb-cavity ⟨n⟩mη = 3.45 100 0.001 s 34.5 Hz

Table 3.6: Entanglement rate estimation. Pphoton (Pspin): probability of detecting a
reflected photon during readout of the photonic (spin) qubit in a single run. τseq: sequence
duration including spin initialization, gate sequence and state readout. R: Entanglement
rate. ⟨n⟩m: average number of photon per pulse incident on the cavity. η: total heralding
efficiency. Fssr: fidelity of single-shot readout. For QD-PCW, Pphoton (Pspin) is obtained by
summing all photon clicks during the photonic (spin) detection windows, then divided by
the 100 s integration time and repetition rate. For Rb-cavity, η ≡ Rηdet = 0.69× 0.56 =
0.38 and ⟨n⟩m = 0.09.

In Table 3.6 we estimate the entanglement rates of both systems using R ≡ Pphoton×
Pspin × Rrep where the experimental repetition rate is given by Rrep = 1/τseq. Pphoton

(Pspin) is the probability of detecting a reflected photon in one iteration of the experiment
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during the photon (spin) readout window. For a fair comparison, we define τseq to be the
time it takes to initialize, perform the gate and read out the final state, rather than the
total sequence time that includes calibration steps. To validate our rate estimation of
4.75 Hz, we predict an entanglement rate of 4.75 Hz×4/(2n̄) ≈ 106±15 Hz for Bell-state
generation using optical excitations, where 2n̄ = 2× (0.089± 0.012) is the total number
of photons scattered off the QD and the factor of 4 originates from the 50% reduction
in waveguide collection efficiency due to the cross-polarized scheme (Sec. 3.3.3). This is
in excellent agreement with 124 Hz extracted rate in Ref. [18]. A 25-fold improvement
in the entanglement rate is possible as near-90% single-shot readout fidelity on a sub-
nanosecond timescale with collection efficiency ηc = 76% can be achieved [133]. To reach
an even higher entanglement rate, it is necessary to improve the device reflectivity by
reducing the spectral diffusion noise and increasing the QD-waveguide coupling efficiency
β.
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3.9 Conclusion

In this chapter, we have experimentally realized spin-photon entanglement between a
guided photonic qubit and a stationary QD spin. This is made possible by the successful
integration of waveguide-enabled optical cyclicity, optical spin control and coherent pho-
ton scattering. The demonstrated high entanglement fidelity (74%) is competitive with
previous solid-state implementations [132, 134], while the speed is improved. Indeed, the
protocol operates on a sub-microsecond timescale (0.6 µs) which is at least 2 orders of
magnitude faster than realized in SiV and atomic systems [116, 64, 131] as a consequence
of the faster spin preparation time.

The versatility of the QD-waveguide platform is reflected by the fact that the same
QD can also be operated as a source of multi-photon time-bin encoded entanglement gen-
eration [18]. Such versatile spin-photon interfaces constitute building blocks of one-way
quantum repeaters [22] where spin-photon controlled-phase gates are necessary. Further-
more, the time-bin approach for scattering protocols can be extended to realize a range of
new integrated quantum photonics devices and functionalities, e.g., a deterministic Bell
state analyzer (BSA) or a photonic quantum non-demolition detector [23, 24] that both
rely on faithful quantum state transfer from a flying photon to an emitter. As an example,
in Chapter 7 we present an experimentally accessible scheme to realize a deterministic
BSA for two entangled photons, based on the current QD-waveguide platform.





Chapter 4

Theory of Spin-photon
Entanglement with
Photon-scattering

In Chapter 3, we experimentally demonstrated spin-photon entanglement between a fly-
ing photon and a quantum-dot (QD) hole spin embedded in a waveguide, and measured
fidelity of the entangled state. To gain an in-depth understanding of how various ex-
perimental imperfections impact the fidelity, this chapter extends the theoretical tools
developed in Chapter 2 to break down each infidelity contribution, and to provide a
reliable theory that accurately explains the measured value. Agreement between the
measured and estimated fidelities would not only warrant validity of the proposed theory,
but also shed light on the eminent error mechanisms existing in the current experimental
platform, serving as an important guide for future improvements.

The chapter opens by discussing state evolution of the spin-photon system under the
photon-scattering scheme in the ideal case, and introducing some theoretical basics for
constructing the analytical expression of the entanglement fidelity. What immediately
follows is a series of analysis performed on each known experimental imperfection, similar
to the approach taken in Chapter 2, which is to evaluate the infidelity contribution for
each imperfection based on realistic parameters measured in Chapter 3. In the end
these individual infidelities are combined to provide a theoretical estimate, which is then
compared with the fidelity measured in Sec. 3.7.
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4.1 State Evolution under the Photon-scattering

Entanglement Protocol

As described previously in Sec. 3.2.2, we consider the propagation of a time-bin photonic
qubit α|e⟩ + β|l⟩ into a two-sided waveguide where α, β ∈ C, and the QD hole spin is
initialized in the ground state |⇓⟩. The entanglement protocol is composed of scattering
events of both time bins (Ŝe followed by Ŝl), sandwiched between the R̂y(π/2) and R̂y(π)
rotation pulses (Fig. 3.5). Here the scattering process in each time-bin follows the input-
output relations [63]:

|ω ⇑⟩︸ ︷︷ ︸
resonant

→ r1|ω ⇑⟩r + t1|ω ⇑⟩t + r2|ω2 ⇓⟩r + t2|ω2 ⇓⟩t;

|ω ⇓⟩︸ ︷︷ ︸
off-resonant

→ r̊1|ω ⇓⟩r︸ ︷︷ ︸
reflection,

left-propagating

+ t̊1|ω ⇓⟩t︸ ︷︷ ︸
transmission,

right-propagating

+ r̊2|ω −∆h ⇑⟩r︸ ︷︷ ︸
reflection,

left, spin-flip

+ t̊2|ω −∆h ⇑⟩t︸ ︷︷ ︸
transmission,
right, spin-flip

,

(4.1)

where the photon in each time-bin centers around the resonant frequency ω1 of the main
optical transition (|⇑⟩ ↔ |↑⇓⇑⟩) with a Gaussian spectral profile, and r1 (t1) is the
reflection (transmission) operator associated with |⇑⟩ → |↑⇓⇑⟩ that has a decay rate
Γ1. r2 (t2) corresponds to the diagonal transition |⇓⟩ → |↑⇓⇑⟩ with decay rate Γ2.
ω2 = ω+ ∆h is the frequency of the Raman photon emitted from the diagonal transition
where ∆h is the ground-state splitting. The symbol (◦) denotes off-resonant scattering
when the spin is in |⇓⟩. Below we use the superscript prime (′) to represent a scattered
photon of frequency ω2 ̸= ω. By substituting Eq. (4.1), the state of the spin-photon
system evolves as

(
α|e⟩+ β|l⟩

)
⊗ |⇓⟩

R̂y(
π
2
)−−→
(
α|e⟩+ β|l⟩

)
⊗ 1√

2

(
|⇑⟩+ |⇓⟩

)

Ŝe−−→ 1√
2

[
α

(
re1|e ⇑⟩r + te1|e ⇑⟩t + re2|e′ ⇓⟩r + te2|e′ ⇓⟩t

)

+ α

(
r̊e1|e ⇓⟩r + t̊e1|e ⇓⟩t + r̊e2|e′ ⇑⟩r + t̊e2|e′ ⇑⟩t

)
+ β|l ⇑⟩+ β|l ⇓⟩

]

R̂y(π)−−→ 1√
2

[
α

(
− re1|e ⇓⟩r − te1|e ⇓⟩t + re2|e′ ⇑⟩r + te2|e′ ⇑⟩t

)

+ α

(
r̊e1|e ⇑⟩r + t̊e1|e ⇑⟩t − r̊e2|e′ ⇓⟩r − t̊e2|e′ ⇓⟩t

)
− β|l ⇓⟩+ β|l ⇑⟩

]

Ŝl−−→ 1√
2

[
α

(
− re1|e ⇓⟩r − te1|e ⇓⟩t + re2|e′ ⇑⟩r + te2|e′ ⇑⟩t

)

+ α

(
r̊e1|e ⇑⟩r + t̊e1|e ⇑⟩t − r̊e2|e′ ⇓⟩r − t̊e2|e′ ⇓⟩t

)

+ β

(
rl1|l ⇑⟩r + tl1|l ⇑⟩t + rl2|l′ ⇓⟩r + tl2|l′ ⇓⟩t

)

− β
(
r̊l1|l ⇓⟩r + t̊l1|l ⇓⟩t + r̊l2|l′ ⇑⟩r + t̊l2|l′ ⇑⟩t

)]
= |ψout⟩. (4.2)
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Now, considering the ideal scenario where the early and late pulses are identical,
monochromatic and resonant at ω1, and the QD optical cyclicity is infinite with no
dephasing and loss, each scattering operator can be simplified (from Eq. (4.4)) into

1. r1 → −1 (resonant photons are coherently reflected with a π-phase shift);

2. t̊1 → 1, r̊1 → 0 (off-resonant photons are being transmitted instead of reflected);

3. t1 → 0 (complete destructive interference in transmission);

4. r2, r̊2, t2, t̊2 → 0 (there are no Raman photons in both reflection and transmission
due to infinite cyclicity).

Henceforth the ideal output state of the entanglement protocol becomes |ψout⟩ = [α|e ⇓⟩−
β|l ⇑⟩]r + [α|e ⇑⟩ − β|l ⇓⟩]t. Heralding on either the reflected or transmitted photon
carves [135] the system into orthogonal spin-photon Bell states. Tuning the phase θp of
the photonic qubit where β/α = eiθp and |α|2 + |β|2 = 1 allows all 4 maximally entangled
states to be generated.

|↑⇓⇑⟩ ≡ |e⟩

|⇓⟩

Γ2

∆h = ω2 − ω1

Γ1

|⇑⟩

ΓtiΓriâin,t
γi

Figure 4.1: Energy levels for a QD embedded in a two-sided waveguide under
an in-plane magnetic field. Γ1 (Γ2) is the radiative decay rate into the waveguide
from the transition |e⟩ ≡ |↑⇓⇑⟩ → |⇑⟩ (|e⟩ → |⇓⟩). Γi = Γt

i + Γr
i for i ∈ {1, 2} includes

both decay rates into the transmitted (‘t”) and reflected (‘r”) waveguide modes. The QD
is indicated in red. γi is the radiative rate into the lossy modes (Not to be confused with
the radiative decay rates γY ≡ Γ1 and γX ≡ Γ2 in Fig. 3.5).
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4.2 Photon Scattering Formalism and Fidelity

Expression

With a decent understanding of the working principle of the entanglement protocol, we
are ready to formulate the gate fidelity. To do so, we shall first find the general expressions
of each scattering operator starting from the system Hamiltonian.

4.2.1 Scattering Coefficients in Two-sided Waveguides

Similar to Sec. 2.2.1, The scattering matrix of a weak coherent state on the Λ-level emit-
ter in a two-sided waveguide has been studied in Ref. [77]. The scattering coefficients in
Eq. (4.1) can be inferred from the following input-output relation (Eq. (4.3)), where the
output field bosonic operator of the waveguide is expressed in terms of the incident field
and dynamical response of the emitter from the non-Hermitian Hamiltonian Ĥnh [77].
For two-sided waveguides, we label the field operator in the reflection port by the sub-
script “r”, and the transmitted port by “t” (Fig. 4.1). Suppose a photon â†in,t enters the
waveguide from the left, the output field operators on the transmitted (t) and reflected
(r) ports are

|ω ⇑⟩ :





âout,t =

[
1− 2Γt

1

Γ + 2iδ1
σ̂11 −

2
√

Γt
1Γ

t
2

Γ + 2iδ1
σ̂12

]
âin,t

âout,r =

[
− 2

√
Γt
1Γ

r
1

Γ + 2iδ1
σ̂11 −

2
√

Γt
1Γ

r
2

Γ + 2iδ1
σ̂12

]
âin,t

|ω ⇓⟩ :





âout,t =

[
1− 2Γt

1

Γ + 2i(δ1 + ∆h)
σ̂11 −

2
√

Γt
1Γ

t
2

Γ + 2i(δ1 + ∆h)
σ̂12

]
âin,t

âout,r =

[
− 2

√
Γt
1Γ

r
1

Γ + 2i(δ1 + ∆h)
σ̂11 −

2
√

Γt
1Γ

r
2

Γ + 2i(δ1 + ∆h)
σ̂12

]
âin,t,

(4.3)

where δ1 = ω1 − ω is the laser detuning from the transition |⇑⟩ → |e⟩ ≡ |↑⇓⇑⟩ for an
emitter initialized in |⇑⟩. The total decay rate Γ = Γ1 + Γ2 + γ1 + γ2 where Γi (γi) is
the radiative decay rate into (out of) the waveguide. Γi = Γt

i + Γr
i includes both decay

rates into the transmitted (‘t”) and reflected (‘r”) waveguide modes. ∆h is the ground-
state splitting. The output field operators have different detunings in their denominators
because of different initial spin states of the QD: If the spin is initially |⇑⟩, the resonant
frequency is ω1; If it is |⇓⟩ then the resonant frequency required to drive the diagonal
spin transition is ω2 = ω1 + ∆h. σ̂ij = |j⟩⟨i| is the atomic operator denoting a spin-flip
in the atomic state when i ̸= j.

When evaluating the probability of a spin-photon state, i.e., |e ⇓⟩r, the corresponding
scattering coefficient re1(ω) is first convoluted with a Gaussian lineshape Φ1(ω) and inte-
grated with respect to ω (Sec. 2.2.2). The resonant scattering coefficients in the frequency
domain are read directly from Eq. (4.3):

t1(ω) = 1− 2Γt
1

Γ + 2iδ1
, t2(ω) = −2

√
Γt
1Γ

t
2

Γ + 2iδ1
,

r1(ω) = −2
√

Γt
1Γ

r
1

Γ + 2iδ1
, r2(ω) = −2

√
Γt
1Γ

r
2

Γ + 2iδ1
, (4.4)

where the off-resonant scattering coefficients are found similarly by replacing δ1 → δ1+∆h.
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4.2.2 Projection Operators for Time-bin Photons

The scattering coefficients obtained above are expressed in the (angular) frequency do-
main, whereas the actual fidelity measurement is done by reading out the photonic state
in three different detection time windows. It is therefore necessary to define the measure-
ment operators in different time-bins, and relate them to the photon creation operator in
the frequency domain.

We first define the detection of a time-bin photon by projection operators on different
photonic readout bases:

|e⟩⟨e| =
∫ ∞

−∞
â†e(t)âe(t)dt, |l⟩⟨l| =

∫ ∞

−∞
â†e(t+ τ)âe(t+ τ)dt,

|e⟩⟨l| =
∫ ∞

−∞
â†e(t)âe(t+ τ)dt = (|l⟩⟨e|)†, (4.5)

where the bosonic creation operator â†e(t) represents the emission of a photon at time t
in the early time-bin, and τ is the interferometric delay. The projections |e⟩⟨e| (|l⟩⟨l|)
correspond to detecting photons in the side peak windows (green) (Fig. 3.21a), whereas
|e⟩⟨l| refers to projection onto the middle detection window (blue central peak) where the
early and late photons interfere. Since we only resolve the time-bin, the creation operator
can be expressed in either the time or frequency domain. Applying the Fourier transform
a(t) = 1√

2π

∫∞
−∞ a(ω)eiωtdω, one can show

∫ ∞

−∞
â†e(t)ae(t)dt =

∫ ∞

−∞
â†e(ω)ae(ω)dω. (4.6)

This implies we can apply the same perturbation theory in the frequency domain to
evaluate the fidelity as in Chapter 2.

4.2.3 Formula for Operational Fidelity

Now that the time-bin projection operators are defined, we can express the entanglement
fidelity in terms of the scattering coefficients in Eq. (4.4).

The measure of the quality of generated quantum states is traditionally quantifed by
the fidelity, which in our case evaluates the overlap between the output and ideal Bell
states:

F theory
r =

⟨ψideal|ρout|ψideal⟩
Tr(|ψout⟩⟨ψout|)

. (4.7)

Here the output reduced density matrix is given by ρout = Trt,ω(|ψout⟩⟨ψout|) which is a
partial trace of the output density matrix |ψout⟩⟨ψout| over the transmitted modes and
frequency states ω ̸= ω1, as these photons are not detected in the reflection. The total
output density matrix ρout is therefore obtained by effectively tracing out the unwanted
modes. Here we assume the use of perfect filters prior to detection which removes photons
of frequencies other than ω1. The bandwidth of each etalon filter used in the experiment is
∼ 3 GHz with over 95% transmission. This means the filter bandwidth is much narrower
than the ground-state splitting ∆h/2π = 7.3 GHz but wider than the QD transform-
limited linewidth Γ/2π = 394 MHz (Sec. 3.6) justifying the assumption.

The fidelity in Eq. (4.7) is normalized by the success probability or gate efficiency
Ps = Tr(|ψout⟩⟨ψout|) ≡

∑
i ⟨i|r(|ψout⟩⟨ψout|)|i⟩r since the gate is heralded by the detection
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of a photon in the reflection. In such case any event contributing to the loss of the
scattered photon (e.g., finite cyclicity, nonzero coupling to leaky modes of the waveguide,
and the transmission of a photon, which is effectively treated as loss) does not reduce the
gate fidelity.

The normalized output reduced density matrix is computed from Eq. (4.2) to be

ρout
P

=
1

2P

(
|α|2|re1|2|e ⇓⟩⟨e ⇓| − αβ∗re1r

l∗
1 |e ⇓⟩⟨l ⇑|

− α∗βre∗1 r
l
1|l ⇑⟩⟨e ⇓|+ |β|2

∣∣rl1
∣∣2|l ⇑⟩⟨l ⇑|+ |α|2 |̊re1|2|e ⇑⟩⟨e ⇑|+ ...

)
,

where each scattering probability here (i.e., |re1|2) can be expressed as an integral in the
frequency domain (Sec. 4.2.2). For instance we write out two of the matrix elements in
ρout using Eq. (4.6):

1

2
|α|2|re1|2|e ⇓⟩⟨e ⇓| =

1

2
|α|2

∫ ∞

−∞

∫ ∞

−∞
dωdω′r1(ω)r∗1(ω′)Φ1(ω)Φ1(ω

′)

× â†e(ω)|∅ ⇓⟩⟨∅ ⇓|âe(ω′);

1

2
αβ∗re1r

l∗
1 |e ⇓⟩⟨l ⇑| =

1

2
αβ∗

∫ ∞

−∞

∫ ∞

−∞
dωdω′r1(ω)r∗1(ω′)Φ1(ω)Φ1(ω

′)

× â†e(ω)|∅ ⇓⟩⟨∅ ⇑|âl(ω′),

where |∅⟩ is the vacuum state. For simplicity we now say that the early and late scattering
events are identical for any given input frequency thus re1 = rl1 = r1. The reasoning behind
this is discussed in Sec. 4.3.4. Therefore, for an ideal Bell state in the reflected mode:
|ψideal⟩ = α|e ⇓⟩ − β|l ⇑⟩, the overlap of the first density matrix elements with the ideal
state becomes

⟨ψideal|
[

1

2
|α|2|re1|2|e ⇓⟩⟨e ⇓|

]
|ψideal⟩

=
|α|4

2

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dωdω′dω′′

× ⟨∅ ⇓|âe(ω′′)

[
r1(ω)r∗1(ω′)Φ1(ω)Φ1(ω

′)â†e(ω)|∅ ⇓⟩⟨∅ ⇓|âe(ω′)

]
â†e(ω

′′)|∅ ⇓⟩

=
|α|4

2

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dωdω′dω′′r1(ω)r∗1(ω′)Φ1(ω)Φ1(ω

′)δ(ω − ω′′)δ(ω′ − ω′′)

=
|α|4

2

∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω.

Repeating for the remaining matrix elements, the conditional fidelity is found to be

F theory
r =

1

2P

∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω, (4.8)

where the success probability Ps is the trace of the output density matrix over the four
basis states |i⟩ = {|e ⇑⟩r, |e ⇓⟩r, |l ⇑⟩r, |l ⇓⟩r} in the Hilbert space of the spin-photon
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system. It is given by

Ps = Tr(|ψout⟩⟨ψout|)
=
∑

i

⟨i|r(|ψout⟩⟨ψout|)|i⟩r

=
1

2

[ ∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω +

∫ ∞

−∞
|Φ1(ω)|2|̊r1(ω)|2dω

]
. (4.9)

Combining Eqs. (4.8) and (4.9) results in the formula for the gate fidelity conditioned on
reflected photons

F theory
r =

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω +

∫∞
−∞ |Φ1(ω)|2|̊r1(ω)|2dω

. (4.10)

4.3 Fidelity under Realistic Noises

The two integrals in Eq. (4.10) are in fact probabilities of scattering a photon of fre-
quency ω1 from the spin state |⇑⟩ (resonant) and from |⇓⟩ (off-resonant), respectively.
Substituting Eq. (4.4) further simplifies the integrals, resulting in the perturbative forms:

∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω =

1√
2πσ2

o

∫ ∞

−∞
e
− (ω−ω1)

2

2σ2
o

∣∣∣∣∣−
2
√

Γt
1Γ

r
1

Γ + 2iδ1

∣∣∣∣∣

2

dω

≈ 1− 4σ2
o

Γ2
− Γ2 − Γ2

1

Γ2
;

∫ ∞

−∞
|Φ1(ω)|2|̊r1(ω)|2dω ≈ Γ2

1

Γ2 + 4∆2
h

, (4.11)

where we assume that the scattered photon is equally coupled to the reflected and trans-
mitted modes, i.e., Γr

i = Γt
i = Γi/2. σo is the standard deviation of the spectral width

(in angular frequency) of the incident Gaussian pulse. In evaluating Eq. (4.11) perturba-
tively we assume the frequency detuning δ1 to be small compared to the QD total decay
rate Γ and the ground-state splitting ∆h for efficient light-matter interaction. With both
Eqs. (4.10) and (4.11), we are prepared to evaluate the fidelity under different realistic
noises.

4.3.1 Spectral Mode Mismatch

By heralding on the detection of a reflected photon of frequency ω1 within the time-
bin window, the entanglement fidelity becomes immune to the spectral error due to the
nonzero bandwidth σo of the incident pulse to lowest order in perturbation theory. To
understand this, we consider only finite bandwidth σo ̸= 0 and take other imperfections
to be negligible, where Γ1 → Γ and ∆h →∞. Using Eqs. (4.10) and (4.11), the resultant
fidelity is then

F theory
r ≈ 1. (4.12)
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Simply put, photons which are not resonant with the QD transition will be transmitted
instead of reflected. Since the gate is conditioned on the reflection of either an early or
a late photon, the transmission of the photon only reduces the success probability. The
gate will thus have unity fidelity as long as the dynamics of the early and late scattering
events are identical. The same argument can be made for the broadening of the QD
optical transition due to slow spectral wandering. Due to the ms-long spectral diffusion
time [136], the QD resonance drift is effectively constant over its lifetime (0.4 ns) and
also the interferometric delay (11.8 ns), the QD reflectivity is thus identical for both early
and late scattering events, with the entanglement fidelity remains unharmed.

If the entangling gate is heralded on the presence of transmitted photon; however, the
fidelity becomes susceptible to the spectral mismatch error. Following the treatment in
Sec. 2.3.1.1, the fidelity heralded on transmission of a photon is

F theory
t ≈ 1− 4σ2

o

Γ2
− 4σ2

e

Γ2
, (4.13)

as the spectral infidelity arises from incomplete destructive interference between the in-
cident field and the resonantly scattered photon (t1 ̸= 0). Any spectral effects reducing
this interference would stain the quality of the entangled state. It is important to note
that there is still a small probability of detecting undesired Raman photons of frequency
ω2 = ω1 + ∆h in the reflection due to the finite optical cyclicity. These photons result
from the imperfect QD two-level system and are filtered out.

4.3.2 Finite Cyclicity and Coupling Loss

On the reflection, photons could either originate from (i) resonant reflection on the spin-
preserving transition (indicated by r1), (ii) resonant Raman spin-flip process to |⇓⟩ (r2),
or (iii) off-resonant reflection from |⇓⟩ (̊r1). A high cyclicity reduces the probability of
resonant spin-flip process but strengthens off-resonant reflection; however, the undesired
events (ii) and (iii) can be reduced by having a larger ground-state splitting ∆h ≫ Γ.
In addition, coupling to lossy modes of the waveguide would imply that the reflected
photons are lost without being detected; as a result these events do not affect the fidelity.
To understand this, we evaluate the reflection fidelity

F theory
r ≈ 1− Γ2

4∆2
h

(
C

C + 1
β

)2

. (4.14)

From here we observe that the fidelity is indeed insensitive to coupling loss and optical
cyclicity, and is primarily reduced due to the finite probability ∼ Γ2/∆2

h of detecting
Rayleigh-scattered photons from |⇓⟩. Note that when deriving Eq. (4.14) we define the
optical cyclicity C ≡ Γ1/Γ2 [20], the total decay rate Γ = Γ1 + Γ2 + γ1 + γ2 where γ1
(γ2) is the radiative rate from the transition |e⟩ → |⇑⟩ (|e⟩ → |⇓⟩) which couples to lossy
modes. The waveguide-coupling efficiency β ≡ (Γ1 + Γ2)/Γ. From these conditions we
obtain Γ1 = C

C+1
βΓ which is then substituted into Eq. (4.11).
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4.3.3 Phonon-induced Pure Dephasing

The interaction of the QD with a phononic environment results in the broadening of
the zero-phonon line and a broad phonon sideband [82, 83, 76, 75]. The latter can be
filtered out while the former contributes to the reflection of incoherent photons which
scramble the phase coherence of the spin-photon Bell state. The incoherent photons are
only slightly broadened and thus cannot easily be removed by filters.

We follow the approach in Sec. 2.3.1.3 and model this incoherent process as Markovian
decoherence given by a dephasing rate γd with the Lindblad operator

√
2γdσ̂ee where

|e⟩ ≡ |↑⇓⇑⟩ is the atomic excited state. The output density matrix is a sum of coherent
and incoherent photon density matrices:

ρ′ = ρ+ P ω1
γd
ρω1
γd
⊗ |⇑⟩⟨⇑|, (4.15)

where ρ is the density matrix without a dephasing quantum jump. The normalized photon
density matrix ρω1

γd
represents an incoherently scattered photon centered at frequency ω1

into the waveguide, with dephasing probability given by Eq. (3.19):

P ω1
γd

=
Γr
1

Γ
Pγd =

Γr
1

Γ

∫ ∞

−∞

e
− (ω−ω1)

2

2σ2
o√

2πσ2
o

∣∣∣∣∣
−2
√

2γdΓr
1

Γ + 2i(ω − ω1)

∣∣∣∣∣

2

dω

=
2γd
Γ

∫ ∞

−∞
|Φ1(ω)|2|r1(ω)|2dω, (4.16)

where Γr
1 = Γ1/2 is the decay rate in the reflected mode. Initially there are also incoherent

photons of frequency ω2 due to finite optical cyclicity but these are subsequently filtered
out together with phonon sidebands.

To evaluate the effect of pure dephasing in the gate protocol, it is instructive to
consider the propagation of the error as there are two separate scattering events which will
both lead to incoherent decay. Since Eq. (4.15) depends on whether there is a quantum
jump to the excited state, we can safely assume that pure dephasing occurs primarily
when the incident photon is resonant with the QD state, since the excited state is unlikely
to be populated via off-resonant scattering. As such, there are two additional incoherent
density matrices (resulted from each time-bin) in the normalized output reduced density
matrix:

ρ′out =
Psρout + 1

2
|α|2P ω1

γd
ρω1,e
γd
⊗ R̂y(π)|⇑⟩⟨⇑|R̂†

y(π) + 1
2
|β|2P ω1

γd
ρω1,l
γd
⊗ |⇑⟩⟨⇑|

Ps + Tr
(

1
2
|α|2P ω1

γd ρ
ω1,e
γd ⊗ R̂y(π)|⇑⟩⟨⇑|R̂†

y(π)
)

+ Tr
(

1
2
|β|2P ω1

γd ρ
ω1,l
γd ⊗ |⇑⟩⟨⇑|

) .

(4.17)

Together with Eq. (4.16) for an equatorial qubit |α| = |β| = 1/
√

2, the entanglement
fidelity under pure dephasing is

F theory
r = ⟨ψideal|ρ′out|ψideal⟩

=

∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω + (|α|4 + |β|4)P ω1

γd∫∞
−∞ |Φ1(ω)|2|r1(ω)|2dω +

∫∞
−∞ |Φ1(ω)|2|̊r1(ω)|2dω + P ω1

γd

≈ 1− γd
Γ
. (4.18)
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4.3.4 Spin Dephasing

In this section, we investigate how the decoherence of the spin states affects the entan-
glement fidelity. Specifically we consider the dephasing of the QD spin ground states,
due to the presence of an external Overhauser field effectively formed by a neighboring
nuclear ensemble. This effect causes a superposition spin qubit to precess on the equato-
rial plane at a random frequency δg slower than the QD decay rate, which is modelled by

applying a time evolution operator T̂ (∆t) = exp
(
−iδgŜz∆t

)
on the superposition spin

state, where Ŝz = σ̂z/2 (Sec. 2.3.3.1). In the course of the entangling gate, a π-pulse is
applied between two scattering events to ensure the precession of the spin is reversed and
thus the spin is eventually refocused. In theory, the superposition qubit starts to precess
at t0 and the π-rotation pulse is applied at tπ. The spin is then refocused and read out
at tr where tr − tπ = tπ − t0 = ∆t must be satisfied for the perfect echo condition. In
the experiment, a rotation pulse R̂i = R̂y,ϕs(π/2) is applied at tr to project the spin state
onto one of its poles thus preventing further precession.

To understand how spin echo works for the gate, we introduce the spin-echo operator
Ûecho ≡ T̂ (tr − tπ)R̂y(π)T̂ (tπ − t0) which transforms the spin states into




Ûecho|⇑⟩ = − exp

(
−iδg(2tπ−tr−t0)

2

)
|⇓⟩ ≡ λ⇓|⇓⟩;

Ûecho|⇓⟩ = exp
(

iδg(2tπ−tr−t0)

2

)
|⇑⟩ ≡ λ⇑|⇑⟩.

(4.19)

Using Eq. (4.19), the output state in Eq. (4.2) is rewritten as

|ψout⟩ = −αλ⇓re1|e ⇓⟩r + αλ⇑r̊
e
1|e ⇑⟩r + βλ⇑r

l
1|l ⇑⟩r − βλ⇓r̊l1|l ⇓⟩r + .... (4.20)

Eq. (4.20) implies that the phase coherence between |e ⇓⟩r and |l ⇑⟩r depends on (i) the
accumulated phase from spin precession, and (ii) the phase acquired from the early and
late single-photon scattering events which is determined by the exact time of scattering
occurred within the optical pulse. Condition (ii) is made equal by interfering the time-bins
with a matching time delay τint = 11.8 ns on the detection path. Since the time-bin qubit
is created and measured using the same interferometer setup, by having an equal time
delay τe = τd = τ for the excitation and detection paths, the interferometer temporally
picks out events in which the exact time of scattering is in the same position of the pulse,
i.e., re1(t

′) = rl1(t
′) for some time t′ ∈ Φ1(t) within the optical pulse. Therefore, the fidelity

of the spin-photon Bell state is in principle impervious to spin dephasing.
Now, to study how condition (i) affects the entanglement fidelity, we assume per-

fect single-photon scattering and consider only the output state conditioned on reflected
photons, thus Eq. (4.20) is simplified as

|ψout⟩ = αλ⇓|e ⇓⟩r − βλ⇑|l ⇑⟩r. (4.21)

For measuring the output state in the Z-basis, we compute the expectation value of the
Z-basis projection operator P̂z ≡ |e ⇓⟩r⟨e ⇓|r + |l ⇑⟩r⟨l ⇑|r [18, 137]

⟨P̂z⟩ ≡ ⟨ψout|P̂z|ψout⟩ = |αλ⇓|2 + |βλ⇑|2 = 1, (4.22)

which is insensitive to spin dephasing, regardless of whether the echo condition is fulfilled.
However, when measuring in the X- (Y-basis), the corresponding expectation value of M̂x
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(M̂y) averaged over N(δg, σOH) is

⟨M̂x⟩ =

∫ ∞

−∞
⟨ψx

out|M̂x|ψx
out⟩N(δg, σOH)dδg = −

∫ ∞

−∞
cos

δg∆τ

2
N(δg, σOH)dδg = −e−(∆τ/T ∗

2 )
2

;

⟨M̂y⟩ =

∫ ∞

−∞
⟨ψy

out|M̂y|ψy
out⟩N(δg, σOH)dδg = e−(∆τ/T ∗

2 )
2

, (4.23)

with the output state (Eq. (4.21)) rewritten in the X- (Y-basis)

|ψx
out⟩ =

1

2

[
(λ⇓ − λ⇑)|X+

p X
+
s ⟩ − (λ⇑ + λ⇓)|X+

p X
−
s ⟩+ (λ⇑ + λ⇓)|X−

p X
+
s ⟩+ (λ⇑ − λ⇓)|X−

p X
−
s ⟩
]
;

|ψy
out⟩ =

1

2

[
− i(λ⇑ + λ⇓)|Y +

p Y
+
s ⟩+ i(λ⇑ − λ⇓)|Y +

p Y
−
s ⟩+ (λ⇓ − λ⇑)|Y −

p Y
+
s ⟩+ (λ⇓ + λ⇑)|Y −

p Y
−
s ⟩
]
,

(4.24)

and the respective projection operators

M̂x = |X+
p X

+
s ⟩⟨X+

p X
+
s |+ |X−

p X
−
s ⟩⟨X−

p X
−
s | − |X+

p X
−
s ⟩⟨X+

p X
−
s | − |X−

p X
+
s ⟩⟨X−

p X
+
s |;

M̂y = |Y +
p Y

+
s ⟩⟨Y +

p Y
+
s |+ |Y −

p Y
−
s ⟩⟨Y −

p Y
−
s | − |Y +

p Y
−
s ⟩⟨Y +

p Y
−
s | − |Y −

p Y
+
s ⟩⟨Y −

p Y
+
s |.

(4.25)

Eq. (4.23) shows a Gaussian decay with spin dephasing time T ∗
2 =
√

2/σOH when the echo
condition ∆τ ≡ 2tπ − tr − t0 ̸= 0 is not met. For that reason, to measure spin-photon
correlations in the equatorial bases, a second R̂y(π/2) pulse is applied at tr = 2tπ − t0 to
rotate the spin state to either of its two poles to prevent subsequent precession. From here,
we note that for Z-basis fidelity measurements, the second R̂y(π/2) pulse is not necessary

as ⟨P̂z⟩ is tolerant to spin dephasing error. In such a case, the central π-rotation pulse
does not play a refocusing role but is still required for inverting the spin between two
scattering events. Additionally, due to having identical rotational pulse sequence, the
spin-echo visibility Vs measured in Fig. 3.20b in principle establishes an upper bound for
|⟨M̂x⟩| and |⟨M̂y⟩|, while ⟨P̂z⟩ is primarily limited by fidelity of the R̂y(π) pulse.

Note that Eq. (4.24) is derived from Eq. (4.21) taking β = αeiθ0 = α for |ψx
out⟩

(β = αei(θ0+π/2) = iα for |ψy
out⟩)1, where |e⟩ ≡ |X+

p ⟩ + |X−
p ⟩ = |Y +

p ⟩ + |Y −
p ⟩ and |l⟩ ≡

|X+
p ⟩− |X−

p ⟩ = |Y +
p ⟩− |Y −

p ⟩. Taking ∆τ = 0, the ideal case of Eq. (4.24) has ⟨M̂x⟩ = −1

and ⟨M̂y⟩ = 1 which is consistent with the experimental spin-photon correlations in
Figs. 3.21c-d.

1See Sec. 3.7 for projective measurement settings.
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4.3.5 Incoherent Spin-flip Error and Finite T ∗2
The next error concerns spin decoherence induced by the red-detuned spin rotation laser
and due to finite spin coherence time T ∗

2 . The former has been observed in Refs. [125, 18]
which results in power-dependent spin-flips, thereby destroying the coherence of the spin
qubit during spin rotations. Despite its exact origin not being fully resolved, its effect on
the spin coherence and the fidelity can be approximated by modelling the spin-flip error
by a depolarizing channel Esdepol, with the probability p of undergoing a random spin-flip
dependent on the incoherent spin-flip rate κ and the duration of the respective rotation
pulse Tr. The action of the depolarizing channel on a density matrix ρ is represented by
Edepol(ρ) = (1−p)ρ+pI/2, where I is the identity matrix2. As an example, after applying

a R̂y(π/2) pulse on a spin state initialized in |⇓⟩, the spin density matrix transforms
according to

Esdepol
(
R̂i

y(π/2)ρ⇓R̂
i†
y (π/2)

)

= Esdepol
(
Fπ

2
R̂y(π/2)ρ⇓R̂

†
y(π/2) + (1−Fπ

2
)ρ−

)

= (1− pπ/2)
(
Fπ

2
R̂y(π/2)ρ⇓R̂

†
y(π/2) + (1−Fπ

2
)ρ−

)
+
pπ/2

2
I

=

[
1
2

(1− pπ/2)(Fπ
2
− 1

2
)

(1− pπ/2)(Fπ
2
− 1

2
) 1

2

]
≡ Eπ/2, (4.26)

where ρ⇓ is the initial spin density matrix and ρ− ≡ |−⟩s⟨−|s. Eπ/2 is the output
density matrix. In addition to the incoherent spin flip with a probability pπ/2 we here

include known imperfections of the rotation pulse R̂i
y(π/2), which has a fidelity of Fπ

2
to

coherently rotate the spin to the superposition state |+⟩s and a probability of 1−Fπ
2

to
project onto |−⟩s. The fidelity of coherent π/2-spin rotation is determined by limitations
of the two-photon Raman scheme, which is dominated by finite spin coherence time T ∗

2

and the power-dependent rate γr (Sec. 3.5):

Fπ
2
≈ (1− γrTπ/2)×Fπ

2
(T ∗

2 ), (4.27)

where the π/2-rotation fidelity under the Overhauser field noise σOH =
√

2/T ∗
2 is expressed

by

Fπ
2
(T ∗

2 ) ≡
∣∣∣⟨⇓|Û †

rot,idealÛrot|⇓⟩
∣∣∣
2

=

∫ ∞

−∞

∆2
OH + Ωr(Ωr +

√
Ω2

r + ∆2
OH)

2(Ω2
r + ∆2

OH)
N(0, σOH)d∆OH

≈ 1− 2

π2

(
Tπ/2
T ∗
2

)2

, (4.28)

2In theory, the spin state should be described by the Boltzmann distribution instead of being a
completely mixed state. For example, the hole spin has a thermal state 0.52|⇓⟩⟨⇓| + 0.48|⇑⟩⟨⇑| at
T = 4.2 K, ∆h/2π = 7.3 GHz and Bx = 2 T. However, this depends on the ground-state splitting of the
spin qubit and temperature of the cryogenic setup, for simplicity we thus treat both occupations to be
equal.
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for a π/2-pulse duration of Tπ/2. Eq. (4.28) is derived following Ref. [52] where θ ≡
Tπ/2

2

√
Ω2

r + ∆2
OH = π

4
, and Ωr is the spin Rabi frequency with ΩrTπ/2 = π

2
. Fπ can also

be similarly derived. The probability of introducing a depolarizing error pπ/2 during a

R̂y(π/2) rotation is estimated by integrating the exponential distribution over the pulse
duration for a given incoherent spin-flip rate κ:

pπ/2 =

∫ Tπ/2

0

κe−κtdt = 1− e−κTπ/2 . (4.29)

The exponential distribution describes the probability of a random spin-flip occurring in
a certain time period, where the spin-flip event is assumed not to depend on how much
time has passed in the protocol (i.e., it is memory-less). Similarly, for a R̂y(π) pulse
applied on an arbitrary spin state ρs,

Esdepol
(
R̂i

y(π)ρsR̂
i†
y (π)

)

= (1− pπ)

(
FπR̂y(π)ρsR̂

†
y(π) + (1−Fπ)ρs

)
+
pπ
2
I

=

[
(1− pπ)[Fπρ4 + (1−Fπ)ρ1] + pπ

2
(1− pπ)[−Fπρ3 + (1−Fπ)ρ2]

(1− pπ)[−Fπρ2 + (1−Fπ)ρ3] (1− pπ)[Fπρ1 + (1−Fπ)ρ4] + pπ
2

]

≡ Eπ, (4.30)

where the initial spin density matrix is

ρs ≡
[
ρ1 ρ2

ρ3 ρ4

]
, (4.31)

and pπ is the probability of introducing the depolarizing error during a R̂y(π) rotation
found similarly as in Eq. (4.29). To check the validity of this formalism, using Eq. (4.30)
and ρ1 = ρ2 = ρ3 = 0, ρ4 = 1, the total π-rotation pulse fidelity which includes the
contribution from both coherent and incoherent spin-flip processes can be estimated to
be

Fπ,total = (1− pπ)Fπ +
pπ
2

= (1− pπ)(1− γrTπ)Fπ(T ∗
2 ) +

pπ
2

≈ 1− 1

2
(κ+ 2γr)Tπ −

2

π2

(
Tπ
T ∗
2

)2

. (4.32)

Using experimental values for the incoherent spin-flip rate κ = 0.0098 ns−1 and γr =
0.0081 ns−1 extracted in Sec. 3.5 with spin dephasing time T ∗

2 = 23.2 ns [52], we estimate
Fπ,total ≈ 89.6% for Ωr = 2π × 69.4 MHz = π/Tr, which is indeed consistent with the
measured value of (88.1 ± 3.8)%. Now we again consider the evolution of the spin-
photon system during the entangling gate to study propagation of the spin-flip error.
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The protocol begins by preparing a time-bin photonic qubit ρp and a spin state in ρs:

ρp ⊗ ρs =

[
|α|2 α∗β

αβ∗ |β|2

]
⊗
[

0 0

0 1

]

R̂y(π/2)−−−−→ (I ⊗ Esdepol)(ρp ⊗ ρs)

=

[
|α|2Eπ/2 α∗βEπ/2

αβ∗Eπ/2 |β|2Eπ/2

]
≡




|α|2
[
E1

π/2 E2
π/2

E3
π/2 E4

π/2

]
α∗β

[
E1

π/2 E2
π/2

E3
π/2 E4

π/2

]

αβ∗

[
E1

π/2 E2
π/2

E3
π/2 E4

π/2

]
|β|2

[
E1

π/2 E2
π/2

E3
π/2 E4

π/2

]




Ŝe−→




|α|2
[
|re1|2E1

π/2 re∗1 r̊
e
1E

2
π/2

re1r̊
e∗
1 E

3
π/2 |̊re1|2E4

π/2

]
α∗β

[
re∗1 E

1
π/2 re∗1 E

2
π/2

r̊e∗1 E
3
π/2 r̊e∗1 E

4
π/2

]

αβ∗

[
re1E

1
π/2 r̊e1E

2
π/2

re1E
3
π/2 r̊e1E

4
π/2

]
|β|2

[
E1

π/2 E2
π/2

E3
π/2 E4

π/2

]




≡




|α|2
[
ρ11 ρ21
ρ31 ρ41

]
α∗β

[
ρ12 ρ22
ρ32 ρ42

]

αβ∗

[
ρ13 ρ23
ρ33 ρ43

]
|β|2

[
ρ14 ρ24
ρ34 ρ44

]




R̂y(π)−−−→




|α|2
[
E1

π(ρ41, ρ
1
1) E2

π(ρ31, ρ
2
1)

E3
π(ρ21, ρ

3
1) E4

π(ρ11, ρ
4
1)

]
α∗β

[
E1

π(ρ42, ρ
1
2) E2

π(ρ32, ρ
2
2)

E3
π(ρ22, ρ

3
2) E4

π(ρ12, ρ
4
2)

]

αβ∗

[
E1

π(ρ43, ρ
1
3) E2

π(ρ33, ρ
2
3)

E3
π(ρ23, ρ

3
3) E4

π(ρ13, ρ
4
3)

]
|β|2

[
E1

π(ρ44, ρ
1
4) E2

π(ρ34, ρ
2
4)

E3
π(ρ24, ρ

3
4) E4

π(ρ14, ρ
4
4)

]




Ŝl−→




|α|2
[
E1

π(ρ41, ρ
1
1) E2

π(ρ31, ρ
2
1)

E3
π(ρ21, ρ

3
1) E4

π(ρ11, ρ
4
1)

]
α∗β

[
rl1E

1
π(ρ42, ρ

1
2) r̊l1E

2
π(ρ32, ρ

2
2)

rl1E
3
π(ρ22, ρ

3
2) r̊l1E

4
π(ρ12, ρ

4
2)

]

αβ∗

[
rl∗1 E

1
π(ρ43, ρ

1
3) rl∗1 E

2
π(ρ33, ρ

2
3)

r̊l∗1 E
3
π(ρ23, ρ

3
3) r̊l∗1 E

4
π(ρ13, ρ

4
3)

]
|β|2



∣∣rl1
∣∣2E1

π(ρ44, ρ
1
4) r̊l1r

l∗
1 E

2
π(ρ34, ρ

2
4)

r̊l∗1 r
l
1E

3
π(ρ24, ρ

3
4)

∣∣̊rl1
∣∣2E4

π(ρ14, ρ
4
4)







≡ ρout. (4.33)

Here the basis states spanning ρp⊗ ρs are {|e ⇑⟩r, |e ⇓⟩r, |l ⇑⟩r, |l ⇓⟩r} which govern only
the Hilbert space formed by the reflected photon and spin, as events in which photons
are transmitted do not contribute to the fidelity. Note that when applying the R̂y(π)
pulse, we apply Eq. (4.30) to each of the four 2× 2 blocks (which consists of spin density
matrix elements ρij). For instance, the inner product |e ⇓⟩r⟨e ⇑|r has a matrix element
E2

π(ρ31, ρ
2
1), which corresponds to the (1, 2)-th entry of the matrix Eπ with ρ3 → ρ31 and

ρ2 → ρ21. Only the boxed terms at the end of Eq. (4.33) contribute to the fidelity. As an
example we now evaluate the matrix element of the inner product |e ⇑⟩r⟨e ⇑|r:

|α|2E1
π(ρ41, ρ

1
1) = |α|2

[
(1− pπ)[Fπρ

4
1 + (1−Fπ)ρ11] +

pπ
2

]

= |α|2
[

(1− pπ)

2
[Fπ |̊re1|2 + (1−Fπ)|re1|2] +

pπ
2

]
. (4.34)
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For an ideal state of |ψideal⟩ = (α|e ⇓⟩r−β|l ⇑⟩r) where |α| = |β| = 1/
√

2, with ρout given
by Eq. (4.33), the entanglement fidelity is found to be

F theory
r ≡ ⟨ψideal|ρout|ψideal⟩

Tr(|ψout⟩⟨ψout|)

=
|α|4E4

π(ρ11, ρ
4
1) + |β|4

∣∣rl1
∣∣2E1

π(ρ44, ρ
1
4)− |α∗β|2rl1E3

π(ρ22, ρ
3
2)− |αβ∗|2rl∗1 E2

π(ρ33, ρ
2
3)

|α|2E4
π(ρ11, ρ

4
1) + |β|2

∣∣rl1
∣∣2E1

π(ρ44, ρ
1
4) + |α|2E1

π(ρ41, ρ
1
1) + |β|2

∣∣̊rl1
∣∣2E4

π(ρ14, ρ
4
4)

r1=−1
r̊1=0≈ 1− 5π

4

(
κ+ γr

Ωr

)
− 3

2

1

Ω2
rT

∗
2
2 , (4.35)

for κ≪ Ωr where ΩrTπ = π for a π-pulse. The final expression is found by perturbative
expansion for each error to the first order. Using the relevant parameters: Tπ = 7 ns,
Tπ/2 = 3.5 ns, κ = 0.0098 ns−1, γr = 0.0081 ns−1 and T ∗

2 = 23.2 ns, we find F theory
κ =

84.6% from the analytical form in Eq. (4.35) taking r1 = −1 and r̊1 = 0.

4.3.6 Spin Readout Error

The non-ideal spin readout by optical pumping is also considered as one of the prevailing
sources of imperfections as it directly influences the spin readout basis. Due to finite
optical cyclicity, optically pumping of the main transition can unfavourably result in the
opposite outcome by flipping the spin state:

ρout
Spin readout−−−−−−−→ FRρout + (1−FR)σ̂x(π)ρoutσ̂

†
x(π). (4.36)

where the readout fidelity is estimated to be FR = 96.6% [52]. Using Eqs. (4.33) and
(4.36), the resulting entanglement fidelity under both rotation error and imperfect spin
readout is F theory

κ,R = (81.8± 0.6)%. From here it is apparent that the dominant infidelity
results from incoherent spin flips and finite γr (15.4%).

4.3.7 Driving-induced Dephasing

Another source of error emerges from finite multi-photon component of the input pulse,
which destroys the QD ground-state spin coherence through successions of photon-scattering
events within the pulse. The driving-induced dephasing probability pd is related to the
success probability of scattering Pω1 + Pω2 and the mean photon number in the driving
pulse n̄ via pd = 1− exp[−n̄(Pω1 + Pω2)] [138]. This can be understood as the probability
of n̄ disjoint successful scattering events. To describe the effect of this error, we adopt a
phase-damping model Ed where

Ed
(

Trp
(
Ŝ(ρp ⊗ ρs)

))
≡ (1− pd

2
) Trp

(
Ŝ(ρp ⊗ ρs)

)
+
pd
2
σ̂z Trp

(
Ŝ(ρp ⊗ ρs)

)
σ̂†
z

=

[
s11 (1− pd)s12

(1− pd)s21 s22

]
. (4.37)

Here Ŝ is the scattering matrix acting on the spin-photon density matrix and sij cor-

responds to the (i, j)-th entry of the reduced spin density matrix Trp
(
Ŝ(ρp ⊗ ρs)

)
. Ed
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introduces dephasing only to the QD spin state thus the photonic component is traced
out before applying the phase-damping channel.

Now we follow the same approach in Sec. 4.3.5 and consider propagation of the de-
phasing error in the protocol:

ρp ⊗ ρs
R̂y(

π
2
)−−−→
[
|α|2 α∗β

αβ∗ |β|2

]
⊗ 1

2

[
1 1

1 1

]

Ed(Ŝe)−−−→ 1

2




|α|2Ed
([
|re1|2 re∗1 r̊

e
1

re1r̊
e∗
1 |̊re1|2

])
α∗βEd

([
re∗1 re∗1
r̊e∗1 r̊e∗1

])

αβ∗Ed
([

re1 r̊e1
re1 r̊e1

])
|β|2Ed

([
1 1

1 1

])




R̂y(π)−−−→ 1

2




|α|2
[

|̊re1|2 −(1− pd)re1r̊e∗1
−(1− pd)re∗1 r̊e1 |re1|2

]
α∗β

[
r̊e∗1 −(1− pd)̊re∗1

−(1− pd)re∗1 re∗1

]

αβ∗

[
r̊e1 −(1− pd)re1

−(1− pd)̊re1 re1

]
|β|2

[
1 −(1− pd)

−(1− pd) 1

]




Ed(Ŝl)−−−→ 1

2




|α|2

 |̊re1|2 −(1− pd)2re1r̊e∗1
−(1− pd)2re∗1 r̊e1 |re1|2


 α∗β

[
rl1r̊

e∗
1 −(1− pd)2r̊l1r̊e∗1

−(1− pd)2rl1re∗1 r̊l1r
e∗
1

]

αβ∗

[
rl∗1 r̊

e
1 −(1− pd)2rl∗1 re1

−(1− pd)2r̊l∗1 r̊e1 r̊l∗1 r
e
1

]
|β|2




∣∣rl1
∣∣2 −(1− pd)2rl∗1 r̊l1

−(1− pd)2rl1r̊l∗1
∣∣̊rl1
∣∣2






.

(4.38)

Likewise, only the boxed matrix elements overlap with the ideal state |ψideal⟩ = (α|e ⇓⟩r−
β|l ⇑⟩r) with |α| = |β| = 1/

√
2, the entanglement fidelity under driving-induced dephas-

ing is then found to be

F theory
r ≡ ⟨ψideal|ρout|ψideal⟩

Tr(|ψout⟩⟨ψout|)
=

1
2
|r1|2

[
1 + e−2n̄(Pω1+Pω2 )

]

|r1|2 + |̊r1|2
r1=−1
r̊1=0−−→ 1

2

[
1 + e−2n̄(Pω1+Pω2 )

]

≈ 1− n̄(Pω1 + Pω2), (4.39)

where the average probability of successful scattering is given by Eq. (4.4):

Pω1 + Pω2 =

∫ ∞

−∞

[
|r1(ω)|2 + |t1(ω)|2 + |r2(ω)|2 + |t2(ω)|2

]
|Φ1(ω)|2dω. (4.40)

To estimate the infidelity in the experiment, we first extract the average number of
photons in the pulse n̄ ≤ (0.089 ± 0.012) (Sec. 3.4.4). Given that optical cyclicity C =
14.7, pulse bandwidth σo =

√
2 ln 2/TFWHM ≈ 0.589 ns−1, spectral diffusion fluctuation

σe = 2π×(332±15) MHz and waveguide coupling efficiency β ≥ 0.865±0.059 (Sec. 3.4.2),
the experimental infidelity is estimated using the exact form in Eq. (4.39) to be 1 −
F theory

n̄ ≤ (7.2± 0.7)%.
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4.4 Comparison between Theoretical and

Experimental Fidelity Estimates

Assuming perfect manipulation of the hole spin state, the fidelity of the entangling gate
is expressed by:

F theory
r = 1− γd

Γ
− Γ2

4∆2
h

(
C

C + 1
β

)2

, (4.41)

which is estimated to be (96.2± 0.1)% with Γ = 2.48 ns−1, ∆h = 2π× 7.3 GHz [20], C =
14.7, β = (0.865± 0.059) and γd = (0.099± 0.004) ns−1 (Sec. 3.4.2). This predominantly
reflects the infidelity from phonon-induced pure dephasing 1−F theory

γd
as the off-resonant

reflection error Γ2/∆2
h is comparably small. Together with the incoherent spin rotations,

driving-induced dephasing and the readout errors discussed above, we estimate a lower
bound on the overall entanglement fidelity3 F theory

total of

F theory
total ≈ F theory

γd
×F theory

κ,R ×F theory
n̄ ≈ (73.0± 0.6)%, (4.42)

which generally agrees with the experimentally obtained value (74.3±2.3)% including er-
ror margins. Here a lower fidelity bound is obtained as the waveguide-coupling efficiency
β could be underestimated (Sec. 3.4.2) which leads to overestimating n̄ and the corre-
sponding infidelity 1−F theory

n̄ . Imperfect spin initialization (1.4%) [18] is not considered
in the theory but is expected to have negligible infidelity (< 1%).

3Here we multiply the fidelities of individual errors instead of adding them as in Sec. 2.3, to include
cross-error terms that contribute to the infidelity.





Chapter 5

Theoretical Model of Photon
Visibility

In Sec. 3.4.5, we measured the photon visibility, by interfering two photon pulses reso-
nantly scattered from a quantum dot (QD). We observed that when the average number
of photons in the incident pulse increases, the interferometric visibility reduces linearly. It
turns out that explaining this phenomenon is not a trivial task: As the pulse carries more
photons, the QD scattering dynamics becomes drastically different due to its nonlinear
response to multi-photon scattering processes, so it is necessary to consider the effect of
these multi-photon terms when modelling the photon visibility.

In this chapter, we develop a theoretical model of the photon visibility by considering
nonlinear dynamics up to two-photon scattering processes. Interestingly, the connection
between photon visibility and multi-photon components in the input pulse is reminiscent
of the close relation between Hong-Ou-Mandel visibility and the zero-delay second-order
correlation function g(2)(0). As we shall explain in later parts of the chapter, this close
resemblance has an useful application in accurately determining the phonon-induced pure
dephasing rate.

The project idea is conceived by Anders Søndberg Sørensen. The simulation per-
formed in this work is done by Oliver August Dall’Alba Sandberg. The theory1 is com-
pleted with assistance from Björn Schrinski and Yu-Xiang Zhang.

1Theoretical derivations and simulation files can be found in the Mathematica notebook “Analyti-
calPhotonVisibility.nb”, and Jupyter script “PhotonVisibility TheoryVsSimulationVsData Final.ipynb”
respectively in Ref. [26].
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5.1 Input and Output states

We first recapituate the context of the measurement conducted in Sec. 3.4.5. In the exper-
iment, a time-bin encoded qubit is scattered by a quantum-dot (QD) spin embedded in
a two-sided photonic-crystal waveguide, and is subsequently measured by an unbalanced
Mach-Zehnder interferometer with equal time delay as the qubit. The intensity con-
trast between two detectors, or the interferometric visibility is a measure of the temporal
overlap between the time-bins of the scattered pulses.

Since the experiment involves two separate scattering events with a coherent state, the
input photonic state |in⟩p can be expressed as the tensor product of two coherent state
in each time-bin. To elucidate the effect of two-photon nonlinearity on the visibility in
the low power regime, it is adequate to truncate the coherent state up to the two-photon
component:

|in⟩p =
1√
2

(
|α⟩e|α⟩l

)

≈ 1√
2

[(
|0⟩e + α|1⟩e +

α2

√
2
|2⟩e
)(
|0⟩l + α|1⟩l +

α2

√
2
|2⟩l
)]

=
1√
2
|00⟩l,e +

α√
2

(
|10⟩l,e + |01⟩l,e

)
+ α2

( |20⟩l,e
2

+
|11⟩l,e√

2
+
|02⟩l,e

2

)
. (5.1)

Here |n⟩i is the n-photon Fock state in the i ∈ {e, l} time-bin. Similar to the time-bin
qubit considered in Section. 3.4.5, the one-photon component in Eq. (5.1) is a superpo-
sition of Fock states in the time-bin basis. The output state is obtained by applying the
scattering matrix S on the initial spin-photon system, where the QD spin is prepared in
|⇑⟩ state, resulting in

|out⟩ =
1√
2
S(|00⟩l,e|⇑⟩) +

α√
2

[
S(|10⟩l,e|⇑⟩) + S(|01⟩l,e|⇑⟩)

]

+ α2

[S(|20⟩l,e|⇑⟩)
2

+
S(|11⟩l,e|⇑⟩)√

2
+
S(|02⟩l,e|⇑⟩)

2

]

= |out⟩p ⊗ |⇑⟩. (5.2)

The zero-photon term S(|00⟩l,e|⇑⟩) vanishes as scattering does not occur. S(|01⟩l,e|⇑⟩)
and S(|10⟩l,e|⇑⟩) contain the scattering dynamics of a photon in a time-bin with the QD.
Due to finite cyclicity of the optical transition, the scattering process in general leads to a
mixed state between photons and different spin states (Eq. (4.1)); however experimentally
we do not detect events in which Raman spin-flip occurs, as narrowband etalon filters are
used to filter out photons from the off-resonant transitions. The cyclicity error thus enters
as a prefactor to the waveguide coupling efficiency β, since the off-resonant scattered
photons are effectively lost. The output state can therefore be described as a separable
state as in Eq. (5.2).

The two-photon scattering results in either both photons being reflected (with opera-
tor Sr,r), or one reflected and one transmitted (Sr,t). The two-photon transmission (St,t)
is not detected. S(|11⟩l,e|⇑⟩) corresponds to consecutive single-photon scattering events
in each time-bin. These cases are summarized in Fig. 5.1, which contain all possible Fock
states in the scattering matrix of a two-level system in two-sided waveguides.
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Figure 5.1: Input and output states up to two-photon scattering occurred at each time-
bin. Black dots are photons. The subscript r (t) indicates the photon state is reflected
(transmitted). Each two-photon state can be written as a superposition of linear |L⟩
(from elastic scattering) and nonlinear (inelastic) |N ⟩ terms (Eq. (B.2)). |2⟩rt is a two-
photon Fock state where one photon is reflected while another one is transmitted.

The scattering terms in Eq. (5.2) are given by

S(|10⟩l,e|⇑⟩) = rl|10⟩rl,e ⊗ |00⟩tl,e ⊗ |⇑⟩+ tl|00⟩rl,e ⊗ |10⟩tl,e ⊗ |⇑⟩;
S(|01⟩l,e|⇑⟩) = re|01⟩rl,e ⊗ |00⟩tl,e ⊗ |⇑⟩+ te|00⟩rl,e ⊗ |01⟩tl,e ⊗ |⇑⟩;

S(|20⟩l,e|⇑⟩) = (
1√
2
Sr,t
l |10⟩rl,e ⊗ |10⟩tl,e +

1√
2
St,r
l |10⟩rl,e ⊗ |10⟩tl,e

+ St,t
l |00⟩rl,e ⊗ |20⟩tl,e + Sr,r

l |20⟩rl,e ⊗ |00⟩tl,e)⊗ |⇑⟩;

S(|02⟩l,e|⇑⟩) = (
1√
2
Sr,t
e |01⟩rl,e ⊗ |01⟩tl,e +

1√
2
St,r
e |01⟩rl,e ⊗ |01⟩tl,e

+ St,t
e |00⟩rl,e ⊗ |02⟩tl,e + Sr,r

e |02⟩rl,e ⊗ |00⟩tl,e)⊗ |⇑⟩;
S(|11⟩l,e|⇑⟩) = Sl

(
|1⟩l ⊗ Se(|1⟩e|⇑⟩)

)

= (rerl|11⟩rl,e ⊗ |00⟩tl,e + tlre|01⟩rl,e ⊗ |10⟩tl,e
+ rlte|10⟩rl,e ⊗ |01⟩tl,e)⊗ |⇑⟩+ tlte|00⟩rl,e ⊗ |11⟩tl,e)⊗ |⇑⟩,

where special care has been taken to ensure each of the above terms is normalized
(See Appendix B, where the integral of each scattering operator is given). Note that
S(|11⟩l,e|⇑⟩) will interfere with the two-mode states (i.e., S(|20⟩l,e|⇑⟩)) as the time-bin
interferometer redistributes the photon number between two modes. Before we evalu-
ate the visibility, it is important to verify that the total photon number is conserved
after scattering because of energy conservation. This is confirmed by applying the
number operator on the input and output states, respectively. As a quick example,

Tr
[
ae(|in⟩p⟨in|p)a†e + al(|in⟩p⟨in|p)a†l

]
= |α|2 + 2|α|4 is the photon number in the input

state2.

2A series of codes has been developed to apply raising and lowering operators (and inner products)
on the output Fock state of each time-bin mode using the Mathematica notebook “AnalyticalPhoton-
Visibility.nb” in Ref. [26].
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5.2 Reflection and Transmission Visibility

Now, we are in the position to express the photon visibility in terms of the output
state. Since the photon visibility is defined to be the maximum contrast between the
two detectors at the middle time-bin, we are interested in the intensity of each detector
D2(D1) from recording either the reflected (r) or transmitted (t) photons (Sec. 3.4.5):

IjD2/D1 =

∫
Tr

[
(âje ± eiθp âjl )√

2

(
|out⟩p⟨out|p

)
(âj,†e ± e−iθp âj,†l )√

2

]
dt, (5.3)

where the output photon state |out⟩p is projected onto the superposition state âje(t) ±
eiθp âjl (t), j ∈ {r, t} which is equivalent to adding a phase shifter on the long path of the
excitation interferometer and interfering both bins. Setting θp = 0 implies projecting the
output state into the |±X⟩p⟨±X|p bases. The projected state is then traced out in both
the early and late time bases. The photon visibility is the normalized contrast of the
middle-bin intensity:

V j
p ≡

IjD2 − IjD1

IjD2 + IjD1

=

∫
Tr
[
âje(|out⟩p⟨out|p)âj,†l + âjl (|out⟩p⟨out|p)âj,†e

]
dt

∫
Tr
[
âje(|out⟩p⟨out|p)âj,†e + âjl (|out⟩p⟨out|p)âj,†l

]
dt
. (5.4)

The numerator reduces the photon number in early and late time-bins by one, and picks
out the states in which both their reflected and transmitted modes overlap. For instance,
for reflection j = r, the non-vanishing terms come from the following pairs of states:

1○ = { rl|10⟩rl,e ⊗ |00⟩tl,e , re|01⟩rl,e ⊗ |00⟩tl,e }
2○ = { Sr,r

l |20⟩rl,e ⊗ |00⟩tl,e , rerl|11⟩rl,e ⊗ |00⟩tl,e }
3○ = { Sr,r

e |02⟩rl,e ⊗ |00⟩tl,e , rerl|11⟩rl,e ⊗ |00⟩tl,e }
4○ = { Sr,t

l |10⟩rl,e ⊗ |10⟩tl,e , tlre|01⟩rl,e ⊗ |10⟩tl,e }
5○ = { St,r

l |10⟩rl,e ⊗ |10⟩tl,e , tlre|01⟩rl,e ⊗ |10⟩tl,e }
6○ = { Sr,t

e |01⟩rl,e ⊗ |01⟩tl,e , rlte|10⟩rl,e ⊗ |01⟩tl,e }
7○ = { St,r

e |01⟩rl,e ⊗ |01⟩tl,e , rlte|10⟩rl,e ⊗ |01⟩tl,e }, (5.5)

where {A,B} ≡ |A⟩⟨B| and {A} ≡ |A⟩⟨A|. For the denominator, the non-vanishing
terms constitute the total intensity summed over the detectors:

a○ = { rl|10⟩rl,e ⊗ |00⟩tl,e } b○ = { re|01⟩rl,e ⊗ |00⟩tl,e }
c○ = { Sr,r

l |20⟩rl,e ⊗ |00⟩tl,e } d○ = { Sr,r
e |02⟩rl,e ⊗ |00⟩tl,e }

e○ = { Sr,t
l |10⟩rl,e ⊗ |10⟩tl,e } f○ = { St,r

e |01⟩rl,e ⊗ |01⟩tl,e }
g○ = { St,r

l |10⟩rl,e ⊗ |10⟩tl,e } h○ = { Sr,t
e |01⟩rl,e ⊗ |01⟩tl,e }

i○ = { Sr,t
l |10⟩rl,e ⊗ |10⟩tl,e , St,r

l |10⟩rl,e ⊗ |10⟩tl,e }
j○ = { Sr,t

e |01⟩rl,e ⊗ |01⟩tl,e , St,r
e |01⟩rl,e ⊗ |01⟩tl,e }

k○ = { rlre|11⟩rl,e ⊗ |00⟩tl,e } l○ = { rlte|10⟩rl,e ⊗ |01⟩tl,e }
m○ = { tlre|01⟩rl,e ⊗ |10⟩tl,e }. (5.6)
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Therefore,

V r
p =

∫
Tr
[
âre(|out⟩p⟨out|p)âr,†l + ârl (|out⟩p⟨out|p)âr,†e

]
dt

∫
Tr
[
âre(|out⟩p⟨out|p)âr,†e + ârl (|out⟩p⟨out|p)âr,†l

]
dt

=

∫ [
1
2
rer

∗
l + |α|2

2

(
rerlS

r,r,∗
l + Sr,r

e r∗er
∗
l

)

+ |α|2
4

(
tlreS

r,t,∗
l + tlreS

t,r,∗
l + Sr,t

e r
∗
l t

∗
e + St,r

e r∗l t
∗
e

)
+ h.c.

]
dt

∫ [
|r|2 + |α|2|Sr,r|2 + |α|2|St,r|2 + |α|2|rr|2 + |α|2|tr|2

]
dt

=
|r|2 + 2|α|2 Re{rrSr,r,∗}+ 2|α|2 Re{trSr,t,∗}

|r|2 + |α|2|Sr,r|2 + |α|2|St,r|2 + |α|2|rr|2 + |α|2|tr|2
, (5.7)

where we have used âre|02⟩l,e =
√

2|01⟩l,e. In the last few steps we assume the scattering
dynamics for early and late time-bins to be identical, i.e., re = rl = r, and the two photons
within each time-bin are identical, i.e., Sr,t = St,r, with the corresponding coefficients
given by

|r|2 ≈ 1− 4σ2
o

Γ2
+

48σ4
o

Γ2
;

Re{rrSr,r,∗} = Re{⟨L|L⟩RR + ⟨N |L⟩RR} ≈ 1− 4√
π

σo
Γ
− 8σ2

o

Γ2
+

72√
π

σ3
o

Γ3
+

112σ4
o

Γ4
;

Re
{
trSr,t,∗} = Re{⟨L|L⟩TR + ⟨N |L⟩TR} ≈

4σ2
o

Γ2
− 8√

π

σ3
o

Γ3
− 64σ4

o

Γ4
;

|Sr,r|2 = ⟨L|L⟩RR + ⟨L|N⟩RR + ⟨N |L⟩RR + ⟨N |N⟩

≈ 1− 6√
π

σo
Γ
− 8σ2

o

Γ2
+

120σ3
o

Γ3
+

112σ4
o

Γ4
;

∣∣St,r
∣∣2 = ⟨L|L⟩TR + ⟨L|N⟩TR + ⟨N |L⟩TR + ⟨N |N⟩

≈ 2√
π

σo
Γ

+
4σ2

o

Γ2
− 40√

π

σ3
o

Γ3
− 64σ4

o

Γ4
;

|rr|2 = ⟨L|L⟩RR ≈ 1− 8σ2
o

Γ2
+

112σ4
o

Γ4
;

|tr|2 = ⟨L|L⟩TR ≈
4σ2

o

Γ2
− 64σ4

o

Γ4
(5.8)

For completeness, the transmission visibility is found similarly to be

V t
p =

|t|2 + 2|α|2 Re{ttSt,t,∗}+ 2|α|2 Re{trSr,t,∗}
|t|2 + |α|2|St,t|2 + |α|2|St,r|2 + |α|2|tt|2 + |α|2|tr|2

. (5.9)

A nice way to check both visibility formula is by removing the two-photon nonlinear
contribution (⟨N |L⟩ , ⟨N |N⟩ = 0). As such, the photon visibility should approach
unity as only the linear coherent photons interfere. Any nonlinear contribution gives
rise to different frequencies between the interfering photons thus reducing the inter-
ference contrast. The scattering coefficients in Eq. (5.8) can be numerically evaluated
but here they are expanded perturbatively in the limit of narrow pulse bandwidth σo
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(compared to the QD total decay rate Γ), which is valid in the current experiment as
σo =

√
2 ln 2/TFWHM ≈ 0.589 ns−1 < Γ = 2.48 ns−1 for a pulse length of TFWHM = 2 ns

(Sec. 3.3.2). In the narrowband regime, the scattering becomes efficient as the input
Gaussian spectral profile is more monochromatic towards the QD resonant frequency,
thus |r|2 → 1 and |t|2 → 0. Additionally, in the time domain, as the pulse is 5 times
longer than the QD lifetime, it is less likely for two photons to interact simultaneously
with the QD within its lifetime (with probability proportional to the overlap between the
QD nonlinear response and two Gaussian spectral profiles, as in Eq. (B.4)). As a result,
the two-photon nonlinear terms vanish, leading to unity visibilities in both reflection and
transmission.

It is worth noting that obtaining the perturbative expressions in Eq. (5.8) is not
a trivial task. For example, in evaluating ⟨N |N⟩, the trick is to first apply a Taylor
expansion for σo ≪ Γ before integrating with K:

⟨N |N⟩ =

∫ ∞

−∞

e
− 2K2+Γ2

4σ2
o Γ3

[
i+ Erfi

(
K−iΓ
2
√
2σo

)][
− i+ Erfi

(
K+iΓ
2
√
2σo

)]

8(K2 + Γ2)σ2
o

dK

≈
∫ ∞

−∞

e
− K2

4σ2
o (−2K2 + Γ2 − 8σ2

o)

πΓ3
dK =

2√
π

σo
Γ
− 24√

π

σ3
o

Γ3
. (5.10)

The perturbative forms in the broadband limit σo ≫ Γ are obtained using the same trick,
but are not included in this thesis since no measurements have yet been done in this
regime3.

3Interested readers may refer to the attached Mathematica notebook titled “AnalyticalPhotonVisi-
bility” in Ref. [26] for these expressions.
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5.3 Visibility Comparison between Theory and

Simulation

To verify these theory expressions, we compare them with the visibility and slope curves
obtained from numerical simulation. Since the theory renders up to only two-photon
dynamics, whereas the simulation considers an arbitrary Rabi frequency Ω(t) ∝ α(t), we
expect the convergence to occur in the limit of small α.

Figure 5.2: Photon visibility as a function of mean photon number per two
pulses 2|α|2. The theory curves are numerically evaluated at σo =

√
2 ln 2/TFWHM using

Eqs. (5.7) and (5.9), which hold when α ≈ 0. Note that despite |t|2 → 0 when σo ≪ Γ,
the transmission visibility V t

p still approaches unity as the two-photon terms decay faster

than |t|2.

Figure 5.2 shows the plots of the photon visibility in reflection and transmission as
a function of the mean photon number per two pulses 2|α|2, at a given pulse bandwidth
σo =

√
2 ln 2/TFWHM and pulse duration TFWHM = 2 ns. Here we observe an excellent

agreement between the theory and the simulation. The deviation between two curves
becomes noticeable once 2|α|2 surpasses ≈ 10−1, which is precisely the regime where we
expect the theory to hold. The theoretical visibility is plotted by evaluating Eqs. (5.7)
and (5.9) numerically with discrete sums, while the numerical simulation is performed by
solving the master equations given the system Hamiltonian.

Another way to verify the theory is to plot the visibility slope at different values of
pulse bandwidth σo. This step is crucial as some nonlinear terms are very small when
σo ≪ Γ or σo ≫ Γ, thus an error in the visibility formula would be too elusive to catch.
By using σo as a tuning knob, the nonlinearity contribution can be magnified, allowing
the smaller terms to be probed. To understand this, we first refer to the theoretical
visibility formula, which can be rewritten using the inner products in Eq. (5.8) as

V j
p = 1− 2|α|2 ⟨N |N⟩

|j|2 + 2|α|2(⟨L|L⟩jj + ⟨L|L⟩TR + ⟨L|N⟩jj + ⟨L|N⟩TR + ⟨N |N⟩)

≈ V 0
p + |α|2 dV

j
p

d|α|2
||α|2=0, (5.11)
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where j ∈ {r, t} for reflection (r) or transmission (t) visibility. Here it is apparent that
in the limit of small α, the visibility slope, or photo-sensitivity of the interference

dV j
p

d|α|2
||α|2=0 ≡

−2 ⟨N |N⟩
|j|2

, (5.12)

is given by the ratio between the two-photon nonlinear ⟨N |N⟩ and single-photon prob-
abilities |j|2. In the case of reflection, ⟨N |N⟩ → 0 in both narrowband and broadband
limits, the visibility is thereby insensitive to the photon number per pulse. For narrow-
band pulses, this can be understood as having an infinitely long pulse4 whereby increasing
the number of photons per pulse could not trigger nonlinear scattering of multiple pho-
tons with the QD at the same time. The QD behaves as a mirror that reflects one photon
at a time, hence the visibility remains unscathed. As for pulses that are spectrally far
broader than the QD linewidth, any pair of photons that come into contact with the QD
are too off-resonant for nonlinear effect to take place.

Figure 5.3: Reflection visibility slope versus pulse bandwidth σo. The theory
(black dotted line) curve is computed numerically using Eq. (5.12), while the narrow-
band (orange cross) and broadband (blue cross) curves use Eq. (5.12) with perturbative
expansion in the limits of σo ≪ Γ and σo ≫ Γ, respectively. The simulated slope (red
dots) is acquired by fitting the power-dependent visibility then computing its derivative.

Figure 5.3 shows the slope of the reflection visibility as a function of σo. Excellent
agreement is seen between the simulation and theory. The photo-sensitivity reaches its
peak when σo ≈ 0.6523Γ, whereas ⟨N |N⟩ is maximized when σo is tuned to ≈ 0.3548Γ.
The closed forms of these numbers are not determined here as there is no exact form of
⟨N |N⟩ (see the integral of Eq. (5.10)). Interestingly, Eq. (5.12) implies that the nonlinear-
ity contribution ⟨N |N⟩ can be experimentally measured by fitting the power-dependent
visibility and extracting its slope in the weak power regime. The QD reflectivity |r|2 or
transmittivity |t|2 can be directly measured from resonant fluorescence and waveguide
transmission experiments (see Sec. 3.4.2, for example), accordingly.

4Note that for input pulses longer than or close to the interferometric delay Tpulse ≥ τint, it is exper-
imentally difficult to define a middle-bin time window. Tpulse < τint might be necessary for experimental
demonstrations. Here we ignore this constraint for simplicity.
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5.3.1 Visibility with Additional Errors

To explain the measured photon visibility in Sec. 3.4.5, several experimental imperfections
need to be included in the model. In this subsection, we consider non-unity waveguide
coupling efficiency β, finite optical cyclicity C and phonon-induced pure dephasing rate
γd. Spectral diffusion is not considered here, as we are only interested in evaluating the
reflection visibility, which is in principle robust to it.

Figure 5.4: Reflection visibility under additional errors. Here we only considered
imperfect coupling efficiency β = 0.865 and branching error due to limited cyclicity
C = 14.7. Left: Visibility plot versus 2|α|2. Right: Visibility slope plotted against σo.
Both errors together amount to a factor of C

C+1
β to the slope in Fig. 5.3.

Both waveguide coupling loss and finite cyclicity error can be treated as dissipative
loss in the two-level system, as photons scattered at a different frequency are eventually
filtered out not being detected. This is achieved by replacing some Γ by the effective
total decay rate Γ1 = C

C+1
βΓ in the inner products, for instance, in the reflection:

⟨N |N⟩ =

∫ ∞

−∞

e
− 2K2+Γ2

4σ2
o Γ3

1

[
i+ Erfi

(
K−iΓ
2
√
2σo

)][
− i+ Erfi

(
K+iΓ
2
√
2σo

)]

8(K2 + Γ2)σ2
o

dK;

|r|2 =

∫ ∞

−∞

e
− (ω−ω1)

2

2σ2
o√

2πσ2
o

∣∣∣∣
−Γ1

Γ + 2i(ω − ω1)

∣∣∣∣
2

dω, (5.13)

where ω1 is the transition frequency of the effective two-level system (|⇑⟩ ↔ |↑⇓⇑⟩).
Erfi(x) is the imaginary error function. The extra factor on the total decay rate implies
that only the fraction of photons scattered from the dominant optical transition C

C+1
that

couples to the waveguide mode with efficiency β contributes to the interference. Figure 5.4
plots the reflection visibility under these errors, where the magnitude of its slope is down-
scaled precisely by a factor of C

C+1
β. This is easily seen from observing Eq. (5.13) and

can be explained intuitively: When β decreases, the multi-photon terms dissipate quicker
than the single-photon scattering probability (as the probability of losing at least one
photons for an (N ≥ 2)-photon input state scales as 1 − (1 − β)N ≫ 1 − β which is
greater than losing a 1-photon state). As such, the visibility becomes less responsive to
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any change in the mean photon number per pulse (or more sensitive to the single-photon
dynamics).

Figure 5.5: Reflection visibility under phonon-induced pure dephasing γd. We
assumed γd = 0.099 ns−1. Left: Visibility plot versus 2|α|2. Right: Visibility slope
against σo.

The phonon-induced dephasing rate can be incorporated to the model using the same
formalism developed in Sec. 3.4.5, where the single-photon scattering leads to a quantum
jump to the excited state with a rate 2γd, followed by the decay of an incoherent photon
of frequency ω1. The output photon density matrix is then rewritten as

|out′⟩p⟨out′|p ≈ |out⟩p⟨out|p +
|α|2

2
P ω1
γd
ρω1
γd,e
|0⟩l⟨0|l +

|α|2
2
P ω1
γd
ρω1
γd,l
|0⟩e⟨0|e (5.14)

and the visibility formula with its slope would become

V j
p =

|j|2 + 2|α|2 Re{jjSj,j,∗}+ 2|α|2 Re{trSr,t,∗}
|j|2 + |α|2|Sj,j|2 + |α|2|St,r|2 + |α|2|jj|2 + |α|2|tr|2 + P ω1

γd

;

dV j
p

d|α|2
||α|2=0 =

−2 ⟨N |N⟩
|j|2 + P ω1

γd

, (5.15)

with the pure dephasing probability (see Eq. (4.16)):

P ω1
γd

=
Γ′
1

Γ

∫ ∞

−∞

e
− (ω−ω1)

2

2σ2
o√

2πσ2
o

∣∣∣∣∣
−2
√

2γdΓ′
1

Γ + 2i(ω − ω1)

∣∣∣∣∣

2

dω, (5.16)

where Γ′
1 = Γ1/2 is the decay rate in either the reflected or transmitted mode.

Figure 5.5 shows the reflection visibility under the effect of γd. The theory deviates
from the simulation now at a smaller value of α as the theory considers only pure de-
phasing error from single-photon scattering. The visibility slope is generally reduced due
to the extra dephasing term in the denominator (Eq. (5.15)). Note that this approach
of treating the dephasing error is valid when the timescale of phonon-induced process is
much faster (≪ τint = 11.83 ns [75]) than the interferometer delay. In the case of spectral
diffusion where the timescale is in the order of ms [136], the early time-bin experiences
the same scattering dynamics, or the same phase shift as the late time-bin, thus the
interference between two time-bins would not be affected (Sec. 3.4.5).
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5.4 Visibility Comparison with Data

Now that we have shown convergence between theory and simulation, we proceed to
describe the experimental data in Sec. 3.4.5.

Figure 5.6: Reflection visibility comparison with data under realistic errors.
The parameters used in the theory and simulation are identical to the previous section.
Data taken in Sec. 3.4.5. Left: Visibility versus 2|α|2. The conversion between measured
powers and mean photon number is done using the fit result in Sec. 3.4.4. Middle:
Visibility slope plotted against σo. Blue data point corresponds to the slope when σo =
0.589 ns−1 in the experiment. Right: Plot of the nonlinear term | ⟨N |N⟩ | against σo.

Figure 5.6 compares the measured power-dependent visibility with theory and simula-
tion, which adopt the same set of parameters (β = 0.865, C = 14.7 and γd = 0.099 ns−1)
extracted from resonant transmission experiments (Sec. 3.4.2). On the left subplot, the
x-axis is chosen (so as in the previous sections) to be twice the mean photon number per
pulse, since the average optical power measured in the experiment corresponds to the
total power from both the early and late pulses. The data in general agrees nicely with
the simulation. In hindsight, a better measurement could be performed with a higher
resolution and at even lower powers as it appears the theory already begins to stray off
on the first data point; however, this necessitates a sufficiently stable optical path with
a decent signal-to-noise ratio5.

5Note that the theory does not consider the effect of laser leakage to the visibility.
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5.5 Comparison with Hong-Ou-Mandel Visibility

In the last section we draw a connection between the photon visibility and the Hong-Ou-
Mandel visibility, another metric that benchmarks the coherence of photons emitted from
the QD. While in principle they are two different measurements in terms of excitation
schemes (the former uses QD as a scatterer, whereas the latter typically treats the QD
as an emitter) and the measured degree of coherence (the former measures first-order
coherence, the latter the second-order coherence), both can be used to measure the exact
same quantity that characterizes the photon indistinguishability. We then follow up by
discussing several implications that can be inferred from such a connection.

Throughout the literature, the Hong-Ou-Mandel visibility VHOM is extensively used
to infer the indistinguishability of photons emitted from a single-photon source. The
measured VHOM is in general tainted by impurity of the photon source g(2)(0) > 0 and
laser leakage, which needs to be corrected such that it exclusively contains contribution
from pure dephasing. To do so, the equation VHOM = V (0)− 2g(2)(0) is typically adopted
wherein V (0) ≡ Γ

Γ+2γd
[28, 75] can be deduced. However, recent works [139, 140] have

established a more general (and correct) relation

VHOM = V (0) − Fg(2), (5.17)

where 1 < F < 3 is the slope of the visibility with respect to g(2)(0), depending on the
distinguishability of the emitted one-photon and two-photon states [139]. To illustrate
the connection between Eq. (5.17) and the photon visibility discussed in the previous
sections, we rewrite the reflection visibility in the form of Eq. (5.11):

V r
p = 1− 2|α|2 ⟨N |N⟩+ P ω1

γd

|r|2 + 2|α|2(⟨L|L⟩RR + ⟨L|L⟩TR + ⟨L|N⟩RR + ⟨L|N⟩TR + ⟨N |N⟩) + P ω1
γd

≈ |r|2

|r|2 + P ω1
γd

− |α|2 2 ⟨N |N⟩
|r|2 + P ω1

γd

≡ V 0
p + |α|2 dV

j
p

d|α|2
||α|2=0. (5.18)

In the last step we expand the visibility to the first order of |α|2. Here we see that
V 0
p is the intrinsic visibility that is only affected by the distinguishability (marked by

pure dephasing rate γd) between photons in the two time-bins, and is independent of
the impurity of the scattering process (given by a non-zero |α|2). Interestingly, it bears
a striking resemblance with Eq. (5.17). The second-order correlation function g(2)(0),
which at zero time delay characterizes the purity of a given single-photon source [28],
also shares a somewhat similar physical meaning with the visibility slope: A vanishing
slope implies the single-photon scattering probability dominates, which is equivalent to
saying that the multi-photon component fades away, or g(2)(0)→ 0.

One possible implication of this is that one could measure the power-dependent photon
visibility in the reflection, using scattering pulses from the time-bin interferometer. From
which V 0

p (the y-intercept where |α|2 = 0) can be extrapolated from the theory fit, to
determine γd (Sec. 3.4.5). This method could be very accurate in estimating γd as it
requires only measuring V r

p . The photon visibility V r
p is essentially a measure of the first-

order coherence g(1) between two time-bins, which could be less sensitive to fluctuations
than measuring g(2). In fact, V 0

p is mathematically equivalent to V (0) in Eq. (5.17), by

simplifying (5.16) into P ω1
γd

= 2γd|r|2/Γ. This means V (0) (and γd given Γ) can simply be
determined by measuring the power-dependent photon visibility alone, without the need
to measure g(2)(0), VHOM and F .
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Type g(2)(0) (%) V raw
HOM (%) V corr

HOM (%) F

Pump series 4± 0.6 88.8± 0.6 89.5± 0.7 0.788± 0.15

π-pulse series 4.7± 0.9 86.5± 0.7 87.1± 0.7 1.16± 0.15

Table 5.1: Estimated values for the Hong-Ou-Mandel visibility slope F for two different
measurement sequences, using Eq. (5.17) with V (0) = 92.6%. Data taken from Ref. [18].
Note that V corr

HOM is the HOM visibility corrected only for interferometer imperfections but
not for non-zero g(2)(0) (see the main text for details), not to be confused with Vcorr

hom in
Ref. [52].

Another interesting implication is that given VHOM and g(2)(0), F can be roughly
estimated. The measured Hong-Ou-Mandel visibility is first corrected for interferometer
imperfections including unequal beamsplitter splitting ratio and non-unity classical in-
terferometer visibility, following Ref. [141] with data from Table 9.3 of Ref [52]. Thus,
the corrected visibility V corr

HOM = VHOM ideally contains only contributions from single-
photon impurity g(2)(0) > 0 and pure dephasing, which can then be substituted into
Eq. (5.17) together with V (0) = V 0

p = 92.6%, to find F . Table 5.1 shows the estimated
values for F under two different measurement schemes, which are a bit lower than ex-
pected (maybe off by a factor of 2). Nevertheless, the similarity and apparent agreement
between Eqs. (5.17)-(5.18) is highly promising, and thus strongly motivates for further
study towards this end.





Chapter 6

Multi-photon Entanglement with
Photon Emission

Previously on Chapters 3 to 5, we have both experimentally and theoretically investi-
gated exclusively the photon-scattering approach to induce spin-photon entanglement.
Working in the weak scattering regime implies that entanglement is generated with the
highest fidelity when interfacing with a low photon number state. While this is naturally
applicable to flying photons that are heavily attenuated over long distances, the scattering
approach is in principle not scalable to a larger photonic Hilbert space, i.e., the gener-
ation of multi-photon resource states where the entanglement generation rate becomes
a key determining factor. Fortunately, an easy fix to this issue is through time-reversal
symmetry of the light-matter interaction: What if instead of sending single photons to
the quantum emitter, the emitter spits out photons which are entangled with itself?

This chapter investigates the generation of multi-photon entangled states, by single-
photon emission from a quantum dot (QD). This is the continuation of the time-bin
multi-photon entanglement generation scheme reported in Ref. [18]. In the chapter,
we first briefly summarize others and our work on the quest to create large entangled
states using quantum dots, followed up by several improvements in terms of optical
setup and wafer structure. Next, spectroscopic measurements of a quantum-dot electron
spin and entanglement characterization are discussed in depth. In particular, a near-
unity Fπ = 98% spin π-rotation fidelity and a 3-qubit GHZ entanglement fidelity of
FGHZ = 56% are highlighted. The experiments presented in this chapter were conducted
together with Yijian Meng and Rasmus Bruhn Nielsen.

6.1 Protocol for Multi-photon Entanglement

Generation

The generation of multi-photon entanglement has been achieved on numerous atomic
systems, with a monumental work using a single neutral atom in an optical cavity [142],
creating a 14-photon GHZ state and 12-photon linear cluster state. These resource states
will be useful since they can be probabilistically fused [143] to synthesize larger graph
states, which can be utilized for measurement-based one-way quantum computing [25] or
quantum repeaters [22] for long-range quantum communication.

125
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6.1.1 The Lindner-Rudolph Protocol
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Figure 6.1: Lindner-Rudolph protocol. (a) Level scheme of a negatively charged QD
subject to a weak in-plane magnetic field Bx, described by the spin z-basis states. The
ground (trion) states precess with a frequency ωg (ωt) around x̂. (b) Generation protocol
for a linear cluster state between the QD electron and 3 polarization encoded photons,
which composes of periodic pulsed excitations separated by precession time τ of the
electron. Each photon emission event corresponds to performing a spin-photon CNOT
gate in the circuit diagram, whereas a Hadamard gate is applied by spin precession.

An elegant approach for generating these resource states with a single solid-state
quantum emitter has been proposed by N. H. Lindner and T. Rudolph in 2009. The
protocol considers a negatively charged QD placed in a small in-plane Bx ≈ 0 magnetic
field, where its ground states are encoded in the spin z-basis [144] (Fig. 6.1a). The
optical dipoles associated with the outer transitions become circularly polarized (R/L
for right/left-handed circular polarization) according to the selection rules (Sec. 1.3).
Since both the ground and excited states are not energy eigenstates along x, they exhibit
Larmor precessions with frequencies ωg and ωt, respectively. Therefore, controlling the
free precession time τ = π/2ωg of the electron performs a spin π/2-rotation, i.e., a
Hadamard gate. Together with single-photon emissions from the QD, a string of photons
entangled with the QD spin can be deterministically created.

To understand this, we go through the ideal protocol in steps. The QD is first
initialized in |↓z⟩ and allowed to precess for τ to end up in the superposition state
|ψ⟩ = (|↑z⟩+ |↓z⟩)/

√
2. Exciting the QD with a linear polarization drives both outer tran-

sitions equally, leading to spin-dependent emission of photons with orthogonal polariza-
tions: |ψ⟩ = (|R⟩|↑z⟩+ |L⟩|↓z⟩)/

√
2, which becomes a spin-photon Bell state. Letting the

spin precess for another time τ results in |ψ⟩ = (|R⟩|↑z⟩+ |R⟩|↓z⟩+ |L⟩|↑z⟩−|L⟩|↑z⟩)/
√

2,
which is now a 2-qubit linear cluster state. Performing optical excitation followed by free
precession for n times sequentially generates an n-photon linear cluster state entangled
with the spin, equivalent to the quantum circuit in Fig. 6.1b.

Experimentally, the earliest demonstration of the Lindner-Rudolph protocol can be
traced back to 2016, where a QD loaded with a dark exciton emits 2 photons entangled
with itself [16], following a similar level scheme in Fig. 6.1a. Pulsed excitations of the
QD dark exciton ground state are achieved with a 11 nm blue-detuned picosecond laser1,
whereas the Hadamard gate is applied by natural precession of 3 ns without a magnetic

1Resonant excitation is challenging to implement for the Lindner-Rudolph protocol, since the cross-
polarized scheme (commonly used for laser extinction) cannot be adopted to filter out the input light when
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field thanks to the strain-induced energy splitting between z-basis states. Both the en-
tanglement fidelity and witness are measured to be above the classical thresholds with
1.2σ significance, certifying a genuine 3-qubit entanglement. While this is a remarkable
feat, it might not be a scalable approach for fusing into large entangled states as the
indistinguishability of emitted photons is low2 due to finite non-radiative decay (100 ps)
of the excited dark exciton state, which culminates in fast spectral broadening of the
emitted photons.

Since then, numerous experiments have emerged to demonstrate multi-photon entan-
glement using other QD excitonic states, including hole spin [146] and electron spin [147].
Although these schemes yield an improved fidelity, indistinguishability and setup ef-
ficiency, they are conceptually identical. This means the limitations in the original
Lindner-Rudolph protocol remain unresolved. For instance, the protocol requires Γ ≫
ωg ≫ 1/T ∗

2 [52], where the QD radiative decay rate Γ must be faster than both the
ground-state precession frequency ωg and spin dephasing noise 1/T ∗

2 . Here ωg ≪ Γ is
necessary since both outer transitions in Fig. 6.1a need to be spectrally close for emitting
the polarization encoded photons (|R⟩ and |L⟩) of the same frequency. Moreover, the spin
must remain coherent with sufficiently long T ∗

2 during photon emissions and Hadamard
gates. While a higher Purcell factor from an improved nanostructure design [147] could
enhance the emission rate and push for a fewer more photons, the fundamental issue with
low T ∗

2 cannot seem to be circumvented without active spin control, i.e., implementing
nuclear spin cooling3 [97] or spin-echo sequences [87], thus questioning the scalability of
this approach.

6.1.2 Time-bin Protocol

An alternative approach which might be scalable in the long run is the time-bin protocol,
which is first proposed and attempted in Ref. [148], followed by a detailed theoretical
analysis in Ref. [149], and is experimentally demonstrated [18].

As its name suggests, the protocol uses the emission time of photons, i.e., time-bin,
to define a photonic qubit. A photon emitted at an earlier (later) time corresponds to
the logical 0 (1) of the qubit. This type of encoding is especially useful for long-distance
fiber transmission, since polarization drifts in the fiber do not affect the presence of a
photon in the time-bin4.

The time-bin protocol follows the level scheme depicted in Fig. 6.2a, where a large
in-plane magnetic field Bx is applied to realize a double Λ-system. To be consistent
with the rest of the chapter, we use an electron spin as the qubit. Here the electronic
ground states are defined as x-eigenbases5 (poles) but owing to selection rules the cross
transitions (i.e., |↑x⟩ ↔ |⇓x↓↑⟩) are allowed (Sec. 1.3). Ideally, for time-bin encoding all
emitted photons shall be generated with the same polarization and frequency6. This is

the output photons need to be collected with opposite polarizations. Off-resonant excitation followed by
spectral filtering is thus a better solution.

2Roughly estimated to be 20% [145].
3It is uncertain whether nuclear cooling or even optical spin control can be implemented at low

Bx ≈ 40 mT for the level scheme in Lindner-Rudolph protocol.
4Rather, information is encoded in the emission time of the photons as well as a relative phase

between them, thus a phase-stable unbalanced interferometer (Sec. 3.3.2) is required for detection.
5In this dressed state picture, there is no apparent precession between the two x-eigenstates around

Bx, thus passive spin control using free precession is not possible.
6This is to ensure indistinguishability between photons emitted at different time-bins.
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Figure 6.2: Time-bin entanglement protocol between n photons and an elec-
tron spin. (a) Level diagram of a negatively charged QD subject to a strong in-plane
magnetic field. The qubit is encoded in the x-eigenbases. (b) Protocol consisting of spin
preparation (orange), spin control pulses (magenta) and optical excitations (red). Each
round (inside the square bracket) knits one photon to the initial state. Running it n
times with R̂i = R̂y(π) (R̂i = R̂y(π/2)) manifests in an n-photon GHZ (linear cluster)
state entangled with the spin.

achieved by driving the QD repeatedly through a strong cycling transition (i.e, |↓x⟩ ↔
|⇓x↓↑⟩7) with the same preferential decay channel |⇓x↓↑⟩ → |↓x⟩. As already introduced in
Sec. 3.4.1, this can be engineered by embedding the QD at the center of a photonic-crystal
waveguide, thereby suppressing (enhancing) the cross (outer) transitions. Additionally, a
large Zeeman splitting between the spin ground states allows coherent active spin control
for realizing π-rotation and Hadamard gates (Sec. 3.5).

The ideal protocol begins by initializing the electron in |↑x⟩ accompanied by a Hadamard
gate R̂y(π/2) to project it into a superposition state |ψ⟩ = (|↑x⟩ + |↓x⟩)/

√
2. What fol-

lows is a series of optical π-pulses (denoted by photon creation operator A†
in

for i ∈ {e, l}
time-bin and n-th photon) and a spin π-rotation R̂y(π):

|ψ⟩ =
|↑x⟩+ |↓x⟩√

2

A†
e1−−→ |∅⟩|↑x⟩+ |e1⟩|↓x⟩√

2
R̂y(π)−−→ |∅⟩|↓x⟩ − |e1⟩|↑x⟩√

2
A†

l1−−→ |l1⟩|↓x⟩ − |e1⟩|↑x⟩√
2

, (6.1)

which is a Bell state between the time-bin encoded photons and the QD spin. It is
straightforward to show that applying another spin π-rotation pulse R̂i = R̂y(π) followed

by another round of A†
e2

- R̂y(π) - A†
l2

winds up in a GHZ state between 2 photons and

the electron spin. Similarly, a linear cluster state can be generated taking R̂i = R̂y(π/2).
It is vital to emphasize that aside from being resistant to polarization drifts, the

time-bin protocol in Fig. 6.2b applies a built-in Hahn-echo sequence with total echo delay
2τdelay when measuring the spin in the equatorial bases. At higher number of photons,
with addition of more π-rotation pulses this becomes a Carr-Purcell dynamical decoupling
sequence [150]. The entanglement fidelity is therefore insensitive to slow nuclear T ∗

2 noises

7Note that this is true for the ideal case. In reality, this is not what we observed since the waveguide
is oriented 90◦ relative to the QD crystallographic axis, as we explain further in Sec. 6.9.
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that are filtered out by the echo. Furthermore, nuclear spin cooling techniques can be
applied before the entanglement protocol to prolong T ∗

2 .
However, as Ref. [18] showed, the entanglement fidelity remains sensitive to the fidelity

of spin control. A 67% fidelity of spin-photon Bell state using a hole spin has been
measured, where a majority of the Bell-state infidelity (22.8%) is attributed to photo-
induced incoherent spin-flip errors present during spin control. The 3-qubit GHZ state
generation has also been attempted, but with 42.3% fidelity, just 7.7% shy of the classical
threshold.

To overcome this limitation, for this work we pivot to electron spins. Notably, there are
several potential benefits: First, the in-plane g-factor of electrons (ge,x ≈ 0.34−0.3898) is
reported to be slightly higher than holes (gh,x ≈ 0.26−0.298) in a similar sample, meaning
that the ground-state splitting is 7 GHz larger when subject to the same magnetic field
(at Bx = 4 T), leading to reduced cross-excitation error as a result of the spectrally
broad excitation laser. Second, the electron T ∗

2 can be lengthened to orders of magnitude
longer by nuclear spin cooling. A narrower Overhauser field noise spectrum σOH =

√
2/T ∗

2

means the spin noises are more easily filtered out by the echo. Third, the rotation fidelity
using hole spins has been limited to Fπ = 87 − 91%9 [125, 18] (see also Sec. 3.5), while
for the electron spin Fπ = 98.8% is reported [125]. Bringing Fπ to above the 99% mark
would eminently boost both spin-echo visibility and spin readout fidelity. Finally, in an
n-type device, an electron spin can be deterministically injected into the QD (Sec. 1.2.2),
as opposed to the hole spin which might require an additional off-resonant laser10.

For further improvements, an in-plane magnetic field larger than 2 T seems helpful
in not only widening the ground-state splitting but also improving the spin coherence
time T2 [151], as the Zeeman interaction dominates over the quadrupolar fields. For
higher entanglement rates, layers of distributed Bragg reflectors (DBR) can be grown
underneath the wafer heterostructure to increase the overall collection efficiency. There
are a few more modifications to the existing optical and spin control setups in this regard,
all of which will be covered in the next section.

8See Table 4.1 of Ref. [52].
9It remains unclear whether this limit is fundamental to the hole spins.

10With the off-resonant laser, the hole initialization efficiency is 75% [52]. However, the laser also
causes spin decoherence lessening the echo visibility by 12% as reported in Sec. 3.5.3.
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6.2 Experimental Setup

Starting from this section, we examine a series of refinements to the wafer heterostructure,
the optical spectroscopic and spin control setups.

6.2.1 Wafer Composition

The fabrication steps of the QD wafer have been documented extensively in the sup-
plementary material of Ref. [35]. Here we highlight a few notable differences in the
next-generation device.

Figure 6.3: Wafer composition of the p-i-n diode. The GaAs membrane is designed
to be around 180 nm-thick to support the single waveguide mode [36]. A layer of self-
assembled InAs QDs is located at the center of the membrane for maximal coupling to
the optical field. Two stacks of DBR layers are grown to increase the brightness of the
QD by reflecting downward-scattered field. A 0.3 nm AlAs layer prevents occupation
of the electron wetting layer states [152]. Applying a bias voltage V across the diode
deterministically charges the QD with an electron.

Fig. 6.3 outlines the heterostructure of the p-i-n diode used for this work. A 174 nm-
thin GaAs membrane spanning from the hole-rich p-doped to the electron-rich n-doped
layers is grown on top of the Al0.3Ga0.7As sacrificial layer. The sacrificial layer is removed
using hydrofluoric acid at later stages of fabrication to create suspended nanophotonic
waveguides. Underneath this layer is an addition of two stacks of distributed Bragg
reflectors (DBR), which can boost the reflection of downward-scattered light by 60% [35].
This is different than the DBR-absent wafer used in Fig. 1.2 and Chapter 3, and is shown
to increase the grating coupler efficiency by 20% (from 60% to 80%) [35].
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6.2.2 Optical and Spin Control Setup

6.2.2.1 Voigt Mount

Figure 6.4: New imaging objective with Voigt mount. The input beam is reflected
by an angled mirror and focused on the sample which is mounted sideways, such that a
higher in-plane magnetic field up to 5 T can be applied. The Voigt mount is attached on
top of three piezo-stages for positioning. The photonic-crystal waveguide (PCW) device
investigated in this chapter has a lattice constant a = 246 and hole radius R = 70 in the
slow light region.

As discussed in Sec. 6.1.2, one potential improvement to the spin coherence time is
to adopt a higher magnetic field at 4− 5 T. However, the maximum horizontal magnetic
field exerted by the superconducting vector magnet in the cryostat is limited to 3 T,
while the vertical magnetic field could reach up to 5 T. This motivates the design of a
new sample holder11 of which we called the “Voigt mount”, where the sample PCB can
be mounted on the L-shaped holder (Fig. 6.4), allowing the higher vertical magnetic field
to be utilized as the “in-plane” magnetic field relative to the QD growth axis (z-axis
defined in Fig. 6.4).

A 45◦ angled silver mirror is used to deflect the downward laser beam horizontally.
The deflected beam is then focused by an objective lens which has a working distance
of 1.61 mm and numerical aperture (NA) of 0.68. It is important to note that the lens
is aspheric thus it is not corrected for chromatic aberration12. The total loss of the new

11This is the cheaper option than replacing the magnet in the cryostat.
12One should expect that when switching the frequency of the probe laser, the focus changes. Ev-

idently, the laser spot for an above-band laser could appear wildly out of place on the camera due to
chromatic aberration.
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imaging objective is estimated to be 4% including 3% loss from the silver mirror and
0.3% loss due to the objective lens. For optical experiments, the sample chip is cooled to
4.2 K inside a closed-cycle cryostat to suppress phonon scattering.

6.2.2.2 D-shaped Mirror

Another area of improvement for higher excitation and collection efficiencies is the re-
placement of a 50:50 beamsplitter (BS) that directs light in and out of the cryostat.
Figure 6.5 compares the previous (a) and new (b) optical breadboard setups. In the pre-
vious design, the 50:50 BS (enlarged in Fig 6.5a for illustrative purposes) splits both the
excitation and signal light by half, which halves not only the QD collection efficiency but
also the available excitation power for spin control13. This is improved by replacing the
BS with a D-shaped mirror14, whereby exploiting the 70 µm spatial separation between
the QD position and the collection grating coupler, both the excitation and collection
efficiencies are enhanced by twofold.

Figure 6.5: New optical setup with a D-shaped mirror. (a) Original design where
both the excitation and fluorescence are halved by the 50:50 BS (enlarged). (b) The
50:50 BS replaced by a D-shaped mirror.

13There was always a shortage of rotation laser power due to the 4.5 dB EOM insertion loss, limiting
the maximum spin Rabi frequency.

14This specific type of mirror helps separate closely spaced optical beams, as the reflective coating
extends to the straight edge of the mirror.
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6.2.2.3 Electron Spin Control Setup

In Chapter 3 and Ref. [18], microwave pulses required for optical hole spin control is
generated by a “Poor man’s” setup15 consisting of a microwave source, a splitter, a phase
shifter and two microwave switches toggled by a custom-made field-programmable gate
array (Cyclone V FPGA from Intel). For this setup, the minimum separation between
pulses is 8 ns [52] due to non-ideal switches, making composite pulses impossible to
apply. Furthermore, it allows only a change in the relative phase between pulses in the
same sequence but not with different rotational axes. This means more sophisticated
dynamical decoupling schemes like Carr-Purcell-Meiboom-Gill (CPMG) sequence which
requires multi-axis spin rotations cannot be implemented without further modifications
to the setup.

Figure 6.6: Electron spin control setup. A continuous-wave laser (Toptica CTL)
passes through a single-pass AOM setup for slow power stabilization and wavelength
locking, which is then modulated by a fiber-coupled EOM before be directed into the
cryostat. The microwave pulses fed into the EOM are generated by an AWG mixed with
another microwave source.

Fortunately, these issues are resolved by adopting an arbitrary waveform generator
(Active Technologies AWG5064). Since it has a maximum 6 GHz output microwave
frequency, the AWG ouput signal of carrier frequency ωc must be mixed with another
microwave source (local oscillator in Fig. 6.6a) of frequency ωLO using a frequency mixer

15Please refer to Figure 6.4 in Ref. [52].
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(Mini-Circuits ZX05-153LH-S+) to match the tens of GHz Zeeman ground-state splitting
of the electron spin. The higher-frequency band ωc + ωLO is transmitted through a high-
pass filter (Mini-Circuits ZVBP-10R5G-S+) and amplified (ixBlue DR-PL-20-MO at 15
dBm) to drive a fiber-coupled EOM (ixBlue NIR-MX800-LN-10).

The EOM then modulates the rotation laser to generate two sidebands for driving
the two-photon Raman transition as illustrated in Fig. 3.18b. In the current work, ωc =
2.3 GHz and ωLO = 8.55 GHz are set to drive an electron Zeeman ground-state splitting
of 2(ωc + ωLO) = 21.7 GHz at 4 T. The factor of 2 stems from frequency difference
between two sidebands. To compensate for optical loss through the EOM, we modify
the original double-pass AOM setup (Fig. 3.6b) to a single-pass configuration (Fig. 6.6b),
which improves the maximum optical power available for spin control by 20%.

A clock signal of 72.63 MHz generated by a picosecond Ti:Sapphire laser (Coherent
MIRA 900 P) is first divided into two signals via a BNC T-splitter to synchronize with the
FPGA and AWG respectively. This enables synchronization between the MIRA optical
pulses, spin readout and control pulses in the entanglement pulse sequence.
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6.3 Electron Spin Spectroscopy

Due to a multitude of reasons listed in Sec. 6.1.2, it is favourable to opt for electron as
the QD spin qubit. In the following sections, we perform optical spectroscopy to search
for the QD negatively charged exciton state X− and characterize its optical properties
as well as optical cyclicity under an external in-plane magnetic field.

6.3.1 Quantum Dot Search

Figure 6.7: Frequency-dependent waveguide transmission. Scanning the frequency
of a probe laser coupled to the waveguide exposes transmission dips corresponding to
resonant frequencies of QDs. This scan is performed on the PCW in Fig. 6.4 at 1.34 V
with Bx = 0 T. The waveguide cut-off frequency (band-edge) is 315.65 THz. Off-resonant
voltage is 1 V. Arrow points to a potential X− candidate.

QD search typically begins with a coarse waveguide transmission measurement at
a chosen bias voltage to identify the waveguide band-edge [119, 52], see Fig. 6.7 for
example. A good rule of thumb is to search for large transmission dips that are spectrally
close (blue-detuned by ∼ 1 THz) to the band-edge. Large transmission dips arise from the
destructive interference between the scattered field from a well-coupled QD and the probe
field, which could signify a high waveguide-coupling efficiency β as well as a low spectral
diffusion rate. A large β does not necessarily guarantee a high optical cyclicity16 [52], but
is nevertheless essential to the light-matter interaction and overall collection efficiency.
QDs spectrally close to the band-edge benefit from Purcell enhancement as the group
velocity of the guided light approaches zero (slow light regime, Sec. 1.4).

Once such a QD is found, an external in-plane magnetic field of Bx = 4 T is applied to
zeeman-split any charged state to reveal multiple transmission dips in a finer frequency
scan. Ideally two transmission dips are expected since the probe laser coupled to the
waveguide through the grating couplers is either Y- or X-polarized, corresponding to
either the two outermost vertical or inner diagonal transitions17. In practice, however,

16Since β = β∥ + β⊥ includes the coupling efficiency of both Y- and X-polarized light, while optical
cyclicity is given by their ratios C ≈ β∥/β⊥. For QDs located spatially close to the air holes, β⊥ (β∥) is
high (low), leading to small cyclicity but decent β. Note that we take β∥ = βx and β⊥ = βy following
the orientation in Fig. 1.7.

17For a QD located at the center of a photonic-crystal waveguide with the waveguide Y -axis aligned
with its Y-dipole [11̄0] (X-dipole [110]), we expect to observe two transmission dips in the outermost
(inner) transitions.
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this is tricky to observe since these dips are only visible at the co-tunneling voltages in
which the spin state can be repopulated and continuously driven.
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∆h/2π = 12.4 GHz

∆e/2π = 21.7 GHz
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Figure 6.8: X− spectroscopy at Bx = 4 T. (a) Frequency and voltage scans revealing
the X− plateau maps. Measured with APD. Central frequency is 316.2825 THz. (b)
Energy levels of X−. (c) Fluorescence from the X-polarized transitions at the spin-
pumping voltage 1.31 V. Dashed curves are deconvoluted Voigt lineshapes obtained from
the fit (black solid line). (d) Fluorescence from X2 at different probe powers and bias
voltages. Only a small amount < 2 mV of resonance shift is observed at 70 µW.

Figure 6.8a shows a fine resonant transmission scan over the probe detuning and
bias voltages, which unveils two spectral lines marking two optical transitions of X−. A
follow-up two-color spin pumping measurement indicates that they are X-polarized. The
middle section of both lines appear to be cut off, since the band structure of the diode
is tilted at these voltages such that electron co-tunneling is suppressed [42]. This regime
of voltages is referred to as the spin pumping region, and has the voltage needed for the
entanglement experiment since the electron spin is shielded against tunneling processes
which hinders its T1 time.

From this point onward, we perform two-color spin pumping experiments by exciting
the X− state on top using two continuous-wave lasers. Exciting on top means the polar-
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ization of the probe lasers is not restricted to the grating polarization. Two orthogonally-
polarized lasers can then be used to drive Λ-level systems, unfolding all four optical
transitions thanks to electron ∆e and hole ∆h Zeeman splittings (Fig. 6.8b). Note that
Fig. 6.8b is the level scheme of X− expressed in the spin x-eigenbases under the in-plane
magnetic field Bx, here for brevity in the rest of the chapter we omitted the subscript.

Figure 6.8c shows the resonance fluorescence spectra of the inner diagonal transitions
of X− by two-color spin pumping at 1.31 V (corresponds to the spin-pumping voltage
denoted in Fig. 6.8a). Fitting the spectra with two Voigt lineshapes with a lifetime of
the X2 transition τ0 ≈ 235 ps (estimated in Sec. 6.3.2) yields a 2.1 GHz FWHM with an
inhomogeneous broadening of σe/2π = (532± 91) MHz for the X2 transition.

Additionally, we record the resonance fluorescence spectra of X− at Bx = 0 T at
different excitation powers of a continuous-wave probe laser. Here a slight shift in QD
resonance (< 2 mV) is observed at 12 times of the excitation power, indicating power
tuning is less of an issue compared to the previous sample18. This measurement is carried
out at zero magnetic field to minimize spin dragging effect19.

6.3.2 Optical Cyclicity

In this section, we follow the approach in Ref. [20] to extract the optical cyclicity of X−.
The idea is to first measure both its radiative lifetime τo = 1/Γ as well as the radiative
decay rate γY of vertical transitions. From here, the cyclicity C ≡ γX/γY = (Γ− γY )/γY
can be estimated.

The radiative lifetime of X− is measured using p-shell excitation by the MIRA pulsed
laser. A resonant peak of X− at Bx = 0 T is first marked on a spectrometer using a
continuous-wave narrowband laser. With the narrowband laser turned off, the MIRA
laser is used to scan around ≈ 20 nm blue-detuned from the resonance to recover the
peak. The signal is then maximized with optical alignment. The time-resolved signal
can then be measured with APDs20 (Fig. 6.9). Fitting the fluorescence decay with the
formula I(t) = I0e

−t/τo +Ioffset gives τo = (235.1±0.7) ps, indicating a waveguide-induced
Purcell enhancement of 4.2 compared to τ ≈ 1 ns in bulk.

Figure 6.9: Time-resolved fluorescence decay of X− using a picosecond laser.
The trion lifetime is extracted by fitting the decay with a single exponential. Measured
by exciting the QD p-shell at 1.331 V with Bx = 0 T and APD.

18See Fig. 5.5 in Ref. [52].
19See Fig. S2 in Ref. [153], for instance.
20Ideally with SNSPDs which have a lower timing jitter 260− 290 ps (APD: 350 ps) [52].
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To extract the radiative decay rate γY , we perform a power-dependent two-color spin-
pumping measurement, where the optical spin pumping rate γosp depends on γY and the
driving Rabi frequency Ωp [20]:

γosp = γY

∫ ∞

−∞

Ω2
p

2Ω2
p + Γ2 + 4δ2e

N(δe, σe)dδe. (6.2)

Figure 6.10a shows the histogram of the measurement sequence, which begins by optically
pumping Y2 transition (light blue region) to prepare the state |↑⟩. A 400 ns probe pulse
(yellow region) is then applied to drive the X2 transition of optical Rabi frequency Ωp =

Γ
√
P/Psat controlled by the laser power P and saturation power Psat. At each power, γosp

is extracted by performing a single exponential fit to the fluorescence decay during the
probe (black solid line in Fig. 6.10a). Henceforth a list of fitted values of γosp is obtained,
which is then fitted using Eq. (6.2) to eventually extract γY , with free variable Psat and
fixed σe/2π = (532 ± 91) MHz (estimated in Sec. 6.3.1). Γ = 1/τo = (4.25 ± 0.01) ns−1

is the total trion decay rate inferred from its lifetime.

Probe

γosp

Pump

a b

Ωp

Figure 6.10: Two-color spin-pumping measurements to extract γY . (a) Time-
resolved histogram of the pulse sequence. The electron is optically pumped to |↑⟩ (light
blue region) and probed with a 400 ns pulse (yellow) at 6.5 µW. γosp is estimated by
fitting the decay during the probe pulse. (b) Extracted γosp at different probe powers.
Fitting with Eq. (6.2) yields the radiative decay rate γY .

From the fit in Fig. 6.10b we estimated γY = (0.114± 0.009) ns−1 yielding an optical
cyclicity of

C =
Γ− γY
γY

= 36.3± 2.9, (6.3)

which is 2.5 times larger than that of the previous QD reported in Chapter 3. The current
QD is likely located in close proximity to the photonic-crystal waveguide center where
γY is strongly inhibited [20], while the waveguide mode is aligned with the X-dipole [110]
due to the waveguide being 90◦-rotated with respect to Fig. 1.7.



139 6.4. Electron Spin Control

6.4 Electron Spin Control

Coherent control of the electron spin ground states is implemented optically via two-
photon Raman transitions using the same approach introduced in Sec. 3.5. The only
difference is in the control pulse sequence where two additional pulses are included to
“cool” the nuclear spin ensembles [97] in the vicinity of the electron spin in order to
extend its spin dephasing time T ∗

2 . In this section, we demonstrate coherent optical spin
control with the inclusion of nuclear spin cooling techniques.

6.4.1 Spin Rabi Oscillations
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Figure 6.11: Electron spin Rabi oscllations. (a) Energy levels of X− under the Voigt
magnetic field with nuclear cooling. A 1.2 µs pulse drives |↓⟩ → |⇓↓↑⟩ with optical spin
pumping rate of Γp into |↑⟩. When applied together with a 1.1 µs rotation pulse Ωp, the
nuclear spins gradually flip and converge to a steady-state, narrowing the Overhauser field
fluctuations σOH. (b) After nuclear cooling, A spin control pulse of varying duration Tr
is applied to exhibit coherent Rabi oscillations between the electron ground states, with
π-fidelity of Fπ = 98.1% at Tr ≈ 4 ns. Curves are explained in the text.

Fig 6.11a shows the level diagram of the QD electron spin under Bx = 4 T. To
observe Rabi flops of the electron ground states, a 1.2 µs long pulse is first applied to
resonantly drive the lowest energy transition Y1. This pulse has two particular uses: First,
it initializes the electron state in |↑⟩ via optical spin pumping. Second, when it is applied
simultaneously with another 1.1 µs rotation pulse of spin Rabi frequency Ωp

21 (“Cooling

21In practice Ωp ̸= Ωr could be different and are individually optimized. The cooling pump is 100 ns
longer than the drive to prepare |↑⟩.
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Drive” in Fig. 6.11a), the nuclear spins are dragged towards the steady state Iz due to
stimulated Raman scattering [97], thus narrowing the nuclear noise spectrum. Once the
electron spin is prepared, a rotation pulse of duration Tr is applied to coherently transfer
its population to |↓⟩ with spin Rabi frequency Ωr. The rotation laser is 650 GHz red-
detuned from the readout transition X1: |↓⟩ ↔ |⇑↓↑⟩, while its polarization is optimized
to be circular by maximizing X− fluorescence under the Faraday magnetic field Bz.

As the X-polarized transitions are now spin-cycling (Sec. 6.3.2), the |↓⟩ population
is probed by driving the X1 transition via a 200 ns pumping pulse (orange). Here two
narrowband 3 GHz FWHM etalon filters are used to detect photons emitted from the
cycling transition. The fluorescence signal gated on first 50 ns of the readout pulse at
different values of Tr is recorded in Fig. 6.11b.

The π-rotation fidelity is extracted similarly by numerically fitting the data using
Eq. (3.25) with γr = 0, as discussed in Sec. 3.5. For the fit we take σOH =

√
2/T ∗

2 ≈
2π × 7 MHz for T ∗

2 = 33 ns. The recorded Rabi oscillations are tightly bounded by the
decay envelopes 1

2
(1± e−3κTr/2) (dashed lines) suggesting that Ωr ≫ 1/T ∗

2
22 and κ is the

prevalent damping mechanism. In this limit, the rotation fidelity is described by

Fπ =
1

2
(1 + e−

3κTπ
2 ), (6.4)

with Tπ = π/Ωr as the duration of the π-pulse. From the numerical fit, we extracted
Fπ = (0.981± 0.006) with κ = (0.005± 0.0007) ns−1 23. Apart from the rotation fidelity,
another useful metric that benchmarks the efficacy of spin control is the quality factor
Q ≡ T1/e/Tπ

24 [125] which signifies the total number of π pulses the spin system can be
driven before the damped spin coherence reaches 1/e of its original value, and T1/e ≡
2/(3κ) is the time constant for the exponential term in Eq. (6.4) to decay by a factor of
1/e. Eq. (6.4) can then be rewritten as

Fπ =
1

2
(1 + e−

1
Q ), (6.5)

which recovers the definition in Ref. [125]. From the fitted decay envelope, we extracted
Q ≈ 31.8 ± 0.325. A second approach is to theoretically estimate Fπ given κ using
Eq. (4.32) derived in Sec. 4.3.5 with γr = 0 and T ∗

2 = 33.3 ns. This predicts Fπ =
(0.9865±0.0015) which is again consistent with the experimentally estimated value. The
demonstrated values for Fπ and Q are comparable to those obtained for electron spins
in Ref. [125] at a similar spin Rabi frequency with a bulk sample, which suggests that
embedding the QD in a nanophotonic waveguide might not influence the power-dependent
spin-flip rate κ. Instead, this could indicate the spin-flip mechanism is associated with
optical control on the wafer heterostructure (See Appendix C for a possible origin of the
spin-flip process).

6.4.2 Ramsey Interferometry

When numerically fitting the Rabi oscillations, an inhomogeneous spin dephasing time
of T ∗

2 = 33 ns was adopted for Gaussian averaging of the Overhauser field fluctuations.
22This condition implies the rotation axis n̂ is not tilted away from ŷ.
23This corresponds to a laser-induced T1 time of 200 ns.
24Note that the definition for Tπ we used here is different from Refs. [125, 154] as a different fitting

formula a cos(2πΩrt)e
−t/T1/e for Rabi oscillations was used.

25As a comparison, Q = 7.1± 0.5 for the hole spin investigated in Sec. 3.5, when the readout gating
is delayed by 50 ns.
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This parameter is experimentally measured by performing Ramsey interferometry, which
is investigated in this section.

The general idea of a Ramsey sequence is to project the electron spin on a superpo-
sition state under an external magnetic field and observe how its coherence decays over
time. The pulse sequence reads as: π/2 - τ - π/2 where τ is the time allowed for the
spin to precess. The π/2-pulses shuffle the spin between the superposition states and the
poles. The time taken for the spin coherence to fall to 1/e of its original value is defined
as the spin dephasing time T ∗

2 , which originates from slow noises in the effective magnetic
field exerted by nearby nuclear spins (Overhauser field).

Using the formalism of the two-photon Raman scheme (Sec. 3.5), the unitary trans-
formation of the Ramsey pulse sequence under a two-photon detuning ∆MW is mathe-
matically expressed by

ÛRamsey = R̂y(
π

2
,∆MW)T̂ (τ,∆MW)R̂y(

π

2
,∆MW). (6.6)

Here R̂y(
π
2
,∆MW) performs a π/2 rotation on the spin around an axis n̂ which is slightly

tilted by ∆MW. Its matrix form is derived from Eq. (3.21) [52]:

R̂y(θ,∆MW) = e−iTrĤs = cos(θ)Î − i sin(θ)
Ωrσ̂y −∆MWσ̂z√

Ω2
r + ∆2

MW

;

n̂ =
Ωr√

Ω2
r + ∆2

MW

ŷ − ∆MW√
Ω2

r + ∆2
MW

ẑ, (6.7)

for θ ≡ 1
2
Tr
√

Ω2
r + ∆2

MW = 1
2
TrΩ̃r is the pulse area driven by a Tr long square pulse with

an effective spin Rabi frequency Ω̃r.
After applying the first R̂y(

π
2
,∆MW) pulse on an electron spin initialized in |↑⟩, it is

allowed to precess around the −∆MWẑ axis (with Ωr = 0 in Eq. (6.7)) described by the
time-evolution operator T̂ (τ,∆MW) ≡ exp

(
1
2
i∆MWτ σ̂z

)
. For an initial state ρo = |↑⟩⟨↑|,

the population in |↓⟩ can be approximated by

ρ|↓⟩⟨↓| = |⟨↓|ÛRamsey ρo Û †
Ramsey|↓⟩|2 =

1

2

[
1 + cos(τ∆MW)

]
. (6.8)

In deriving Eq. (6.8) we assume ∆MW = 0 during the rotational pulses which holds in
the limit of Ωr ≫ |∆MW|26.

When the bi-chromatic laser is on resonance with the two-photon transition, the only
contribution to the laser detuning is the parallel component of the Overhauser noise
(i.e., ∆MW = ∆

∥
OH) resulting from non-zero nuclear quadrupolar fields [151]. Therefore,

Eq. (6.8) is averaged over a Gaussian Overhauser distribution N(0, σOH) as previously
discussed, resulting in a Gaussian decay: ρ|↓⟩⟨↓| = 1

2
(1 + e−(τ/T ∗

2 )
2
) wherein the spin

dephasing time is inferred from T ∗
2 ≡
√

2/σOH. At τ = 0, the Ramsey sequence drives an
effective π-rotation thus ρ|↓⟩⟨↓| = 1 as expected.

However, when driven off-resonantly with a fixed laser detuning of ∆0, Eq. (6.6)

becomes R̂y(
π
2
, 0)T̂ (τ,∆0 + ∆

∥
OH)R̂y(

π
2
, 0), assuming |∆MW| = |∆0 + ∆OH| ≪ Ωr during

the rotation pulses. The average |↓⟩ population is then

ρ|↓⟩⟨↓| =
1

2

[
1 + cos(∆0τ)e−(τ/T ∗

2 )
2]
, (6.9)

26Intuitively this means the axis of spin rotation n̂ is only slightly perturbed in ẑ and is mostly aligned
with ŷ.
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Figure 6.12: Detuned Ramsey sequence to measure T ∗
2 . (a) Pulse sequence. The

electron spin initialized in |↑⟩ with cooling (pump and drive in Fig. 6.11a) is optically

driven by two π/2-pulses that are off-resonant by ∆MW = ∆0 + ∆
∥
OH where ∆

∥
OH is the

drift in electron spin resonance owing to nuclear Overhauser fields. The off-axis π/2
rotation on the electron spin causes its precession on the equator with frequency ∆MW

during time τ . (b) Measured counts from reading out |↓⟩ as a function of pulse delay
τ . Detuning in the two-photon drive ∆0 leads to fast oscillation in the |↓⟩ population

whereas ∆
∥
OH results in a slow Gaussian decay in the spin coherence.

which oscillates with frequency ∆0 bounded by the T ∗
2 decay envelope27.

Figure 6.12a depicts the experimental pulse sequence for the off-resonant Ramsey
experiment. The electron spin is initially prepared in |↓⟩ and projected to the equatorial
state. The microwave frequency which modulates the optical rotation pulses is set to
be detuned from resonance by 100 MHz. Together with random drifts ∆

∥
OH from the

Overhauser fields, this results in a total two-photon detuning of ∆MW which tilts the spin
rotational axis n̂. Before applying the π/2 control pulses, the electron spin is cooled and
prepared in the |↑⟩ similar to the Rabi-flop measurement (Sec. 6.4). The cooling drive
Ωp is resonant to the two-photon transition such that the spin cooling becomes effective.

By sweeping the delay τ between two π/2 pulses, we observe damped oscillations as
anticipated in Eq. (6.9). Fitting the data with the formula A cos(2π∆0τ)e−(τ/T ∗

2 )
2
+B, we

extracted T ∗
2 = (33.3±2.7) ns and ∆0/2π = (187±0.9) MHz. The small deviation between

∆0 and the two-photon detuning due to the modulation frequency ∆RF
0 = 2 × 100 MHz

could be ascribed to nuclear spin feedback effects [154], which by altering the Overhauser
fields the electron precession frequency is changed.

6.4.3 Hahn-echo Visibility

As established in Sec. 3.5.3, the Hahn-echo visibility more or less constrains the maximum
fidelity measured in the equatorial basis. In this section, we measure and optimize echo
visibilities for the n = 1- and 2-photon entanglement protocols. In general, the number
of π-pulses in an n-photon GHZ state generation protocol is 2n− 1.

27The two-photon Raman scheme operates in the rotating frame of the drive. At zero detuning ∆0 = 0
there is no Larmor precession since the drive coincides with the rotating frame of the precessing electron.
With non-zero detuning ∆0 ̸= 0, the drive rotates at a different frequency than the electron, thus the
electron state appears to oscillate with ∆0 [154].



143 6.4. Electron Spin Control

Figure 6.13 measures the spin-echo visibility for n = 1- and n = 2-photon protocols at
the pulse delay τ = 29 ns28. To optimize the microwave waveform peak-to-peak voltage
Vpp, we run a Hahn-echo sequence where the last π/2 pulse is in phase with the previous
two pulses (Fig. 6.13a), thus in the ideal case the sequence should drive an effective 2π
rotation on the spin state initialized in |↑⟩. The optimal Vpp is therefore the voltage
required to minimize readout counts from |↓⟩.

a

τ

π

2π

τ = 29 ns

τ = 29 ns

3π

Vpp ϕr

τ τ τ
ϕr

b c

V
(1)
s = 81.5% V

(2)
s = 72.0%

Time Time

Figure 6.13: Spin-Echo at fixed delay τ = 29 ns. (a) Increasing the peak-to-peak volt-
age of the microwave waveform for the rotatioanl pulses changes the total pulse area of the
echo sequence, revealing Rabi-like oscillations. All pulses are in-phase thus the optimal
Vpp corresponds to the voltage for a 2π rotation. (b) Hahn-echo visibility measurement
by varying the relative phase ϕr of the last π/2 pulse for n = 1-photon entanglement
protocol. Data fitted using A sin2(Bϕr + ϕ0) + C with free parameters A,B,C and ϕ0.
(c) Visibility measurement for n = 2 in which two additional π-pulses are included.

With set values for Vpp and τ , we perform the same echo sequence but vary the
relative phase of the last π/2 pulse ϕr

29 to project the equatorial spin state into either
the optically dark state |↑⟩ (with ϕr = 2nπ corresponding to an effective 2nπ-rotation
for n ∈ Z) or bright state |↓⟩ (with ϕr = (2n − 1)π for an effective (2n − 1)π-rotation).

From fitting the data in Figs. 6.13b-c we find high echo visibilities of V
(1)
s = (81.5±1.5)%

and V
(2)
s = (72.0 ± 1.6)% for the 1-photon and 2-photon experiments, respectively. In

particular, V
(1)
s is comparable to the value obtained in Ref. [151] at the same magnetic

field (4 T in Voigt geometry) and echo delay (τecho = 2τ ≈ 58 ns).

Theoretically, the maximum attainable visibility V
(n)
s,max for a spin-echo with (2n− 1)

middle π-pulses can be inferred from the spin Rabi oscillations alone, as the echo sequence
can be thought of as splitting the singular pulse in a Rabi-flop measurement into three
pulses which are distant in equal time intervals. The visibility of the Rabi-flop curve is
an upper bound for Vs since errors from imperfect pulse shaping and finite homogeneous

28The choice of this particular value for τ will be shortly discussed in the next figure.
29The azimuthal angle of the π/2 pulse is ϕs = ϕr +

π
2 where ϕr is defined as the relative phase shift

from previous rotational pulses, with π/2 the azimuthal angle for previous rotations along the +y axis,
see Eq. (3.21).
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dephasing time T2 have little impact on the Rabi oscillations. For instance, as V
(1)
s

measures the contrast in readout counts of |↓⟩ between driving an effective π- and 2π-

pulses, an upper bound V
(1)
s,max is found to be

V (1)
s,max =

ρ|↓⟩⟨↓|(Tπ)− ρ|↓⟩⟨↓|(T2π)

ρ|↓⟩⟨↓|(Tπ) + ρ|↓⟩⟨↓|(T2π)
=

e
−1
Q + e

−2
Q

2 + e
−1
Q − e−2

Q

= 94.2%, (6.10)

where the readout counts from driving pulses of durations Tπ and T2π are expressed by
the Rabi decay envelopes, as in Eq. (6.4):

ρ|↓⟩⟨↓|(Tπ) =
1

2
(1 + e−

3κTπ
2 ) =

1

2
(1 + e−

1
Q );

ρ|↓⟩⟨↓|(T2π) =
1

2
(1− e− 3κT2π

2 ) =
1

2
(1− e− 2

Q ). (6.11)

Likewise, for n-photon GHZ state generation, an upper bound on the corresponding n-
photon echo visibility V

(n)
s,max can be expressed in terms of the Q-factor:

V (n)
s,max =

e
−(2n−1)

Q + e
−2n
Q

2 + e
−(2n−1)

Q − e−2n
Q

. (6.12)

Eq. (6.12) is useful in benchmarking the minimum bound on the spin coherence and
Q-factor required for scaling up the time-bin multi-photon entanglement approach.

The aberration between V
(1)
s,max and measured V

(1)
s might be attributed to pulse er-

rors30, limited bandwidth in the microwave setup to switch phase31, finite T2 from a
non-zero echo delay and detuning errors32 during spin control. The echo sequence in
the entanglement protocol is in principle a Carr-Purcell sequence where the rotational
pulses evolve around the same axis. As such, pulse errors gradually accumulate leading to
diminished spin rephasing. One feasible solution could be to implement the Carr-Purcell-
Meiboom-Gill version [155] of the echo by setting the axis of rotation on the middle π
pulses (i.e., to +x axis) to be orthogonal to those of the π/2 pulses (+y axis), which
“pins” the equatorial spin state in place since it is an x-eigenstate after the first π/2
pulse.

30In the supplementary material of Ref. [155] the authors also considered possibility of the miscali-
bration of π/2 pulses by fixing its duration to be exactly halved of the π pulse. This should in principle
be circumvented in our case as we optimized Vpp of the echo sequence based on the characterization in
Fig. 6.13a.

31See Sec. 4.8.2 of Ref. [154].
32See the last section in the Supplementary Material of Ref. [151].
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Figure 6.14: Echo visibility at different pulse delays.. (a) Increasing the echo delay

τecho = 2τ reveals a reproducible collapse and revival of the visibility V
(1)
s . Peak observed

at τecho ≈ 58 ns. (b) Visibility measurement at τecho = 400 ns by varying the readout
phase ϕr. A fit with the formula 0.375 = 0.82 e−(400/T2)a assuming the compression
factor [156] a = 133 gives a rough estimate of T2 ≈ 511 ns. The visibility recorded at
τecho ≈ 58 ns is lower than in Fig. 6.13 as the pulse settings are not optimized.

Now we justify the choice of a pulse delay τ = 29 ns for both echo sequences. This
is supported by a measurement of the echo visibility with a varied echo delay τecho = 2τ
(Fig. 6.14a), where a modulation of the echo amplitude at short delays is clearly visible.
Specifically, a revival of the echo signal occurs at τecho = 2τ ≈ 58 ns which is consistent
with previous measurements on electron spins at the same magnetic field [151]. This can
be attributed to the interplay of parallel Overhauser field noises between different nuclei
species [129, 154]. When τecho is tuned to multiples of the relative nuclear Larmor periods,
the accumulated phase induced between the electronic ground states averages out during
the echo [158, 159], leading to revival of spin coherence. Based on this observation, we
could maximize the echo visibility for n-photon entanglement protocols by selecting the
optimal τ 34, as demonstrated previously.

33Note that it is only true when the noise autocorrelation time is much shorter than T2 [157], but
does not hold for slow 1/f noise.

34While the effect of parallel Overhauser noises due to nuclear quadrupolar fields could be made
negligible by increasing the external magnetic field [151], this also washes out the visibility modulation,
which leads to a lower visibility at the same delay.
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6.5 Optical Pulsed Excitations

Single-photon emission from the QD is achieved by optically driving the cycling transition
|↓⟩ → |⇑↓↑⟩ with a picosecond pulsed laser. Due to the spectrally close X-polarized
transitions, we red-detune the laser by 2 GHz such that only the tail of the laser pulse can
weakly excite the undesired X1 transition (Fig. 6.15b). In contrast to the single-photon
scattering approach, here the FWHM duration of the laser excitation pulse (τMIRA =
29.6 ps) needs to be much shorter than the QD lifetime (τo = 235 ps, see Sec. 6.3.2), such
that there is a single excitation within the pulse. As the laser is now spectrally broad
σo = 2π × 6.33 GHz ≫ Γ = 2π × 0.677 GHz, the excitation process is inefficient35, thus
the system needs to be driven with a large optical Rabi frequency36 to reach population
inversion (i.e., an optical π pulse).
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π Rotation

Y1

Readout

∆MW

n̂

Ωr

30 ps pulse

Time

X2 X1 Y2

∆o/2π = 2 GHz

∆o
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σo

σo/2π = 14.9 GHz

Resonant
Off-Res

I↓/Ibg

Figure 6.15: Pulsed excitations of the QD. (a) Pulse sequence for nuclear spin cooling,
a spin π-rotation to prepare |↓⟩ and the excitation laser pulse. (b) Power spectrum of
the excitation laser relative to the QD optical transitions. For simplicity the linewidths
for all transitions are assumed identical, taken to be the transformed-limited linewidth
Γ/2π = 677 MHz. The laser is 2 GHz red-detuned from the main transition X2 (centered
at 316.2825 THz) to avoid driving X1. (c) Optical Rabi oscillation between |↓⟩ and |⇑↓↑⟩.
Laser extinction is given by the ratio between intensities of photons emitted on resonant
1.3155 V and off-resonant 0.4 V bias voltages. Dashed vertical line corresponds to the
laser power used in the g(2) and Hong-Ou-Mandel experiments.

Experimentally, the excitation pulses are produced using the same optical setup de-
scribed in Sec. 3.2 of Ref. [52]. The mode-locked Ti:Sapphire laser (Coherent MIRA 900
P) outputs 4 ps (FWHM in duration) pulses every TMIRA = 13.77 ns, which are then
reflected by a volume Bragg grating (VBG from OptiGrate). The VBG reflects different
frequency components of the input pulse with different time delays [160], thus broadening
the pulse to around τMIRA = 29.6 ps (FWHM bandwidth of 14.9 GHz). The stretched
pulses are directed through a double-pass AOM setup (Fig. 3.6b) to extract excitation
pulses that align in time with other pulses (i.e., cooling, spin control and readout) in the

35It is inefficient when compared to single-photon scattering, where the excitation pulse is narrowband,
and close to resonance of the QD, see Sec. 1.5.

36Also, in order to excite the QD on top of the planar structure, more optical power is required for
enough light to couple into the waveguide.
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measurement sequence. A fast photodiode is used to detect the unaltered MIRA pulses
of repetition frequency fMIRA = 72.63 MHz serving as the main clock for the FPGA and
AWG (Sec. 6.2.2.3).

Figure 6.15c presents power-dependent optical Rabi oscillations between the effective
two-level system |↓⟩ ↔ |⇑↓↑⟩, where the optical power for driving a π-pulse is extracted
by fitting the background-subtracted counts with the formula A sin2(BPin + ϕ0) for an
input power Pin

37 and free variables A, B and ϕ0. Dashed line corresponds to the power
used for pulsed excitations in the entanglement protocol, which is at around 10% of the
π-pulse power to suppress excitation of X1. Counts are recorded with SNSPDs and two
etalon filters. Excitation of Y1 is mitigated by running the pulse sequence in Fig. 6.15a
without the spin π-pulse, and optimizing the laser polarization to minimize fluorescence
from X1 via the transition path |↑⟩ → |⇑↓↑⟩ → |↓⟩.

6.5.1 Purity and Indistinguishability

For benchmarking the QD as a source of entangled photons, one could quantify the
quality of emitted photons by their purity and indistinguishability. Experimentally this
is probed measuring the second-order correlation function at zero time delay g(2)(τ = 0)
and the Hong-Ou-Mandel (HOM) visibility VHOM

38, respectively. Both experiments can
be simultaneously conducted [18] using the time-bin interferometer shown in Fig. 3.7.

The general idea is to excite the QD initialized in the |↓⟩ state (by applying a spin
π-rotation pulse on |↑⟩) with two picosecond pulses separated by the interferometric delay
τint. The emitted photons in the early and late time-bins are guided into the detection
path of the time-bin interferometer with narrow frequency filters, leading to three time-
resolved fluorescence peaks on the detectors. Heralding the photon detection window in
the side (middle) peak constitutes a g(2) (HOM) experiment (Fig. 6.16a).

The purity g(2)(0) of the emitted photons is measured by time-gating the detection
on the side peaks, and recording coincidences between two detectors at different time
delays. At zero time delay, photons arriving at the side peaks are ideally anti-bunched
since they correspond to events in which a single photon is emitted in the early (late)
time-bin propagating through the short (long) path of the detection interferometer. The
single photons recorded in these detection windows are incident on a 50:50 beamsplitter,
resembling a Hanbury-Brown and Twiss (HBT) setup. Coincidence clicks can thus be
observed at time delays corresponding to repetitions of the sequence duration ∆nrep, as
plotted in Figs. 6.16b-d. Each measurement sequence takes τseq = 1.8 µs to generate a
single photon in each side peak.

Figure 6.16b shows the un-normalized histogram of photon coincidences recorded
within the Early-short (blue) and Late-long (red) detection windows. The coincidences
in the latter detection window is 87% of those in the former window, owing to a combined
effect of finite cyclicity (leading to coincidence reduction of (C/(C + 1))2 ≈ 93.6%)
and cross-excitation error from the MIRA laser. To estimate g(2)(0), we normalize the
histogram according to average coincidence counts taken between 50 < |∆nrep| < 100 and
find g(2)(0) = 8.4% (g(2)(0) = 11.5%) for early (late) time-bin. By fitting the coincidences
at long delays with an exponential g(2)(∆nrep) = Ae−∆nrep/τdecay [52], we extracted a
decay time constant of τdecay = (17.7 ± 0.2) ms averaged over two time-bins, with a

37Measured free space at a power meter on the optical breadboard, before entering the cryostat.
38As discussed in Chapter 5, the photon indistinguishability can be more directly estimated by power-

dependent photon visibility measurement.
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Figure 6.16: g(2) and HOM measurements using the time-bin interferometer.
(a) Schematics of photon streams before the 50:50 beamsplitter. g(2) is measured by
time-gating on the red or blue peaks and sweeping the detector delay across different
repetitions τseq. HOM is time-gated on the middle time window (green) where early
and late photons interfere. Normalization is done by measuring coincidences of early or
late photons passing between short and long paths. (b) Coincidences between photons
separated in units of number of repetitions ∆nrep. Each point is the total summed counts
integrated for 1 s. (c) Normalized coincidences in (b). (d) Fit of the blinking of g(2) in
long delays. (e) Coincidences between photons separated by τint within the repetition.

varying amplitude of 20%, which is likely to be a result of slow spectral diffusion noises39

occurring on a similar timescale [136].

The observed g(2)(0) is higher than previously measured values on a hole spin in
Ref. [18]. A portion of the multi-photon component can be explained by residual leakage
from the excitation laser. The light arriving at the detectors is modelled as a statistical
mixture of single-photon emission from the QD and background photons from the laser
obeying Poissonian statistics [161]. This contribution is estimated to be g

(2)
ξ = 2ξ − ξ2 ≈

2% for ξ = Ibg/(I↓ − Ibg) [52] is the ratio between the background photons and single-
photons from the QD extracted in Fig. 6.15c. The remaining contribution to g(2)(0) most
likely originates from re-excitation error during the laser pulse.

39This is much slower than the 2.2 µs decay time constant extracted in Ref. [52] for hole spins, which is
measured without nuclear cooling. The ms decay time might indicate that nuclear noises for the electron
spin investigated here are suppressed by nuclear cooling.
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The photon indistinguishability is estimated by time-gating the detection on the mid-
dle peak, where emitted photons in the early and late time-bin temporally overlap at the
50:50 beamsplitter and interfere. When both photons are indistinguishable, they exhibit
HOM interference [5] and always bunch up in the same output port. At zero time delay
between detectors at each port, ideally no coincidence click is expected when the early
and late photons are indistinguishable. At delays ±τint, however, coincidence clicks occur
between photons splitting through the short and long paths as they do not interfere due
to temporal separation.

Following Refs. [52, 118, 161], the raw HOM visibility measured with the time-bin
interferometer setup can be estimated using

V raw
HOM = 1− C(m)(τ = 0)

1
2
[C(e)(τ = −τint) + C(l)(τ = +τint)]

, (6.13)

where C(m)(τ = 0) is the number of coincidences between detectors when gated on the
middle time window. It is normalized by the average number of coincidences between pho-
tons recorded during the time windows separated by τint, e.g., the coincidences C(e)(−τint)
of early photons traversing between the short and long paths. These photons do not show
HOM interference but result in coincidence clicks when the detector time delay is ±τint.

Figure 6.16e shows the histogram of three coincidence peaks. A raw visibility V raw
HOM =

87.2% is obtained using Eq. (6.13), by normalizing the middle peak by total counts from
two side peaks with a 2 ns integration window.
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6.6 Parameter Summary

In Table 6.1 we summarize the measured parameters governing the quality of the spin-
photon interface.

Parameter Value

QD qubit Electron spin X−

Emission wavelength 949.8 nm

External magnetic field Bx 4 T

Total decay rate of the QD Γ (4.25± 0.01) ns−1 (Sec. 6.3.2)

Ground-state Zeeman splitting ∆e 2π × 21.7 GHz (Sec. 6.3.1)

Electron in-plane g-factor ge,x 0.388

Excited-state Zeeman splitting ∆h 2π × 12.4 GHz (Sec. 6.3.1)

Hole in-plane g-factor gh,x 0.228

Optical cyclicity C = γX/γY 36.3± 2.9 (Sec. 6.3.2)

Standard deviation in spectral diffu-
sion fluctuation σe

2π× (532±91) MHz (Sec. 6.3.1)

Standard deviation in pulse spectral
width σo

39.7 ns−1 (Sec. 6.5)

Spin-echo visibility V
(1)
s for n = 1-

photon at pulse delay 29 ns
(81.5± 1.5)% (Sec. 6.4.3)

Spin-echo visibility V
(2)
s for n = 2-

photon at pulse delay 29 ns
(72.0± 1.6)% (Sec. 6.4.3)

Spin π-rotation fidelity Fπ (98.1± 0.6)% (Sec. 6.4)

Spin dephasing time T ∗
2 (33.3± 2.7) ns (Sec. 6.4.2)

Spin coherence time T echo
2 511 ns (Rough estimate,

Sec. 6.4.3)

Purity 1− g(2)(0) 90.1% (Sec. 6.5.1)

Raw HOM visibility VHOM 87.2% (Sec. 6.5.1)

Sequence duration τseq 1.8 µs

Table 6.1: Key properties characterizing the QD electron spin and the waveguide device.
Electron (hole) in-plane g-factors are estimated using ge,x = ℏ∆e

µB|Bx| (gh,x = ℏ∆h

µB|Bx|) where
µB is the Bohr magneton.
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6.7 Two-Qubit Entanglement

With the optical and spin properties of the QD understood, we implement the protocol
detailed in Sec. 6.1.2 for n = 1 and measure spin-photon entanglement.

6.7.1 Measurement Results
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Figure 6.17: Generation and verification of Bell state. (a) Energy levels of X−.
Note that as opposed to Fig. 6.2a, here the X-polarized transitions are cycling. (b) His-
togram of the entanglement sequence shown up to 800 ns. The right inset is a close-up
view on optical excitation pulses. The buffer pulse duration varies in different measure-
ment settings to maintain constant average rotation power. Green shaded region is the
integration window for photon and spin readout. (c) Measured probability of each spin-
photon basis state, normalized by a total sum of all coincidences in the same basis. Raw
coincidence counts are provided. Shaded bars are ideal probabilities.

The entanglement between the QD electron spin and n = 1 photon is realized by
implementing the pulse sequence depicted in Figs. 6.17a-b. The electron spin is prepared
in |↑⟩ with reduced nuclear noises from a 1.2 µs cooling pump and 1.1 µs cooling drive.
A spin control sequence of π/2 - π - R̂i interleaved with excitation pulses in the early and
late time-bin is then applied. The pulse delay 29 ns is the optimal delay which gives rise
to optimal echo visibility (Sec. 6.4.3). The last control pulse R̂i = 0, π,±π/2 projects
the spin state into ±Z-, ±X- and ±Y -basis states, allowing for further spin readout.
Both the spin readout and optical excitation pulses drive the same cycling transition
X2: |↓⟩ ↔ |⇑↓↑⟩ (Sec. 6.3.2). The excitation laser is 2 GHz red-detuned from X2 and
attenuated to reduce the probability of driving X1 (Sec. 6.5).
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Following Eq. (6.1), the ideal Bell state has the form |ψideal⟩ = (|↑ e⟩− |↓ l⟩)/
√

2 writ-
ten in the Z-basis40. The Bell-state fidelity can be estimated exactly using Eq. (3.26) as
explained in Sec. 3.7, by measuring the emitted photons (through the time-bin interfer-
ometer) and time-averaged readout of the electron spin state. From coincidence counts
between photonic and spin readout, we recorded raw spin-photon correlations of





⟨P̂z⟩ = (90.3± 0.9)%;

⟨M̂x⟩ = (65.4± 2.2)%;

⟨M̂y⟩ = (−63.7± 2.3)%,

(6.14)

which gives a raw fidelity of FBell
raw = (77.4± 0.9)%, without any background subtraction.

Strikingly, the temporal overlap of fluorescences between the rotational pulses and optical
excitations documented in Sec. 3.7.0.1 vanishes thanks to the fast 4 ns π-rotation pulse
(Sec. 6.4), as evidenced in the inset of Fig. 6.17b.

6.7.2 Preliminary Infidelity Analysis

Based on our current understanding of the system and the associated error mechanisms,
one could theoretically evaluate the contribution from individual error components that
limit the Bell-state fidelity. Consequently, an overall fidelity estimate including all rele-
vant errors can be obtained and compared with the experimental data.

6.7.2.1 Cross-excitation Error

As covered in Sec. 4.3.4, expectation values in equatorial bases |⟨M̂x⟩|, |⟨M̂y⟩| ≈ 64.5%

should ideally approach the echo visibility V
(1)
s = 81.5%, as their measurements share the

same spin control and readout sequence. The discrepancy (17%) between two values thus
can be solely ascribed to spectral overlap between the X1 transition and the excitation
laser (Fig. 6.15b). For the spin initialized in a superposition state, by driving both X2 and
X1 during optical excitations, the spin ground states are entangled with the frequencies
of the emitted photons and are effectively mixed41. This cross-excitation error thus acts
as a phase-damping channel [162]. Its infidelity contribution is estimated to be

1−FBell
cross =

1

2

[
V (1)
s − |⟨M̂x⟩|+ |⟨M̂y⟩|

2

]
≈ 8.5%. (6.15)

6.7.2.2 Echo Rephasing Error

Another major infidelity originates from rephasing errors during the Hahn-echo sequence,
resulting in non-unity echo visibility V

(1)
s . These include incoherent spin-flip error (finite

κ), pulse shaping errors, finite T2 and imperfect spin inversion from non-equatorial rota-
tional axis during spin control [151]. To separate the infidelity owing to finite κ from the

rest, we subtract V
(1)
s from the maximum attainable echo visibility V

(1)
s,max = 94.2% (ob-

tained from the Rabi oscillation fit, see Sec. 6.4). This guarantees that the contribution

40To express the ideal state in the X-basis, take |↓⟩ ≡ |X+
s ⟩ + |X−

s ⟩, |↑⟩ ≡ |X+
s ⟩ − |X−

s ⟩, |e⟩ ≡
|X+

p ⟩+ |X−
p ⟩ and |l⟩ ≡ |X+

p ⟩ − |X−
p ⟩.

41To understand this, one could imagine exciting both diagonal transitions with equal strengths. The
resulting state is a maximally entangled state between the spin states and the frequency-encoded photons.
This entanglement is unwanted since the spin state behaves like an incoherent mixture.



153 6.7. Two-Qubit Entanglement

from κ is removed and we can consider this error independently in the next section. Here
we estimate

1−FBell
Rephasing =

1

2
(V (1)

s,max − V (1)
s ) ≈ 6.4%. (6.16)

6.7.2.3 Incoherent Spin-flip Error during Rotation

One notable infidelity stems from incoherent spin-flip error induced by the Raman rota-
tion laser (Appendix C), which by following the formalism developed in Sec. 4.3.5, can
be estimated as

1−FBell
κ = 1− 1

2

[
1 + (1− pπ)(1− pπ/2)

]
≈ 1.5%, (6.17)

where pπ = 1 − e−κTπ (pπ/2 = 1 − e−κTπ/2) is the probability of introducing a random
spin-flip depolarizing error during a π- (π/2-) rotation pulse (Eq. (4.29)). We use κ ≈
0.005 ns−1 fitted in Sec. 6.4 with a Tπ = 4 ns duration of spin π-rotation pulse used in the
entanglement experiment. Eq. (6.17) is derived by extending the analysis in Sec. 4.3.5
to describe the infidelity contribution for an emission-based n-photon GHZ state. The
detailed derivation is documented in Appendix D.

6.7.2.4 Imperfect Readout and Initialization

Following Eq. (10.4) in Ref. [52], the entanglement infidelity due to imperfect readout Fr

and initialization Fi fidelities is given by:

1−FBell
R,I = 1−

(
1

2
+ 2FrFi −

Fr

2
− Fi

)
≈ 4.9%, (6.18)

which we take Fi, Fr ≈ 98%. Fi is given by the spin pumping fidelity during the 1.2 µs
cooling pulse, while Fr is limited by the spin π-rotation fidelity Fπ ≈ 98.1%.

6.7.2.5 Photon Distinguishability

Pure dephasing as a result of elastic phonon scattering leads to fast time jittering (com-
pared to the QD lifetime) between two emitted photons, giving rise to a random relative
phase between the early and late time-bins in the Bell state, which in turn diminishes
|⟨M̂x⟩| and |⟨M̂y⟩| but has no effect on ⟨P̂z⟩. From Ref. [149], the corresponding infidelity
is expressed in terms of the photon indistinguishability I:

1−FBell
γd

= 1− 1 + I

2
, (6.19)

where I ≡ Γ/(Γ+2γd) has the same exact form as the intrinsic photon visibility V (0) = V 0
p

derived in Chapter 5. As previously established in the chapter, it is challenging to extract
V (0) directly from HOM and g(2)(0) measurements without determining the slope F . A
reasonable estimate would be to use the photon visibility V 0

p ≈ 92.6% extrapolated from
power-dependent measurements in Sec. 3.4.5, as similar samples at the same cryogenic
temperatures 4 K are used. Substituting I = V 0

p into Eq. (6.19), we estimate 1−FBell
γd
≈

3.7%.
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6.7.2.6 Theoretical Overall Fidelity

Combining all considered infidelity contributions, the overall entanglement fidelity is

FBell
theory = FBell

cross ×FBell
Rephasing ×FBell

κ ×FBell
R,I ×FBell

γd
≈ 77.3%, (6.20)

which shows excellent agreement with the experimentally measured FBell
raw = (77.4±0.9)%.

However, a more careful examination of the entanglement fidelity simultaneously account-
ing for all errors, for example, by Monte Carlo simulation [18] and following Ref. [149], is
much preferred, since the interplay between errors grows increasingly complex with more
errors considered. Infidelity due to finite optical cyclicity is not considered separately as
it is included in cross-excitation and spin readout errors. Alternatively, using Eq. (54) in
Ref. [149] one could estimate 0.7% infidelity from this error alone. Table 6.2 summarizes
the considered errors and their individual impact on the entanglement fidelity.

Error Parameter Value Infidelity

Cross excitation - 8.5%

Echo rephasing V
(1)
s = 81.5% 6.4%

Incoherent spin-flip κ = 0.005 ns−1 1.5%

Readout and initialization Fi, Fr = 98% 4.9%

Phonon dephasing I = V 0
p = 92.6% 3.7%

Finite cyclicity C = 36.3 0.7%

Measured Theory

Entanglement fidelity (77.4± 0.9)% 77.3%

Table 6.2: Summary of most relevant errors with their respective parameters, for n = 1-
photon entanglement protocol with the QD electron spin.
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6.8 Three-Qubit Entanglement

The extension of the experimental pulse sequence to n = 2-photon entanglement protocol
involves the addition of two optical excitation pulses as well as two π-pulses. While this
is conceptually simple, the timing between different control pulses needs to be carefully
considered to avoid pulse overlap.

6.8.1 Timing Restrictions

l2l1

Time

Cooling

Pump

π
2 π Readoutπ

τecho/2

B
u

ff
er

R̂iπe1 m1 e2 m2

N × TMIRA

τecho/2 τecho/2

τint τint > τdead > τdead> τdead

τecho/2

Figure 6.18: Histogram of the ideal pulse sequence for 2-photon entanglement
protocol. See the main text for timing considerations when designing the sequence.

Due to the fixed repetition period TMIRA = 13.77 ns of the MIRA pulses and finite de-
tector dead-time, there are several timing constraints when designing the pulse sequence.
For instance, the delay between the first photon detected in the late-long window (labelled
as l1 in Fig. 6.18) and the second photon in the early-short window (e2) should ideally
be longer than the detector dead-time τdead ≈ 55 ns. In Ref. [52], a second excitation
pulse is picked from the MIRA pulse train after N ×TMIRA = 6×TMIRA ≈ 82.6 ns for the
second photon, to ensure the delay between l1 and e2 is 59 ns, slightly longer than τdead.
However, N × TMIRA is also bounded by τecho + τint as there must be a π-rotation pulse
sandwiched between two optical excitations42. From here a set of timing restrictions is
deduced:





N × TMIRA > τdead + 2τint;

τecho + τint > N × TMIRA;

N × TMIRA + τint > τecho.

(6.21)

The first inequality in Eq. (6.21) originates from finite detector dead-time, while the
second is governed by the echo delay as discussed above. The last inequality states that
both sandwiched π-pulses must be confined between e1 and m2. Since τdead, TMIRA and
τint = 11.83 ns are fixed, from the first inequality we find the lowest integer N = 6.
Hence, combining the second and third inequalities we obtain a bound on τecho:

N × TMIRA + τint
2

= 47.2 >
τecho

2
>
N × TMIRA − τint

2
= 35.4, (6.22)

which is unfortunately not satisfied with the measured τecho/2 = 29 ns pulse delay that
gives the optimal echo visibility (Sec. 6.4.3). To circumvent this, for the second photon we
pick the MIRA pulse after 5× TMIRA ≈ 68.9 ns of the first pulse, with the delay between

42This means both m1 and e2 need to be confined between the first and third π-pulses, since e2 must
be applied before the third π-pulse. Therefore, the time delay between m1 and e2 is shorter than τecho.
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l1 and e2 now being 45.2 ns, thereby sacrificing counts from the second photon to the
detector dead-time (inset of Fig. 6.19b). Moreover, due to finite rise and fall times, the
third π-pulse is delayed by an additional 5 ns to avoid overlapping with e2 (Fig. 6.19a).

Time

Cooling

Pump
π
2 π

Readout

Readout

Reflections

π

m1

m2

l2

29 ns1.2 µs 170 ns

B
u

ff
er

R̂iπ

29 ns 34 ns

45.2 ns

68.8 ns
34 ns

a

b

e1

Early

e2

l1

Late Early Late

Figure 6.19: Realistic measurement sequence for 2-photon entanglement. (a)
Implemented pulse sequence. (b) Histogram of the pulse sequence. Left inset shows the
third π-pulse is delayed by 34 ns instead of 29 ns to avoid timing overlap with early
excitation pulse of the second photon. The rotation pulses appear in pairs due to two
paths of the detection interferometer. The reduced fluorescence for the second photon is
attributed to detector dead-time. Cooling past 800 ns is not shown. The time-gating for
spin readout is 100 ns to collect more counts.

6.8.2 Measurement Settings

Following the n = 2-photon entanglement protocol in Sec. 6.1.2, the state evolves as

|ψ⟩ =
|↑⟩+ |↓⟩√

2

Ôideal
1−−→ |l1⟩|↓⟩ − |e1⟩|↑⟩√

2
Ôideal

2−−→ −|l1⟩|l2⟩|↓⟩+ |e1⟩|e2⟩|↑⟩√
2

, (6.23)

which is a 3-qubit GHZ state |Ψ3
GHZ⟩. Ôideal

i is the operator applying a single round of
the ideal protocol to append the i-photon to the state [149]. In general, the fidelity of
an N -qubit GHZ state |ΨN

GHZ⟩ is obtained by measuring expectation values of N + 1
measurement operators in the output state ρout [137]:

FN
GHZ ≡ Tr

(
ρout|ΨN

GHZ⟩⟨ΨN
GHZ|

)
= Tr

[
ρout(

P̂z + χ̂

2
)
]

=
1

2

[
⟨P̂z⟩+ ⟨χ̂⟩

]
, (6.24)
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where the projection operators for a qubit encoded in {|0⟩, |1⟩} basis are

P̂z = |0⟩⟨0|⊗N + |1⟩⟨1|⊗N ;

χ̂ = |0⟩⟨1|⊗N + |1⟩⟨0|⊗N =
1

N

N∑

k+1

(−1)kM̂k;

M̂k =
(

cos
kπ

N
σ̂x + sin

kπ

N
σ̂y
)⊗N

. (6.25)

Here ⟨P̂z⟩ measures the expectation value of ρout along the z-axis (poles of the qubit
Bloch sphere), while ⟨M̂k⟩ measures the correlations between |0⟩ and |1⟩ projected at
different symmetry axes that divide the equator into equal sectors, see Fig. 6.20a, for
example.

Experimentally, 2 projective measurements are required to characterize each basis
since we only read out the spin state in |↓⟩. This means for N + 1 projective operators
(i.e., ⟨P̂z⟩ and N operators ⟨M̂k⟩), a total of 2(N + 1) measurement settings needs to

be implemented [52]. As discussed in Sec. 3.7 the photonic state readout in σ̂
(p)
z basis

is carried out by detecting the presence of photons in the side peaks with the time-bin
interferometer, whereas spin projections in σ̂

(s)
z are done by applying an extra control

pulse R̂i = 0, π followed by spin readout. For the equatorial state projections ⟨M̂k⟩
with N = 3 qubits, 6 different measurement sequences are applied. Table 6.3 shows the
experimental settings for measuring photonic and spin states in the equatorial bases.

M̂1 M̂2 M̂3

|+⟩ |−⟩ |+⟩ |−⟩ |+⟩ |−⟩
kπ/N 0 π π

3
−2π

3
−π

3
2π
3

ϕMW 0 π
2

π
6

−π
3

−π
6

π
3

θp θ0 θ0 θ0 + π
3

θ0 + π
3

θ0 + 2π
3

θ0 + 2π
3

θpol
θ0
2

θ0
2

θ0
2

+ π
6

θ0
2

+ π
6

θ0
2

+ π
3

θ0
2

+ π
3

Table 6.3: Measurement settings of equatorial projection operators M̂k for N = 3. kπ/N
(θp) corresponds to the azimuthal angle on the Bloch sphere of a spin (photonic) qubit
(Fig. 6.20a), while ϕMW (θpol) is the corresponding AWG microwave phase (linear polarizer
angle) in the actual implementation. θ0 ≈ 2π is the azimuthal angle corresponding to
maximum or minimum counts in one of the detectors. The factor of two between kπ/N
and ϕMW comes from the relative phase shift between two sidebands [52].
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6.8.3 Measurement Results

a

b

c

Figure 6.20: Verification of 3-qubit GHZ state. (a) Visualization of 4 projective oper-
ators on the qubit Bloch sphere for characterizing 3-qubit entanglement. (b) Normalized
probabilities of projecting the output state in different measurement basis. Shaded bars
are ideal probabilities. Data acquisition time is 37 hours.

Fig. 6.20b lists the normalized probabilities of measuring the output state in 4 different
bases, obtained from three-fold coincidences (i.e., two time-bin photons and at least one
photon from spin readout). Here we measured raw spin-photon-photon correlations of





⟨P̂z⟩ = (76.4± 0.2)%;

⟨M̂1⟩ = (−39.9± 4.5)%;

⟨M̂2⟩ = (33.6± 4.2)%;

⟨M̂3⟩ = (−33.8± 4.4)%,

(6.26)

with a raw fidelity of F3
GHZ = (56.1 ± 1.6)% using Eqs. (6.24)-(6.25), which exceeds the

classical threshold by 3.8 standard deviations, validating a genuine 3-qubit entanglement.
Compared to the two-qubit case, the 14% reduction in ⟨P̂z⟩ cannot be wholly explained
by the non-unity fidelity 98.1% × 98.1% of two spin π-pulses. Apart from these two
control pulses, the difference between the n = 1- and 2-photon measurement sequences
is the addition of a second pair of excitation pulses. Therefore, it appears these exci-
tation pulses might be inducing additional spin errors43. Furthermore, the equatorial

43Note that this is different from cross-excitation error. For ⟨P̂z⟩, cross-excitation error affects both
time-bin equally thus should only contribute to an overall phase shift. Cyclicity also plays a role here,
but is expected to be minor (2% in total infidelity from Ref. [149]). One possible explanation for this
error is the excitation pulses lower the cooling efficiency by driving the anti-dragging optical transitions
via |↓⟩ → |↑⟩. We also observed reduced Rabi and spin-echo visibilities with more optical excitation
pulses.
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correlations |⟨M̂k⟩| are overall 36%44 lower compared to the echo visibility V
(2)
s = 72% in

which only the excitation pulses are absent, which again suggests cross-excitation error
(Sec. 6.7.2).

6.9 Summary and Outlook

The time-bin entanglement protocol experimentally demonstrated in Ref. [18] has paved
an important route towards the scalable generation of entangled photons. As a contin-
uation of this, we have managed to push for one additional photon, creating a genuine
3-qubit GHZ state between the QD electron spin and 2 photons. This is accomplished
by improvements across most aspects of the experiment (Table 6.4). Notably, the spin
π-rotation fidelity exceeds 98% with a Q-factor of 31.8, which lifts off the most notorious
photo-induced spin-flip error in the previous work, enabling high spin-echo visibilities of
V

(1)
s = 81.5% and V

(2)
s = 72.0%. The measured high optical cyclicity of C = 36.3 in the

Voigt geometry is unprecedented on the QD platform, boosting both the entanglement
and readout fidelities.

Ref. [18] Current work

QD spin state Hole Electron

Magnetic field Bx 2 T 4 T with Voigt mount
(Sec. 6.2.2.1)

Optical setup Excite and collect via
50:50 beam-splitter

Replaced by D-shaped
mirror (Sec. 6.2.2.2)

Spin control setup FPGA with phase
shifter and switches

Replaced by AWG with
mixer (Sec. 6.2.2.3)

Rotation fidelity Fπ 88.1% (Sec. 3.5) 98.1% (Sec. 6.4)

Spin dephasing time T ∗
2 23.2 ns 33.3 ns with nuclear cool-

ing (Sec. 6.4.2)

Echo visibility V
(1)
s 57% (Sec. 3.5.3) 81.5% (Sec. 6.4.3)

Cyclicity C 14.7 36.3 (Sec. 6.3.2)

Lifetime-duration ratio
τo/τMIRA

403 ps
35.6 ps

≈ 11.3 235 ps
29.6 ps

≈ 7.94

Table 6.4: Summary of changes in the present work compared to Ref. [18].

Despite significant improvements in spin control and cyclicity, the optical excitation
suffers from cross-excitation errors. In the current work, the X-polarized optical tran-
sitions are enhanced, where their spectral separation ∆e − ∆h = 2π × 9.3 GHz is less
than the excitation laser FWHM bandwidth σo = 2π × 14.9 GHz, leading to serious
cross-excitation error. In addition, there exists a fundamental trade-off between cross-
excitation and re-excitation errors [18]. The excitation laser cannot be stretched longer
for narrower pulse width since the QD might get re-excited during its lifetime, leading to
multi-photon emission g(2)(0) ̸= 0.

44There is of course the infidelity from not fulfilling echo conditions due to the third π-pulse having
5 ns extra pulse delay.
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It is, however, possible to bypass this trade-off by simply having Y-polarized cycling
transitions. For the ideal protocol (Fig. 6.2a), the outer Y-polarized optical transitions
are assumed to be cycling since this minimizes spectral overlap between two equally-
polarized transitions given their energy splitting ∆e + ∆h = 2π × 34.1 GHz. To reach
the same lifetime-duration ratio (which dictates the probability of re-excitation) as in
Ref. [18], the MIRA pulse length needs to be stretched to 20.8 ps45, corresponding to
σo/2π = 21.2 GHz < 34.1 GHz. Therefore, the same level of g(2)(0) could be reached,
while the probability of cross-excitation is substantially reduced.

6.9.1 Outlook

There are several improvements that push the entanglement fidelity and the number of
entangled photons further. Table 6.5 summarizes the current experimental limitations
and possible solutions to overcome them.

Current limitations Future improvements

Cross-excitation error - Larger splitting (with 90◦-rotated waveguides), for re-
duced spectral overlap with X1.

Finite g(2)(0) and VHOM

- Pulse stretcher [52] for tunable excitation pulse length.

- Larger splitting (with 90◦-rotated waveguides).

Echo rephasing error

- Understand limitations at echo delay τecho = 0.

- Tune |Bx| to change optimal delay for echo revival.

- Algorithmic cooling [163] to increase echo revival am-
plitude.

Low entanglement rates

- Separate nuclear cooling from the main measurement
sequence.

- Switch to one-sided waveguides.

- Larger splitting (with 90◦-rotated waveguides), for full
optical π-pulse.

- Active switching of time-bin measurement bases [52].

Table 6.5: Experimental limitations in the present work and potential solutions.

One idea as to why the X-polarized transitions are cycling in the current sample is,
the orientation of the fabricated photonic-crystal waveguide is 90◦ rotated with respect
to the previous sample in Ref. [18]. The sheer strain during self-assembly growth of
InAs QDs defines the linear dipoles of the QD transitions (see Sec. 1.3). When the QD
is located at the waveguide center with its X-dipoles (which we define to be along the
crystal axis [110]) aligned with the fundamental waveguide mode M0 (oriented along
y, defined by the white axes), the coupling of M0 to the X-dipole is maximized and
the X-polarized transitions are selectively enhanced (Fig. 6.21a) and cycling. On the
other hand, if the waveguide is rotated by 90◦ with respect to the crystallographic axes
(Fig. 6.21b, equivalent to Fig. 1.7), such that the Y-dipoles (defined as [11̄0]) experience
Purcell enhancement, Y-polarized transitions therefore become spin-cycling.

45In theory it can be stretched further for lower g(2), but there might be shortage in excitation power.
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Figure 6.21: Solutions to ease issues with cross-excitation and low efficiency.
(a) The present QD (orange) is conjectured to be close to the waveguide center with its
X-dipoles aligned with the waveguide mode, leading to X-polarized cycling transitions.
The QD crystallographic axes (red) are assumed to be perfectly aligned with the waveg-
uide axes (white). (b) Proposed solution to achieve Y-polarized cycling transitions, by
fabricating the 90◦-rotated waveguide. (c) Scanning Electron Micrograph (SEM) of an
one-sided waveguide that in theory enhances QD emission by two-fold, increasing the
entanglement rate.

This motivates the fabrication of next-generation waveguide samples with marked
orientations along the correct crystallographic axis, to engineer QDs with optically cycling
Y-polarized transitions. Such design would help suppress cross-excitation error and multi-
photon emission by having a sufficiently wide frequency splitting as previously discussed.
Consequently, the entanglement rate would benefit greatly from having driven a full
optical π pulse without detuning, since in the current work the QD is excited by a 2 GHz
red-detuned optical 0.1π-pulse to lower the cross-excitation probability.

Apart from migrating to one-sided waveguides (Fig. 6.21c), the 123 mHz46 3-qubit en-
tanglement rate can also be boosted by separating the ∼ 1 µs nuclear cooling pulses from
the entanglement measurement sequence. After nuclear cooling, the nuclear spin distri-
bution gradually relaxes relax back to its “thermal” equilibrium in a timescale governed
by the nuclear spin diffusion rate Γem. The relaxation time of this decoherence process
is measured47 to be 1/Γem = 41.7 ms at 3 T in Ref. [97]. After each round of nuclear
cooling, the ∼ 600 ns entanglement sequence can therefore be implemented 60, 000 times
before starting the next cooling cycle.

With regards to the echo rephasing error, further investigations into the limitations of
sub-unity Hahn-echo visibility V

(1)
s (τ) at pulse delay τ = 0 (Sec. 6.4.3) are crucial, since

V
(1)
s (0) in principle sets an upper bound to the amplitude of echo revival at 29 ns pulse

delay, which ultimately curbs the maximum visibility of equatorial correlations |⟨M̂k⟩|.
Algorithmic cooling sequence [163] can also be implemented to further extend the spin
dephasing time T ∗

2 to beyond 100 ns, whereby narrowing the nuclear spin distribution,
the nuclear noises can be better filtered out by the spin-echo48, leading to higher echo
revival amplitude49. Finally, as an interesting thought, to ensure the timing restriction

46Estimated by counting the total number of three-fold coincidences per integration time.
47Probed by performing Ramsey measurements at increasing pulse delays from the cooling pulses.
48The echo filter function works best when the nuclear noise spectrum is effectively a delta function.
49Ideally, in the absence of nuclear noises, the echo visibility or amplitude of revived echo at 29 ns

pulse delay V
(1)
s (τ = 29) should approach V

(1)
s (0).
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in Eq. (6.22) is fulfilled by the optimal echo delay, the external magnetic field could be
used to finely tune the optimum by controlling nuclear precession frequencies.



Chapter 7

Proposal for Deterministic Bell state
Analyzers

Based on the photon-scattering scheme demonstrated in Chapter 3, in this chapter we
propose an experimentally friendly protocol for implementing a deterministic Bell state
analyzer (BSA), which is a two-photon quantum operation that distinguishes between
4 orthonormal photonic Bell states. This is important for performing Bell-state mea-
surements, for deterministic fusion of photonic graph states and entanglement swap-
ping in quantum repeaters [24]. While this has been experimentally demonstrated for
polarization-encoded photons by pure optical means [164], we are interested in the solid-
state approach using quantum emitters like a quantum dot (QD) to mediate the two-
photon interaction, since this easily integrates with the spin-photon interface developed
in Chapters 3 and 6 which demonstrate its prowess in generating spin-photon and photon-
photon entanglement.

The protocol is built with the current QD-waveguide platform in mind, and is catered
towards time-bin encoded photons. We first illustrate the working principle of the BSA
by considering its input-output relation in the ideal case. We follow up by verifying each
individual case to showcase some of the design rationales behind. At last, we analyze
the protocol performance and discuss some hardware requirements for its experimental
demonstration on the QD-waveguide platform.

163
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7.1 Basic Principle of Bell State Analyzers

Before presenting the BSA protocol, it is instructive to consider the simplest case where
the qubit is encoded in the plain |0⟩ and |1⟩ bases. The idea of a BSA is that it outputs
a unique outcome for a given input Bell state between two photonic qubits, allowing
all four Bell states to be distinguishable [24]. This could be achieved by coupling an
ancillary qubit to the input photonic states, followed by projective measurements to
reveal correlations in the system. Simply put, for a given initial Bell state |Φ±⟩ or |Ψ±⟩,
the input-output relation of the BSA is described by

|Φ±⟩ ⊗ |0⟩a =
|00⟩ ± |11⟩√

2
⊗ |0⟩a

BSA−−→
{ |00⟩+|11⟩√

2
⊗ |0⟩a

|01⟩+|10⟩√
2
⊗ |0⟩a

;

|Ψ±⟩ ⊗ |0⟩a =
|01⟩ ± |10⟩√

2
⊗ |0⟩a

BSA−−→
{ |00⟩−|11⟩√

2
⊗ |1⟩a

|01⟩−|10⟩√
2
⊗ |1⟩a

, (7.1)

with the corresponding circuit diagram illustrated in Fig. 7.1, which is similar to the
scheme in Ref. [165]. From Eq. (7.1) we see that |Φ⟩ and |Ψ⟩ can first be discerned by
reading out the ancillary qubit. An outcome of 0 (1) means the two-photon state is in
|Φ±⟩ (|Ψ±⟩). In addition, upon detecting the ancilla in the |0⟩a (|1⟩a) state, the resulting
photonic Bell states can be distinguished by parity measurements on the photons, i.e., odd
number of 0 or 1 corresponds to the Bell state with negative parity. Since this process
involves projective measurement of the qubits, this is also referred to as a destructive
Bell-state measurement.

|Φ±⟩/|Ψ±⟩
H

H

|0⟩a

Figure 7.1: Circuit diagram of a Bell state analyzer. Eq. (7.1) describes the out-
put states without projective measurements. Figure produced using the Quantikz pack-
age [166].
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7.2 Gate Sequence tailored to Time-bin Photons

Now, to tailor the above circuit (Fig. 7.1) to the time-bin encoding as well as the QD-
waveguide platform, we map each CNOT gate into a photon-scattering gate, with the
QD spin qubit as the ancilla. One requirement with this approach is that gate operations
could only be applied to the spin qubit during the protocol (i.e., no photonic Hadamard
gates in between scattering pulses). To perform the mapping, we first invoke the circuit
identity:

≡
H H

H H

to simplify the circuit in Fig. 7.1 into

|Φ±⟩/|Ψ±⟩
H

H

|0⟩a H H

where the QD spin (ancilla) now becomes the control qubit of both CNOT gates. This
implies we could directly substitute the CNOT gates by the pulse sequence introduced
in Sec. 3.2.1, which consists of sequential scattering of a time-bin qubit interleaved with
Hadamard gates. Additionally, to combat against spin dephasing, it is vital to incorporate
a spin-echo refusing π-pulse into the protocol [87]. Taking these into considerations, the
simplified protocol for BSA is depicted in Fig. 7.2.

|p⟩1
Ŝ1
e Ŝ1

l

H

|p⟩2 Ŝ2
e Ŝ2

l
H

|↑⟩a R̂y(
π
2
) R̂y(π) R̂y(

π
2
)

Figure 7.2: Circuit diagram for BSA applicable to time-bin photons. The protocol has
been simplified to reduce the number of spin rotations, while keeping the spin-echo intact.
Ŝi
j refers to single-photon scattering interaction between the QD and the i-th photon in

the |j⟩ basis, j ∈ {e, l}. The ancilla is assumed to be an electron spin initialized in |↑⟩.
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7.3 Verification of Bell states

To validate the protocol presented in Fig. 7.2, we now compute the output state for
each input Bell state. It is pedagogical to consider state propagation of the basis states
through the circuit in Fig. 7.1:





|00⟩ ⊗ |0⟩a
BSA−−→ |++⟩ ⊗ |0⟩a;

|01⟩ ⊗ |0⟩a
BSA−−→ |+−⟩ ⊗ |1⟩a;

|10⟩ ⊗ |0⟩a
BSA−−→ |−+⟩ ⊗ |1⟩a;

|11⟩ ⊗ |0⟩a
BSA−−→ |−−⟩ ⊗ |0⟩a.

(7.2)

Here one realizes that due to the two CNOT gates, even (odd) numbers of 0 or 1 in
the input state result in |0⟩a (|1⟩a) for the ancilla, allowing half of the Bell states to be
distinguishable. Likewise, for time-bin photons, the corresponding relation can be derived
from Fig. 7.2 assuming full single-photon reflection (r → −1) for the QD spin to be on
resonance, and transmission (t→ 1) when it is off-resonant:





|e1e2⟩ ⊗ |↑⟩a
BSA−−→ |−−⟩ ⊗ |↓⟩a;

|e1l2⟩ ⊗ |↑⟩a
BSA−−→ −|+−⟩ ⊗ |↑⟩a;

|l1e2⟩ ⊗ |↑⟩a
BSA−−→ |−+⟩ ⊗ |↑⟩a;

|l1l2⟩ ⊗ |↑⟩a
BSA−−→ |++⟩ ⊗ |↓⟩a.

(7.3)

Using Eq. (7.3), we can then construct the input-output relation for a given Bell state:

|Φ±⟩ ⊗ |↑⟩a =
|e1e2⟩ ± |l1l2⟩√

2
⊗ |↑⟩a

BSA−−→
{ |e1e2⟩+|l1l2⟩√

2
⊗ |↓⟩a

− |l1e2⟩+|e1l2⟩√
2

⊗ |↓⟩a
;

|Ψ±⟩ ⊗ |↑⟩a =
|e1l2⟩ ± |l1e2⟩√

2
⊗ |↑⟩a

BSA−−→
{ |l1e2⟩−|e1l2⟩√

2
⊗ |↑⟩a

−|e1e2⟩+|l1l2⟩√
2

⊗ |↑⟩a
, (7.4)

where half of the four Bell states can again be differentiated by projective measurement
of the QD spin state. The parity of the Bell state is then determined by checking the
coincidence clicks in different time-bins between the first and second photons.
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7.4 Protocol Analysis

In this section, we present a preliminary analysis of the protocol in Fig. 7.2 based on the
spin-photon interface previously characterized in Chapter 6. It is therefore recommended
for readers to first skim through the chapter and familiarize with the relevant terminolo-
gies. The ancilla qubit we have in mind is an electron spin with a four-level scheme
depicted in Fig. 6.8, which has a highly cycling (C = 36.3) optical transition |↓⟩ ↔ |⇑↓↑⟩
and can be coherently controlled with Fπ = 98.1% fidelity under an external magnetic
field of Bx = 4 T.

7.4.1 Input-Output Relation for Photon-Scattering

To implement the BSA protocol, we need an atom with a Λ-level scheme in an one-sided
waveguide. Although the electron spin qubit characterized in Chapter 6 resides in a two-
sided waveguide, for simplicity we here assume such a QD can be found in a single-sided
device. In this configuration, the input-output relation for an even mode input field
operator âin,e can be written in a similar form as Eq. (3.1):

âout,e =

(
1− 2Γ1

Γ + 2iδ1

)
âin,e, (7.5)

where δ1 is the laser detuning with the QD optical transition |↓⟩ ↔ |⇑↓↑⟩ and Γ1 =
C

C+1
βΓ is the decay rate of the cycling transition with cyclicity C and waveguide-coupling

efficiency β (Sec. 4.3.2). Γ is the total decay rate of the trion |⇑↓↑⟩. Eq. (7.5) is derived
from the first two terms1 in Eq. (2.5) which holds for one-sided waveguides. In the ideal
case with infinite cyclicity and zero coupling loss, Γ1 → Γ thus the |↓⟩ state resonantly
reflects the incident field with a reflection coefficient r given by

r = 1− 2Γ1

Γ + 2iδ1
→ −1; (7.6)

and for the electron initialized in |↑⟩ with a ground-state splitting of ∆e ≫ Γ, the incident
field does not interact with the QD and gets reflected by the bare waveguide without a
phase shift. We call this transmission with a coefficient t:

t = 1− 2Γ1

Γ + 2i(δ1 + ∆e)
→ 1. (7.7)

Both Eqs. (7.6)-(7.7) underlie the working principle of the single-photon scattering matrix
for Eq. (7.3). In the next few sections, we use Eq. (7.5) and some of the theoretical results
in Chapter 4 to analyze imperfections in the BSA protocol.

1For time-bin encoding we are interested in Rayleigh scattering where the frequency of scattered
photons is preserved. The third term corresponds to single-photon Raman transition which outputs
photons of a different frequency and therefore is undesired.
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7.4.2 Fidelity for Bell state Analyzer

We quantify the performance of the BSA protocol by the fidelity of each generated photon-
photon Bell state given by Eq. (7.4). For each input, we apply the protocol in Fig. 7.2
given a general scattering matrix with scattering operaters r and t, and compute the
inner product between the output and ideal states. For example, for the input Bell state
|Φ+⟩ ⊗ |↑⟩a, the BSA outputs

|ψout⟩ =
−r(r + t)

2
√

2
|e1e2 ↑⟩+

(r − t)2
4
√

2
|e1e2 ↓⟩+

−r2 + t2

4
√

2
|l1e2 ↓⟩

+
−r2 + t2

4
√

2
|e1l2 ↓⟩+

−r(r + t)

2
√

2
|l1l2 ↑⟩+

(r − t)2
4
√

2
|l1l2 ↓⟩. (7.8)

As a sanity check, one could verify that when r → −1 and t → 1, Eq. (7.8) reduces to
(|e1e2⟩+ |l1l2⟩)/

√
2⊗ |↓⟩a ≡ |Φ+

ideal⟩. The corresponding fidelity is therefore

FΦ+ ≡
∣∣〈ψout

∣∣Φ+
ideal

〉∣∣2 =

∫ ∞

−∞

[
1

16
|r(δ1)− t(δ1)|4

]
N(0, σo)dδ1, (7.9)

which is averaged over the spectral Gaussian wavepacket N(0, σo) of two scattering pulses
with spectral width σo following Eq. (2.6). Note that a more proper way should be
to perform different Gaussian averaging for each photon; however, since we expect the
infidelity from finite pulse width is low, we assume the consecutive scattering pulses have
full spectral overlap.

From this point onward, it is clear that the theoretical formalisms developed in Chap-
ters 2 and 4 can be directly applied to analyze Eq. (7.9). The fidelities for other output
states are found similarly





FΦ− = FΦ+ ;

FΨ± =
∣∣〈ψout

∣∣Φ+
ideal

〉∣∣2 =
∫∞
−∞

[
1
4

∣∣r(δ1)
[
r(δ1)− t(δ1)

]∣∣2
]
N(0, σo)dδ1.

(7.10)
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7.4.3 Spin Control Errors

When designing the circuit in Fig. 7.2, the total number of spin rotation pulses is greatly
reduced to minimize detrimental effects of laser-induced spin-flip processes (Sec. 4.3.5).
First and foremost, the protocol requires only rotation pulses amounting to a total of
2π, which is the minimum number of rotations needed for spin-echo. The BSA infidelity
(averaged over the four output states) due to finite spin-flip rate κ therefore has the same
linear scaling as described in Eq. (4.35), and is estimated to be

F theory
κ ≈ 1− 5π

4

κ

Ωr

− 3

2

1

Ω2
rT

∗2
2

≈ 99.0%, (7.11)

with an incoherent spin-flip rate κ = 0.005 ns−1 and spin dephasing time T ∗
2 = 33.3 ns,

for a Tr = π/Ωr = 4 ns π-rotation pulse (Sec. 6.4).
Additionally, the minimum time delay between the R̂y(

π
2
) and R̂y(π) pulses, or half

of the echo delay τecho/2, is only bounded by the pulse duration of the scattering pulses
Ŝ1
l and Ŝ2

e . Unlike the deterministic gate (Fig. 3.3b) in which the scattering pulses are
separated by the interferometric delay, here the time delay between Ŝ1

l and Ŝ2
e can be

arbitrarily adjusted. In other words, this allows flexibility for adjusting the echo delay2

to reach the optimal Hahn-echo visibility V
(1)
s (Sec. 6.4.3).

7.4.4 Excitation Errors

7.4.4.1 Cross-excitation Error

Our BSA protocol relies on sequential scattering of two time-bin encoded photonic qubits.
In the single-photon scattering regime, the scattering pulse width Tpulse = 1/σo is ideally
long compared to the QD lifetime τo = 1/Γ. This means with narrowband pulses σo ≪ Γ
and a large splitting ∆e − ∆h ≫ Γ, the probability of exciting another X-polarized
transition |↑⟩ ↔ |⇓↓↑⟩ is negligible.

7.4.4.2 Spectral Mismatch Error

The detuning from QD resonance owing to finite spectral width of the scattering pulse
reduces the infidelity only to the second order3, as discussed in Sec. 2.3.1.1. For the
protocol we use Tpulse = 4 ns scattering pulses which is a trade-off between the spectral
mismatch error and pulse overlap due to the short interferometric delay τdelay = 11.8 ns.

7.4.4.3 Driving-induced Dephasing

Driving-induced decoherence due to remanent multi-photon component in the pulse
(Sec. 4.3.7) remains to be a fundamental imperfection for photon-scattering schemes
which use weak coherent states. Since the number of scattering pulses in the BSA proto-
col is doubled compared to the one qubit case, we expect the respective infidelity to be
two times higher:

F theory
n̄ ≈ 1− 2n̄(Pω1 + Pω2), (7.12)

2For example, when increasing τecho to match the echo revival delay, both Ŝ1
e - R̂y(

π
2 ) - Ŝ

1
l and Ŝ2

e -

R̂y(
π
2 ) - Ŝ

2
l pulses can be displaced further away from the R̂y(π) pulse, so there is no timing restriction

similar to Sec. 6.8.1.
3This is analyzed for a Gaussian photon wavepacket.
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where n̄ is the mean photon number per pulse, and Pω1 + Pω2 is the success probability
of single-photon scattering.

7.4.5 Systematic Errors

Figure 7.3: Fidelity of distinguishing Bell states using the BSA, without herald-
ing. Shaded green regions indicate fidelities of > 0.5 that are reachable with improve-
ments. Vertical line marks the realistic value of the relevant parameter. Computed using
Eqs. (7.9)-(7.10). (a) Plots of the Bell-state fidelity as a function of spectral diffusion
noise σe in units of Γ. At σe = 0 the difference between ideal and realistic curves is given
by coupling loss and cyclicity error. (b) Fidelity plotted against the waveguide-coupling
efficiency β. σe = 0 is assumed.

7.4.5.1 Cyclicity Error and Coupling Loss

For implementations on one-sided waveguide or cavities, both resonantly and off-resonantly
reflected fields are collected, meaning that cyclicity error and waveguide-coupling loss
1 − β ̸= 0 will lead to an imbalance between the two fields, thus in turn lowering the
BSA fidelity (to the first order). However, both imperfections can be reduced by us-
ing a frequency filter and heralding the protocol on the presence of resonant photons
(Sec. 2.1). Fig. 7.3b plots the (unheralded) fidelities of four output Bell state versus the
waveguide-coupling efficiency β, under ideal and realistic values of parameters. For the
realistic case, we take Γ1 = C

C+1
βΓ where C = 36.3 is fixed, and assume a pulse duration

of Tpulse =
√

2 ln 2/σo = 4 ns. The gap between ideal and realistic curves is therefore
mostly given by cyclicity error. Here we observe that without heralding, > 80% fidelity
is possible when β > 0.96 and C = 36.3.

7.4.5.2 Phonon-induced Pure dephasing

Similar to driving-induced error, fast (compared to QD lifetime) pure dephasing processes
by elastic phonon scattering (Sec. 4.3.3) affect single-photon coherence between interfering
time-bins, specifically when the scattered photons are measured in the equatorial bases.
We expect this infidelity scales linearly with the pure dephasing rate γd.
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7.4.6 Spectral Diffusion

Slow spectral wandering noise has adverse effect on the BSA fidelity via reduction of the
resonantly reflected photons (as described by the second term in Eq. (7.5)). When the
QD resonance is considerably broadened by spectral diffusion noise (i.e., σe ≈ Γ), the
output state is dominated by incident photons reflected from the bare waveguide without
a phase shift. Although the infidelity is only to the second order in the perturbative
regime (Sec. 2.3.1.1), this error currently prevents the protocol (or any deterministic
schemes using one-sided waveguides) from being experimentally feasible, since the spectral
diffusion noise measured in both QDs is particularly significant: σe/Γ ≈ 0.7 − 0.84 (see
Secs. 3.6 and 6.6).

To estimate the infidelity from slow spectral diffusion noise, we follow the approach
in Sec. 4.3.1 to average Eq. (7.9) over the Gaussian spectral diffusion profile N(0, σe).
Figure 7.3a shows the unheralded Bell-state fidelities at different values of σe/Γ. Vertical
line corresponds to σe = 2π × 532 MHz with Γ = 4.25 ns−1. At σe = 0, the 45%-
55% deviation in fidelities between ideal and realistic estimates is due to both cyclicity
C = 36.3 and coupling loss 1− β = 0.1. It is therefore absolutely crucial to improve σe,
C and β further to push above the 50%-fidelity limit.

Fortunately, negatively charged excitons X− with transform-limited linewidths have
been observed [167] in charge-tunable QD devices. Furthermore, there might be an
indication that the spectral diffusion noise in the current QD is reduced by nuclear spin
cooling.

In Sec. 6.5.1 we measured the second-order correlation function g(2) at long detector
delays using resonant pulsed excitations, and observed a decay time constant of 17.7 ms
with a 20% drift in normalized coincidences (Fig. 6.16d). For pulsed g(2) measurements
with narrow (3 GHz FWHM each) frequency filters, the long-delay behaviour should
reveal both blinking and spectral diffusion noises: The amplitude indicates the amount of
drifts from the noises, while the time constant gives their timescales. The ms timescale for
spectral diffusion recorded here might be limited by only charge noise [136] and indicative
of a cooled nuclear spin bath.

To verify this, a followed-up experiment would be to repeat the measurement without
filters, and observe if the decay time has changed. Without filters, spectral diffusion
should not affect g(2) at long delays provided the drift σe is smaller than the broadband
pulse width. Additionally, a direct verification of this hypothesis is to perform power-
dependent resonance-fluorescence or resonant-transmission measurements with nuclear
cooling, to extract the X− linewidth.
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7.5 Experimental Hardware

In this section, we discuss requirements on the experimental hardware to implement a
proof-of-principle demonstration of BSA.

For the BSA to work, the two photonic qubits should ideally couple to the grating
coupler of the single-sided waveguide and scatter on the QD (Fig. 7.4). To collect the res-
onantly reflected photons, the cross-polarized excitation scheme introduced in Sec. 3.3.3
could only reject laser backscatter (i.e., from reflections inside the cryostat), but is un-
able to suppress off-resonant photons reflected by the terminated end of the waveguide.
Therefore, it might not be practical to use the QD bias voltage to define a signal-to-noise
ratio4. A clever polarization alignment procedure [168] might help improve the extinction
in this case.

Figure 7.4: Excitations for implementing BSA. The spin rotation and readout pulses
are implemented in the same manner discussed in Chapter 6.

Regarding the optical setup, the D-shaped mirror added in Sec. 6.2.2.2 needs to be
replaced by a 50:50 beamsplitter, as both the qubit laser and collection paths on the
optical breadboard need to couple to the same spot. In addition, to verify the protocol, an
additional optical interferometric setup might be required to prepare four input photonic
Bell states. This means the excitation and detection paths of the time-bin interferometer
are separated, thus both interferometers need to be actively stabilized.

In principle the BSA protocol works also with the electron initialized in the opposite
spin state |↓⟩. Here we assume it is prepared in |↑⟩, to be compatible with the experiment
in Chapter 6 where we optically pump the transition |↓⟩ → |⇓↓↑⟩ to prepare |↑⟩ during
nuclear spin cooling.

4Typically we define the signal-to-noise ratio to be SNR = (Ires − Ioff)/Ioff, where Ires (Ioff) is the
intensity measured at resonant (off-resonant) bias voltage.
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7.6 Conclusion

In this chapter we propose an experimentally accessible protocol to realize a Bell state
analyzer. Our protocol is customized for the quantum dot (QD) spin-photon interface
developed in this thesis and is able to distinguish between time-bin encoded photonic Bell
pairs. A further analysis of the protocol performance suggests that the spectral diffusion
noise is currently a dominant error source limiting its fidelity, though there are some
experimental evidences already showing transform-limited X− QDs, which points to an
optimistic outlook.





Chapter 8

Summary with Outlook

The central results reported in this thesis are categorized into three pieces: (1) the-
oretical analysis of quantum state transfer between a frequency-encoded photon and
a quantum-dot spin, (2) experimental demonstration of spin-photon entanglement via
photon-scattering, supported by theoretical analysis of the entanglement fidelity, and;
(3) experimental realization of spin-photon-photon entanglement by single-photon emis-
sion of a quantum dot. All three pieces of work are built upon a waveguide-mediated
coherent spin-photon interface, and cater to specific applications crucial for quantum
information processing.

In Chapters 2 we proposed and investigated the feasibility of a photon-scattering
protocol to deterministically transfer the state of a flying photon to a local quantum-dot
spin embedded in a nanophotonic waveguide. We found that it is robust to most of the
current experimental imperfections with fidelity comparable to the atomic platform, and
can in principle operate passively without active pulse control. Moreover, we laid out a
detailed guide for realistic implementation of the protocol, which we hope to motivate
future experiments.

In Chapter 3, we experimentally generated a Bell state between a time-bin encoded
photon and a quantum-dot hole spin in a photonic-crystal waveguide. We benchmarked
the quality of the light-matter interface required for entanglement generation, by mea-
suring the optical coherence of the single-photon scattering process and fidelity of spin
control. A coherent spin-photon interface with optical cyclicity of C = 14.7 and hole
spin-control fidelity of Fπ = 88.1% is sufficient to generate an entanglement fidelity of
FBell = 74.3%, which is comparable to other solid-state systems, while the entanglement
speed is improved by two orders of magnitude.

To understand the contribution from various imperfections that limit FBell, in Chap-
ter 4 we followed the theoretical tools developed in Chapter 2 and analyzed the entangle-
ment protocol under known experimental errors such as phonon-induced pure dephasing,
spin control errors, spectral diffusion and waveguide-coupling loss. From the theory, we
obtained a reliable estimate of the fidelity which shows full agreement with the measured
FBell. The convergence between theoretical and experimental estimates has demonstrated
not only a good understanding of our quantum system, but also validity of the theory.

An interesting short study sprang from Chapter 3 is the direct measurement of pure
dephasing rate in the waveguide platform, by interfering two resonantly scattered single
photons on a beamsplitter and measuring the detector contrast at different photon num-
bers. To unravel intriguing physics in the measurement, in Chapter 5 we considered
nonlinear scattering dynamics with two-photon states, and found a neat expression of the
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detector intensity contrast, or termed photon visibility. We noticed a salient resemblance
between the photon visibility and the Hong-Ou-Mandel visibility. Consequently, given
complexity of measuring the latter, the photon visibility measurement could potentially
be a more accurate and accessible way to extract the pure dephasing rate.

The agreement between theory and experiment demonstrated in Chapter 4 gives us
confidence in applying the scattering theory to analyze other related schemes. Besides, the
photon-scattering approach enables a plenitude of exciting applications within quantum
information processing. For these reasons, Chapter 7 showcased one of such applications
by presenting a simple protocol for deterministic Bell-state analyzers (BSA). The protocol
is constructed based on our waveguide-induced spin-photon interface, and is greatly sim-
plified to suit the current experimental needs. We performed a rudimentary theoretical
analysis of its fidelity, and highlighted some experimental challenges that future entrants
need to overcome for a proof-of-principle experiment.

Finally, as an extension of the time-bin entanglement scheme in Ref. [18], we exper-
imentally realized entanglement between a quantum-dot electron spin and two photons
in Chapter 6. This experiment relies on spontaneous single-photon emission of the
negatively charged exciton, which is fundamentally different from the photon-scattering
scheme in the previous chapters. Both approaches are connected by time reversal sym-
metry, but can both mediate light-matter entanglement.

Several modifications in the experimental setup and quantum-dot device have smoothed
the way for an improved spin-photon interface, with a higher cyclicity C = 36.3 and near-
unity electron spin-rotation fidelity Fπ = 98.1%. With these, we measured a spin-photon
Bell-state fidelity of FBell = 77.4% and 3-qubit GHZ-state fidelity of F3

GHZ = 56.1%. The
fidelities are primarily reduced by cross-excitation error owing to the broadband excita-
tion laser exciting unwanted transitions, but can be mitigated by fabricating waveguides
90◦ relative to the quantum-dot crystallographic axes in the current sample. Therefore,
the path towards a higher number of entangled photons is clear, and the generation of
4-qubit entanglement should be within experimental reach.



Appendix A

Formula of the Average Gate
Fidelity in Heralded Operations

In this Appendix we derive the linear relation between the Choi-Jamiolkowski fidelity
FCJ and the weighted average conditional fidelity F̄ (c) used in Chapter 2:

F̄ (c) =
2

3
FCJ +

1

3
. (A.1)

The proof is made by deriving an expression for each fidelity and comparing their results.

Proof:

(1) Choi-Jamiolkowski fidelity FCJ. The starting point for the Choi-Jamiolkowski
fidelity is to consider a (fictitious) input state, which is a Bell-state between two sub-
systems A and S:

|ψin⟩ =
1√
2

(
|0A0S⟩+ |1A1S⟩

)
. (A.2)

The Choi-Jamilkowski fidelity corresponds to the fidelity of the state when we apply
our map IA ⊗ ES to the ideal EPR-pair in the bipartite system. If the Choi-Jamilkowski
fidelity is above 50% this guarantees that the fictitious state would remains entangled after
the (conditional) operation on qubit S, and thus signifies that the map is entanglement-
preserving.

The quantum gate process in general is modelled by the superoperator E acting on
an outer product |i⟩⟨j|. Requiring the density matrix to be normalized after a non-trace
preserving map, i.e., by conditioning on a photon in the output, the density matrix of
the output state is

ρout =
|ψout⟩⟨ψout|

Tr(|ψout⟩⟨ψout|)

=
|ψout⟩⟨ψout|∑

i,j∈{0,1}
⟨iAjS|(|ψout⟩⟨ψout|)|iAjS⟩

=
|0A⟩E(|0S⟩⟨0S|)⟨0A|+ |0A⟩E(|0S⟩⟨1S|)⟨1A|+ |1A⟩E(|1S⟩⟨0S|)⟨0A|+ |1A⟩E(|1S⟩⟨1S|)⟨1A|∑

j,m={0,1}
Mj,m,m,j

,

(A.3)

177



Appendix A. Formula of the Average Gate Fidelity in Heralded Operations 178

whereMk,l,l,k = ⟨kS|E(|lS⟩⟨lS|)|kS⟩ can be interpreted as the probability for subsystem S
to be in state |k⟩ after the operation E when starting in state |l⟩.

For a perfect gate operation denoted by the unitary operator Uideal, we have

1√
2

(
|0A0S⟩+ |1A1S⟩

)
→ 1√

2

[
|0A⟩ ⊗ Uideal|0S⟩+ |1A⟩ ⊗ Uideal|1S⟩

]
= |ψideal⟩.

(A.4)

Therefore, the Choi-Jamiolkowski fidelity of the mapping is

FCJ = ⟨ψideal|ρout|ψideal⟩ =
1

2

∑
j,m={0,1}

M′
j,j,m,m

∑
j,m={0,1}

Mj,m,m,j

, (A.5)

where M′
k,l,i,j = ⟨kS|U †

idealE(|lS⟩⟨iS|)Uideal|jS⟩ computes the overlap with the ideal
state.

(2) Weighted average of the conditional fidelity F̄ (c). To evaluate the weighted
average we need to consider the evolution of specific states.

The input-output relation for applying a unitary operator U on an arbitrary input
qubit S on the Bloch sphere is

|ψin⟩ = cos
θ

2
|0S⟩+ sin

θ

2
eiϕ|1S⟩ U−→ cos

θ

2
U|0S⟩+ sin

θ

2
eiϕU|1S⟩ = |ψout⟩, (A.6)

which can be generalized to a non-unitary operation E via U|i⟩⟨j|U † → E(|i⟩⟨j|). The
normalized density matrix of the output state then becomes

ρout =
|ψout⟩⟨ψout|

Tr(|ψout⟩⟨ψout|)

=
cos2( θ

2
)E(|0S⟩⟨0S|) + sin2( θ

2
)E(|1S⟩⟨1S|) + sin

(
θ
2

)
cos
(
θ
2

)
eiϕE(|1S⟩⟨0S|) + H.c.

∑
i={0,1}

⟨iS|
(

cos2( θ
2
)E(|0S⟩⟨0S|) + sin2( θ

2
)E(|1S⟩⟨1S|) + sin

(
θ
2

)
cos
(
θ
2

)
eiϕE(|1S⟩⟨0S|) + H.c.

)
|iS⟩

,

(A.7)

where the denominator is the success probability P s
i of the map for the specific input

qubit state. The fidelity for each cardinal input state can then be computed using F (c)
i =

⟨ψideal|ρout|ψideal⟩ at 6 different sets of values for θ and ϕ.

When evaluating the weighted average F̄ (c), the weighted sum
∑

i P
s
i F (c)

i and
∑

i P
s
i

will contain the sum of phases e±iϕ over 4 different sets of azimuthal angle ϕ, thus the
phases will eventually be cancelled out according to the table below:
The weighted average conditional fidelity is therefore

F̄ (c) =

∑
i P

s
i F (c)

i∑
i P

s
i

=
1

3

∑
j,m={0,1}

(
M′

j,j,m,m +M′
j,m,m,j

)

∑
j,m={0,1}

Mj,m,m,j

. (A.8)



179

Index i θ ϕ eiϕ e2iϕ e−iϕ e−2iϕ Fidelity

1 0 - - - - - F (c)
1

2 π - - - - - F (c)
2

3 π/2 0 1 1 1 1 F (c)
3

4 π/2 π −1 1 −1 1 F (c)
4

5 π/2 π/2 i −1 −i −1 F (c)
5

6 π/2 3π/2 −i −1 i −1 F (c)
6

(3) Comparing two fidelities. Comparing (A.5) with (A.8) we find a relation between
the two expressions

F̄ (c) =
2

3
FCJ +

1

3

∑
j,m={0,1}

M′
j,m,m,j

∑
j,m={0,1}

Mj,m,m,j

, (A.9)

Using the property that the trace of a matrix is invariant under the unitary transformation
Uideal, we arrive at

F̄ (c) =
2

3
FCJ +

1

3
. (A.10)

Eq. (A.10) thus establishes a linear relation between two fidelity definitions, which al-
lows us to extract the Choi-Jamiolkowski fidelity for the heralded state-transfer protocol.





Appendix B

Normalization of the Two-photon
Output State

Here we show that the analytical forms in Eq. (5.8) satisfy the normalization condition for
the two-photon output state. The computation code is documented in the Mathematica
notebook “AnalyticalPhotonVisibility.nb” [26]. A two-photon input state with a Gaussian
spectral profile Φ for each photon is expressed as

|2⟩in =

∫
dωadωbΦ(ωa)Φ(ωb)â

†(ωa)â
†(ωb)|∅⟩, with Φ(ωi) ≡ (2πσ2

o)−
1
4 exp

(
−(ωi − ω0)

2

4σ2
o

)
,

(B.1)

where ω0 is the resonant frequency of the quantum dot (QD). σo is the spectral width of
the Gaussian input pulse centered at ω0. After scattering, both photons can be trans-
mitted or reflected, or either one is transmitted while another is reflected, see Fig. 5.1.
In general, the two-photon output state in either of the above cases is written as

|2⟩out =

∫
dωadωbΦ(ωa)Φ(ωb)F (ωa, ωb)â

†(ωa)â
†(ωb)|∅⟩

+

∫
d∆2dωadωbΦ(ωa)Φ(ωb)B(ωa, ωb,∆2)â

†(va)â
†(vb)|∅⟩

=

∫
dKd∆1Φ(K,∆1)F (K,∆1)|K,∆1⟩

︸ ︷︷ ︸
Linear

+

∫
dKd∆1d∆2Φ(K,∆1)B(K,∆1,∆2)|K,∆2⟩

︸ ︷︷ ︸
Nonlinear

≡ |L⟩+ |N ⟩, (B.2)

where Φ(K,∆1) = Φ(ωa)Φ(ωb) and ∆1 ≡ (ωa − ωb)/2. F (ωa, ωb) is the QD response
function. For example, F (ωa, ωb) = R(ωa)T (ωb) when photon a is elastically reflected
while photon b is transmitted. We define K = ωa + ωb the total energy of the photons
which is conserved during scattering, thus with the sum of output frequencies va+vb = K
and their difference ∆2 ≡ (va − vb)/2 we express va = K/2 + ∆2 and vb = K/2−∆2. B
is the momentum distribution of the two correlated photons given by [120]

B(K,∆1,∆2) =
1

2

(
1

4
B

)
=

2iΓ2

π

K − 2ω0 + iΓ

[4∆2
1 − (K − 2ω0 + iΓ)2][4∆2

2 − (K − 2ω0 + iΓ)2]
.

(B.3)

Here K − 2ω0 is the total energy detuning to the QD resonance. Γ is the QD total decay
rate. Note that an extra factor of 1/2 is included to account for the symmetric states
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of two bosons, as Eqs. (127), (128) and (130) in Ref. [120] describe the total nonlinear
contribution from two interchangeable bosons k1 and p1 whereas we are only interested
in the contribution from one particular pair.

The probability amplitude of each of the output terms is therefore

⟨L|L⟩ =

∫
dKdK ′d∆1d∆′

1Φ(K,∆1)Φ
∗(K ′,∆′

1)F (K,∆1)F
∗(K ′,∆′

1)δ(K −K ′)δ(∆1 −∆′
1)

=

∫
dKd∆1|Φ(K,∆1)|2|F (K,∆1)|2;

⟨N |N⟩ =

∫
dKdK ′d∆1d∆′

1d∆2d∆′
2Φ(K,∆1)Φ

∗(K ′,∆′
1)

× B(K,∆1,∆2)B(K ′,∆′
1,∆

′
2)δ(K −K ′)δ(∆2 −∆′

2)

=

∫
dKd∆1d∆′

1d∆2Φ(K,∆1)Φ
∗(K,∆′

1)B(K,∆1,∆2)B(K,∆′
1,∆2);

⟨L|N⟩ =

∫
dKdK ′d∆1d∆′

1d∆2Φ(K,∆1)Φ
∗(K ′,∆′

1)F
∗(K ′,∆′

1)B(K,∆1,∆2)δ(K −K ′)δ(∆2 −∆′
1)

=

∫
dKd∆1d∆2Φ(K,∆1)Φ

∗(K,∆2)F
∗(K,∆2)B(K,∆1,∆2). (B.4)

As an example we shall compute the cross-term ⟨L|N⟩ for one photon transmitted and
another reflected. The QD response function is given by

F ∗(K,∆2) = T ∗(ωa)R∗(ωb) =

(
1− Γ

Γ + 2i(ωa − ω0)

) −Γ

Γ + 2i(ωb − ω0)

=

(
1− Γ

Γ + i(K − 2ω0) + 2i∆2

) −Γ

Γ + i(K − 2ω0)− 2i∆2

=
iΓ(K − 2ω0 + 2∆2)

[(K − 2ω0)− iΓ]2 − 4∆2
2

. (B.5)

Therefore,

⟨L|N⟩TR =
−Γ2

π2σ2
o

∫
dKe

− (K−2ωo)
2

4σ2
o (K − 2ω0 + iΓ)

×
∫

e
− ∆2

2
2σ2

o (K − 2ω0 + 2∆2)

[(K − 2ω0 − iΓ)2 − 4∆2
2][4∆2

2 − (K − 2ω0 + iΓ)2]
d∆2

×
∫

e
− ∆2

1
2σ2

o

[4∆2
1 − (K − 2ω0 + iΓ)2]

d∆1, (B.6)

where the integrals with ∆1 and ∆2 are separable and thus can be straightforwardly
computed. The integral with K, however, has no closed form. Thus the trick is to
first apply the perturbative limit where σo ≪ Γ to simplify and expand the integrand
to the fourth order (See the attached Mathematica notebook [26]). The corresponding
analytical form can therefore be found after integrating with K:

⟨L|N⟩TR ≈ −
8√
π

σ3
o

Γ3
, σo ≪ Γ. (B.7)
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Similarly, using the same trick we find

⟨L|N⟩RT ≈ −
8√
π

σ3
o

Γ3
; ⟨L|L⟩RT ≈

4σ2
o

Γ2
− 64σ4

o

Γ4

⟨L|N⟩TT ≈ −
8√
π

σ3
o

Γ3
; ⟨L|L⟩TT ≈

16σ4
o

Γ4

⟨L|N⟩RR ≈ −
4√
π

σo
Γ

+
72√
π

σ3
o

Γ3
; ⟨L|L⟩RR ≈ 1− 8σ2

o

Γ2
+

112σ4
o

Γ4

⟨N |N⟩ ≈ 2√
π

σo
Γ
− 24√

π

σ3
o

Γ3
; ⟨L|L⟩TR ≈

4σ2
o

Γ2
− 64σ4

o

Γ4
. (B.8)

One interesting observation is that the terms associated with the nonlinearity scale with
odd powers, while the linearities scale with only even powers. The normalization condition
is therefore satisfied when σo ≪ Γ as

∑

i

(⟨L|L⟩i + ⟨L|N⟩i + ⟨N |L⟩i + ⟨N |N⟩i)

=
∑

i

⟨L|L⟩i + 2
∑

i

⟨L|N⟩i +
∑

i

⟨N |N⟩

= 1 + 2

(−4√
π

σo
Γ

+
48√
π

σ3
o

Γ3

)
+ 4

(
2√
π

σo
Γ
− 24√

π

σ3
o

Γ3

)
= 1. (B.9)





Appendix C

Speculations on the Origin of
Power-dependent Spin-flips

One hypothesis on the origin of the power-dependent spin-flips is the Raman laser ejects
the quantum-dot (QD) charge when subject to a strong rotation pulse. The charge is
removed from the QD confinement, followed by the tunneling of another charge under
the presence of an applied bias voltage. The tunnelled charge now has a randomized spin
state with its spin coherence scrambled, which manifests in an incoherent spin-flip rate
κ. This photoelectric effect may take place when the QD is illuminated by a laser with
energy greater than some threshold energy [126].

Figure C.1: Proposed mechanism for laser-induced spin decoherence. (a) Energy
levels of the p-i-n diode conduction band without applying a bias voltage. The QD energy
level is above the Fermi level EF thus tunneling from the electron-rich n-layer is forbidden.
(b) At the X− bias voltage, the band structure is tilted downwards such that the Fermi
level has higher energy than the QD s-shell. An electron is thus trapped in the QD as
the spin qubit. Laser-induced spin-flip is hypothesized to be a two-step process: (1) the
confined electron is kicked out by the red-detuned Raman laser (red) with photon energy
larger than the work function Wo. (2) Another electron tunnels into the emptied QD
with a random spin state.

Before elaborating further, it is instructive to first recap how an applied bias voltage
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prepares the X− ground state (Sec. 1.2.2). Fig. C.1a schematically shows the conduction-
band energy at different layers of the diode. The electronic potential difference between
the doped n- and p- layers results in a built-in energy difference Ei. In the figure, the
QD energy level (s-shell) is shown to be above the Fermi energy EF of electrons defined
by the n-doped back contact, which means electron tunneling to the QD is energetically
forbidden.

Now, when a constant X− bias voltage is applied, which in our case is 1.31 V, the
QD level has lower energy than the Fermi sea with resonant frequency of 316.272 THz
(1.308 eV), thus an electron is trapped1 as the QD ground state. The energetic offset (or
work function) between the confined state of the electron in the QD and the bandgap
energy of the Al0.3Ga0.7As blocking barrier2 is given by Wo = (1.899− 1.308) = 0.59 eV,
which is significantly lower than the photon energy from the red-detuned Raman laser
(1.305 eV for 315.622 THz). This means the laser has sufficient energy to lift the confined
electron far above the Al0.3Ga0.7As conduction band edge. The photoionization rate also
appears to scale linearly with laser power [126], consistent with our observations on κ
and γr (Sec. 3.5). Once the QD becomes empty, another electron tunnels from the Fermi
reservoir to the QD, as it is energetically favourable at the X− bias voltage, but its spin
state is effectively random3.

If the hypothesis is true, this means such a photoelectric effect might be unavoidable
for optical spin control of QDs, since the Raman laser frequency is at least 300 THz4

(corresponding to a photon energy of 1.24 eV still greater than the threshold energy Wo).
Additionally, if the photoelectric effect is internal, i.e., the ejected electron/hole jumps

to a higher-energy state or charge trap within the diode layers, in which case the transition
rate of such process should be described by Fermi’s Golden rule, and depends on the
wavefunction overlap between initial and final states. This implies modifications on the
thickness of different heterostructure layers could suppress the transition rate.

It remains an open question whether the mechanism for power-dependent spin-flips is
different between electrons and holes, as our sample size is limited.

1More electrons are forbidden by Coulomb blockade [42].
2The bandgap energy of AlxGa1−xAs is given by (1.519 + 1.155x+ 0.37x2) eV [31].
3The spin should in theory be in the thermal state 0.44|↓⟩⟨↓|+0.56|↑⟩⟨↑| described by the Boltzmann

distribution at T = 4.2 K, ∆e/2π = 21.7 GHz and Bx = 4 T.
4In the two-photon Raman scheme, the Raman laser can in principle be more far-detuned from the

optical transitions; however, a gigantic amount of optical power would be required to drive the spin with
sufficient spin Rabi frequency. Other detrimental photo-created charge effects could arise with more
power.



Appendix D

Effect of Laser-induced Spin Flips on
n-photon GHZ Fidelity

Here we attempt to model the effect of the incoherent spin-flip rate κ on an n-photon
GHZ entanglement fidelity. The idea is to apply the operator Ôi representing a single
round of optical excitations and a spin π-rotation pulse on the initial state |Ψs⟩ ⊗ |∅⟩p,
where |Ψs⟩ is the spin superposition state after applying a spin π/2-rotation and |∅⟩p is
the n-photon vacuum state. Note that here we assume a photon is generated conditioned
on the spin state |↑⟩, while the experiment in Chapter 6 excites |↓⟩ instead. There is
however no difference in the theoretical expression of n-photon entanglement fidelity.

D.1 1-photon case: A spin-photon Bell state

The first-round operator has the form [149]

Ôideal
1 = R̂(π)

y

(
− |↑⟩⟨↓|A†

l1
+ |↓⟩⟨↑|A†

e1

)
, (D.1)

where A†
ei

(A†
li
) denotes the i-photon creation operator in the early (late) time-bin. Note

that Eq. (D.1) includes two perfect π-rotation pulses: One of which is represented by the

inner products |↑⟩⟨↓| and |↓⟩⟨↑| with a phase difference π as R̂
(π)
y |↑⟩ = −|↓⟩. Applying

this on the initial state ρ0 ≡ |Ψs⟩⟨Ψs| ⊗ |∅⟩p⟨∅|p results in the Bell state

Ôideal
1 ρ0Ôideal†

1 = R̂(π)
y

[
A†

l1
|↑⟩⟨↓|ρ0|↓⟩⟨↑|Al1 −A†

e1
|↓⟩⟨↑|ρ0|↓⟩⟨↑|Al1

−A†
l1
|↑⟩⟨↓|ρ0|↑⟩⟨↓|Ae1 +A†

e1
|↓⟩⟨↑|ρ0|↑⟩⟨↓|Ae1

]
R̂(π)†

y

=
1

2
R̂(π)

y

[
|l1 ↑⟩⟨l1 ↑| − |e1 ↓⟩⟨l1 ↑| − |l1 ↑⟩⟨e1 ↓|+ |e1 ↓⟩⟨e1 ↓|

]
R̂(π)†

y ≡ ρideal1 ,

(D.2)

where we assume spin rotations with unit fidelity. In such a case, the spin superposition
state is |Ψs⟩ = (|↑⟩+ |↓⟩)/

√
2. Here the second π-rotation is written out separately since

it will not be implemented for the experiment. This means when evaluating the n-photon
GHZ fidelity, the final π-rotation is not applied.
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Under the presence of the spin-flip depolarizing error, the state evolves as

Ô1ρ0Ô†
1 = Eπdepol

(
A†

l1
|↑⟩⟨↓|Edepol(ρ0)|↓⟩⟨↑|Al1 −A†

e1
|↓⟩⟨↑|Edepol(ρ0)|↓⟩⟨↑|Al1

−A†
l1
|↑⟩⟨↓|Edepol(ρ0)|↑⟩⟨↓|Ae1 +A†

e1
|↓⟩⟨↑|Edepol(ρ0)|↑⟩⟨↓|Ae1

)

= Eπdepol
([

(1− pπ)d+
pπ
2

]
|l1 ↑⟩⟨l1 ↑|+ +

[
(1− pπ)a+

pπ
2

]
|e1 ↓⟩⟨e1 ↓|

−
[
(1− pπ)b

]
|e1 ↓⟩⟨l1 ↑| −

[
(1− pπ)c

]
|l1 ↑⟩⟨e1 ↓|

)

≡ Eπdepol
(
ρ
(1)
1 |l1 ↑⟩⟨l1 ↑|+ ρ

(1)
4 |e1 ↓⟩⟨e1 ↓|+ ρ

(1)
2 |e1 ↓⟩⟨l1 ↑|+ ρ

(1)
3 |l1 ↑⟩⟨e1 ↓|

)
≡ ρ1.

(D.3)

Here we introduced the depolarizing channels Edepol and Eπdepol where Edepol(ρs) = (1 −
pπ)ρs + pπI/2 and Eπdepol(ρs) = (1 − pπ)R̂

(π)
y ρsR̂

(π)†
y + pπI/2, where pπ is the probability

of incoherent spin-flips during the π-rotation. To understand why there are two depo-
larizing channels, as an example, |↑⟩⟨↓|Edepol(ρ0)|↓⟩⟨↑| means having a depolarizing error
before the π-rotation, which is mathematically equivalent to introducing the error during
rotation as the order does not matter. For an arbitrary spin state ρ0, both channels
transform it into

Edepol
([

a b

c d

])
=

[
(1− pπ)a+ pπ

2
(1− pπ)b

(1− pπ)c (1− pπ)d+ pπ
2

]

Eπdepol

([
a b

c d

])
=

[
(1− pπ)d+ pπ

2
−(1− pπ)c

−(1− pπ)b (1− pπ)a+ pπ
2

]
. (D.4)

Eq. (D.4) is useful for evaluating the n-photon GHZ fidelity.

D.2 2-photon case: A GHZ state

Applying the second-round operator gives

Ô2ρ1Ô†
2 = Eπdepol

(
A†

l2
|↑⟩⟨↓|Edepol(ρ1)|↓⟩⟨↑|Al2 −A†

e2
|↓⟩⟨↑|Edepol(ρ1)|↓⟩⟨↑|Al2

−A†
l2
|↑⟩⟨↓|Edepol(ρ1)|↑⟩⟨↓|Ae2 +A†

e2
|↓⟩⟨↑|Edepol(ρ1)|↑⟩⟨↓|Ae2

)

= Eπdepol
(
ρ
(2)
4 |l2l1 ↑⟩⟨l2l1 ↑|+ ρ

(2)
1 |e2e1 ↓⟩⟨e2e1 ↓|+ ρ

(2)
2 |e2e1 ↓⟩⟨l2l1 ↑|+ ρ

(2)
3 |l2l1 ↑⟩⟨e2e1 ↓|

)
,

(D.5)
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where ρ(2) is the 2-photon-spin density matrix before the final π-rotation, evaluated by
applying the inner products on Edepol(ρ1) = Edepol(Eπdepol(ρ(1))):





ρ
(2)
1 = (1− pπ)2ρ

(1)
4 + (1− pπ)

pπ
2

+
pπ
2

ρ
(2)
2 = (−1)2(1− pπ)2ρ

(1)
3

ρ
(2)
3 = (−1)2(1− pπ)2ρ

(1)
2

ρ
(2)
4 = (1− pπ)2ρ

(1)
1 + (1− pπ)

pπ
2

+
pπ
2
.

(D.6)

D.3 Induction to n-photon GHZ state

The entanglement fidelity for the i-photon state is given by the overlap between the ideal
and final states

Fi =
⟨ψideal|ρ(i)|ψideal⟩

Tr ρ(i)
=

1

2

∑4
k ρ

(i)
k

ρ
(i)
1 + ρ

(i)
4

, (D.7)

where the ideal i-photon GHZ state is |ψideal⟩ = (|e1e2...ei ↓⟩ − |l1l2...li ↑⟩)/
√

2 before
applying the last π-rotation. For the 1-photon, 2-photon and (generalizing to) n-photon
state, the corresponding fidelities are

F1 =
1

2

(1− pπ)(a+ d) + pπ + (1− pπ)(b+ c)

(1− pπ)(a+ d) + pπ

a+d=1−−−−→ 1

2

[
1 + (1− pπ)(1− pπ/2)

]
;

F2 =
1

2

(1− pπ)3(a+ d) + 2

(
pπ
2

(1− pπ)2 + pπ
2

(1− pπ) + pπ
2

)
− (−1)3(1− pπ)3(b+ c)

(1− pπ)3(a+ d) + 2

(
pπ
2

(1− pπ)2 + pπ
2

(1− pπ) + pπ
2

)

a+d=1−−−−→ 1

2

[
1 + (1− pπ)3(1− pπ/2)

]
;

Fn =
1

2

(1− pπ)2n−1(a+ d) + 2

(
pπ
2

(1− pπ)2n−2 + ...+ pπ
2

)
− (−1)2n−1(1− pπ)2n−1(b+ c)

(1− pπ)2n−1(a+ d) + 2

(
pπ
2

(1− pπ)2n−2 + pπ
2

(1− pπ)2n−3 + ...+ pπ
2

)

=
1

2

(1− pπ)2n−1(a+ d) +
[
1− (1− pπ)2n−1

]
+ (1− pπ)2n−1(b+ c)

(1− pπ)2n−1(a+ d) +
[
1− (1− pπ)2n−1

]

a+d=1−−−−→ 1

2

[
1 + (1− pπ)2n−1(1− pπ/2)

]
, (D.8)

where the exponent (2n− 1) means (2n− 1) π-rotation pulses are needed to generate an
n-photon GHZ state. a, b, c and d are spin matrix elements resulting from applying a π/2-
spin rotation on the spin state initialized in |↓⟩, with pπ/2 the probability of incoherent
spin-flips and assuming infinite T ∗

2 :

Eπ/2depol

([
0 0

0 1

])
=

[
1
2

1
2
(1− pπ/2)

1
2
(1− pπ/2) 1

2

]
≡
[
a b

c d

]
. (D.9)
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A. Lemâıtre, X. Marie, and M. Chamarro. Hole–nuclear spin interaction in quantum
dots. Phys. Rev. Lett., 102:146601, Apr 2009.

[79] Denis V. Bulaev and Daniel Loss. Spin relaxation and decoherence of holes in
quantum dots. Phys. Rev. Lett., 95:076805, Aug 2005.

[80] Alexander V. Khaetskii, Daniel Loss, and Leonid Glazman. Electron spin decoher-
ence in quantum dots due to interaction with nuclei. Phys. Rev. Lett., 88:186802,
Apr 2002.

[81] J. Houel, A. V. Kuhlmann, L. Greuter, F. Xue, M. Poggio, B. D. Gerardot, P. A.
Dalgarno, A. Badolato, P. M. Petroff, A. Ludwig, D. Reuter, A. D. Wieck, and R. J.
Warburton. Probing single-charge fluctuations at a GaAs/AlAs interface using laser
spectroscopy on a nearby ingaas quantum dot. Phys. Rev. Lett., 108:107401, Mar
2012.

[82] L. Besombes, K. Kheng, L. Marsal, and H. Mariette. Acoustic phonon broadening
mechanism in single quantum dot emission. Phys. Rev. B, 63:155307, Mar 2001.

[83] B. Krummheuer, V. M. Axt, and T. Kuhn. Theory of pure dephasing and the
resulting absorption line shape in semiconductor quantum dots. Phys. Rev. B,
65:195313, May 2002.

[84] Jean Dalibard, Yvan Castin, and Klaus Mølmer. Wave-function approach to dissi-
pative processes in quantum optics. Phys. Rev. Lett., 68:580–583, Feb 1992.

[85] L. I. Childress, J. M. Taylor, A. S. Sørensen, and M. D. Lukin. Fault-tolerant
quantum repeaters with minimal physical resources and implementations based on
single-photon emitters. Phys. Rev. A, 72:052330, Nov 2005.

[86] I. A. Merkulov, Al. L. Efros, and M. Rosen. Electron spin relaxation by nuclei in
semiconductor quantum dots. Phys. Rev. B, 65:205309, Apr 2002.

[87] E. L. Hahn. Spin echoes. Phys. Rev., 80:580–594, Nov 1950.

[88] F. H. L. Koppens, K. C. Nowack, and L. M. K. Vandersypen. Spin echo of a single
electron spin in a quantum dot. Phys. Rev. Lett., 100:236802, Jun 2008.

[89] Xiaoya Judy Wang, Stefano Chesi, and W. A. Coish. Spin-echo dynamics of a heavy
hole in a quantum dot. Phys. Rev. Lett., 109:237601, Dec 2012.

[90] S. Massar and S. Popescu. Optimal extraction of information from finite quantum
ensembles. Phys. Rev. Lett., 74:1259–1263, Feb 1995.

[91] K. Hammerer, M. M. Wolf, E. S. Polzik, and J. I. Cirac. Quantum benchmark for
storage and transmission of coherent states. Phys. Rev. Lett., 94:150503, Apr 2005.



Bibliography 198

[92] H. J. Carmichael. Quantum trajectory theory for cascaded open systems. Physical
review letters, 70(15):2273, 1993.

[93] Klaus Mølmer, Yvan Castin, and Jean Dalibard. Monte carlo wave-function method
in quantum optics. JOSA B, 10(3):524–538, 1993.

[94] Howard Carmichael. Quantum trajectories i. An Open Systems Approach to Quan-
tum Optics: Lectures Presented at the Université Libre de Bruxelles October 28 to
November 4, 1991, pages 113–125, 1993.

[95] P. Borri, W. Langbein, U. Woggon, V. Stavarache, D. Reuter, and A. D. Wieck.
Exciton dephasing via phonon interactions in inas quantum dots: Dependence on
quantum confinement. Phys. Rev. B, 71:115328, Mar 2005.

[96] Jack Hansom, Carsten H. H. Schulte, Claire Le Gall, Clemens Matthiesen, Edmund
Clarke, Maxime Hugues, Jacob M. Taylor, and Mete Atatüre. Environment-assisted
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Gangloff. Optimal purification of a spin ensemble by quantum-algorithmic feedback.
Phys. Rev. X, 12:031014, Jul 2022.

[164] Carsten Schuck, Gerhard Huber, Christian Kurtsiefer, and Harald Weinfurter.
Complete deterministic linear optics bell state analysis. Phys. Rev. Lett., 96:190501,
May 2006.

[165] Stephan Welte, Philip Thomas, Lukas Hartung, Severin Daiss, Stefan Langenfeld,
Olivier Morin, Gerhard Rempe, and Emanuele Distante. A nondestructive bell-
state measurement on two distant atomic qubits. Nature Photonics, 15(7):504–509,
Jul 2021.

[166] Alastair Kay. Tutorial on the quantikz package, 2020.

http://theory.caltech.edu/~preskill/ph219/chap3_15.pdf


Bibliography 204

[167] Andreas V. Kuhlmann, Jonathan H. Prechtel, Julien Houel, Arne Ludwig, Dirk
Reuter, Andreas D. Wieck, and Richard J. Warburton. Transform-limited single
photons from a single quantum dot. Nature Communications, 6(1):8204, Sep 2015.

[168] Andreas V. Kuhlmann, Julien Houel, Daniel Brunner, Arne Ludwig, Dirk Reuter,
Andreas D. Wieck, and Richard J. Warburton. A dark-field microscope for
background-free detection of resonance fluorescence from single semiconductor
quantum dots operating in a set-and-forget mode. Review of Scientific Instruments,
84(7):073905, Jul 2013.


	Abstract
	Acknowledgements
	List of Publications
	Contents
	Introduction
	Thesis Structure
	Self-assembled Quantum Dots
	Band Diagram and Optical Excitations
	Charge-tunable Wafers

	Optical Selection Rules
	Neutral Exciton
	Negatively-charged Exciton

	Nanophotonic Waveguides
	Photon Emission and Single-photon Scattering

	Quantum State Transfer from Photon to Spin
	Summary of Results
	Photon Scattering Formalism
	Photon Scattering in One-sided Waveguides
	Ideal Protocol

	Fidelity under Various Noises
	Resonant Scattering in QD-waveguide Systems
	Off-resonant Scattering in QD-waveguide Systems
	State Transfer of an Equatorial Photonic State to a QD spin
	Choi-Jamiolkowski Fidelity
	Error Sanity Check

	Additional Imperfections
	Comparison with Numerical Simulation
	Experimental Considerations
	Realization on a QD-waveguide platform
	Comparison with Rb-cavity platform

	Conclusion

	Spin-Photon Entanglement using Photon-scattering
	Motivations
	Photon-scattering Gate Protocols
	Deterministic Photon-scattering gates
	Heralded Photon-scattering gates

	Experimental Setup
	Laser Paths
	Time-bin Interferometer
	Cross-polarization Scheme

	Hole Spin Spectroscopy
	Resonance Fluorescence
	Two-color Resonant Transmission
	Optical Cyclicity
	Spin-dependent Reflection
	Photon Visibility

	Hole Spin Control
	Principle of Optical Spin Control
	Measured Rabi flops
	Hahn-echo Visibility

	Parameter Summary
	Entanglement Measurement
	Gate Performance Metrics
	Conclusion

	Theory of Spin-photon Entanglement with Photon-scattering
	State Evolution under the Photon-scattering Entanglement Protocol
	Photon Scattering Formalism and Fidelity Expression
	Scattering Coefficients in Two-sided Waveguides
	Projection Operators for Time-bin Photons
	Formula for Operational Fidelity

	Fidelity under Realistic Noises
	Spectral Mode Mismatch
	Finite Cyclicity and Coupling Loss
	Phonon-induced Pure Dephasing
	Spin Dephasing
	Incoherent Spin-flip Error and Finite 
	Spin Readout Error
	Driving-induced Dephasing

	Comparison between Theoretical and Experimental Fidelity Estimates

	Theoretical Model of Photon Visibility
	Input and Output states
	Reflection and Transmission Visibility
	Visibility Comparison between Theory and Simulation
	Visibility with Additional Errors

	Visibility Comparison with Data
	Comparison with Hong-Ou-Mandel Visibility

	Multi-photon Entanglement with Photon Emission
	Protocol for Multi-photon Entanglement Generation
	The Lindner-Rudolph Protocol
	Time-bin Protocol

	Experimental Setup
	Wafer Composition
	Optical and Spin Control Setup

	Electron Spin Spectroscopy
	Quantum Dot Search
	Optical Cyclicity

	Electron Spin Control
	Spin Rabi Oscillations
	Ramsey Interferometry
	Hahn-echo Visibility

	Optical Pulsed Excitations
	Purity and Indistinguishability

	Parameter Summary
	Two-Qubit Entanglement
	Measurement Results
	Preliminary Infidelity Analysis

	Three-Qubit Entanglement
	Timing Restrictions
	Measurement Settings
	Measurement Results

	Summary and Outlook
	Outlook


	Proposal for Deterministic Bell state Analyzers
	Basic Principle of Bell State Analyzers
	Gate Sequence tailored to Time-bin Photons
	Verification of Bell states
	Protocol Analysis
	Input-Output Relation for Photon-Scattering
	Fidelity for Bell state Analyzer
	Spin Control Errors
	Excitation Errors
	Systematic Errors
	Spectral Diffusion

	Experimental Hardware
	Conclusion

	Summary with Outlook
	Formula of the Average Gate Fidelity in Heralded Operations
	Normalization of the Two-photon Output State
	Speculations on the Origin of Power-dependent Spin-flips
	Effect of Laser-induced Spin Flips on n-photon GHZ Fidelity
	1-photon case: A spin-photon Bell state
	2-photon case: A GHZ state
	Induction to n-photon GHZ state

	Bibliography

