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Abstract

This thesis explores the emergence of spatial self-organisation within bacterial communities
and its impact on their spreading dynamics. By combining novel experimental setups with
stochastic numerical simulations, I quantify the influence of specific bacterial interactions and
environmental conditions on their community formation. I do so by studying three distinct
experimental systems of Escherichia coli with increasing complexity between interactions of
their constituents.

The first study examines the three-dimensional organisation of isogenic colonies within
semi-solid media. In this setting, environmental factors are the main driver of self-organisation.
This study reveals the formation of satellite colonies due to flagellar motility, an enhanc-
ing mechanism for bacterial invasion that allows cells to conquer new territories while
maintaining the protection benefits of the main colony.

The second study addresses the effect of cell morphology on spreading competition,
revealing a competitive advantage of slender cells in two-dimensional settings. Those cells
align due to mechanical interactions, which promote their takeover of the colony edge.
Likewise, this thesis proves that cell morphology is a key factor in the efficiency of processes
that require cell-to-cell contact within subpopulations of cells.

The third study investigates the origin of indirect antibiotic resistance as a consequence of
the spatial arrangement of cells. When the detoxification of the environment occurs locally,
cells require close contact to gain protection against the antibiotic. Here, three-dimensional
configurations are shown to increase the tolerance of the sensitive cells to an antibiotic
compared to their two-dimensional counterparts. The significance of cell contacts is further
highlighted as the environment shifts from promoting competition at low antibiotic levels
to enhancing cooperation via indirect resistance at high ones. This transition leads to the
rearrangement of subpopulations in space, resulting in increased cell interactions.

Overall, this thesis emphasises the importance of spatial factors in studies of bacterial
communities and reveals how physical interactions and environmental conditions shape their
behaviour. The results presented aim to offer new insights into bacterial self-organisation
and resistance mechanisms that may have been previously overlooked.





Resumé på Dansk

Denne afhandling undersøger fremkomsten af rumlig selvorganisering i bakteriesamfund og
dens indvirkning på deres spredningsdynamik. Ved at kombinere nye forsøgsopstillinger
med stokastiske numeriske simuleringer, kvantificerer jeg indflydelsen af specifikke bak-
terielle interaktioner og miljøforhold på deres samfundsdannelse. Det gør jeg ved at studere
tre forskellige eksperimentelle systemer af Escherichia coli, hvor interaktionerne mellem
bestanddelene er af stigende kompleksitet.

Det første studie undersøger den tredimensionelle rumlige organisering af isogene
kolonier i halvfaste medier. I denne sammenhæng er miljøfaktorer den vigtigste drivkraft
for selvorganisering. Denne undersøgelse afslører dannelsen af satellitkolonier på grund af
flagellær motilitet, en mekanisme, der forbedrer bakterial invasion ved at gøre det muligt for
celler at sprede sig til nye territorier, samtidig med at hovedkoloniens beskyttelsesfordele
opretholdes.

Den anden undersøgelse omhandler effekten af cellemorfologi på konkurrence i spredning
og afslører en konkurrencefordel for slanke celler i todimensionelle omgivelser. Disse celler
tilpasser sig på grund af mekaniske interaktioner, som fremmer deres overtagelse af kanten
af kolonien. På samme måde viser denne afhandling, at cellemorfologi er en nøglefaktor
i effektiviteten af processer, der kræver celle-til-celle-kontakt inden for delpopulationer af
celler.

Det tredje studie undersøger oprindelsen af indirekte antibiotikaresistens som en kon-
sekvens af cellernes rumlige placering. Når afgiftningen af miljøet sker lokalt, kræver
det direkte kontakt mellem cellerne for at opnå beskyttelse mod antibiotikummet. Her
viser det sig, at tredimensionelle konfigurationer øger de følsomme cellers tolerance over
for et antibiotikum sammenlignet med todimensionelle konfigurationer. Betydningen af
cellekontakt fremhæves yderligere, når miljøet skifter fra at fremme konkurrence ved lave
antibiotikaniveauer til at forbedre samarbejdet via indirekte resistens ved høje niveauer.
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Denne overgang fører til omorganisering af delpopulationer i rummet, hvilket resulterer i
flere celleinteraktioner.

Samlet set understreger denne afhandling betydningen af rumlige faktorer i studier af bak-
teriesamfund og afslører, hvordan fysiske interaktioner og miljøforhold former samfundets
adfærd. De præsenterede resultater har til formål at give ny indsigt i bakteriel selvorganisering
og resistensmekanismer, som måske tidligere er blevet overset.



Resumen en castellano

Esta tesis explora la aparición de la autoorganización espacial dentro de las comunidades
bacterianas y su impacto en su dinámica de propagación. Mediante la combinación de
nuevas configuraciones experimentales con simulaciones numéricas estocásticas, cuantifico
la influencia de las interacciones bacterianas específicas y las condiciones ambientales en la
formación de su comunidad. Lo hago mediante el estudio de tres sistemas experimentales
distintos de Escherichia coli con una complejidad creciente entre las interacciones de sus
constituyentes.

El primer estudio examina la organización espacial tridimensional de las colonias isogéni-
cas dentro de medios semisólidos. En este contexto, los factores ambientales son el principal
motor de la autoorganización. Este estudio revela la formación de colonias satélite debido a
la motilidad flagelar, un mecanismo potenciador de la invasión bacteriana que permite que
las células conquisten nuevos territorios manteniendo los beneficios de protección de la
colonia principal.

El segundo estudio aborda el efecto de la morfología celular, revelando una ventaja
competitiva de las células esbeltas en entornos bidimensionales. Esas células se alinean
debido a interacciones mecánicas, que promueven su toma de control del extremo de la
colonia. Asimismo, esta tesis demuestra que la morfología celular es un factor clave en la
eficiencia de los procesos que requieren contacto célula a célula entre subpoblaciones.

El tercer estudio investiga el origen de la resistencia indirecta a los antibióticos como
consecuencia de la disposición espacial de las bacterias. Cuando la desintoxicación del
medio ambiente se produce localmente, las células requieren un contacto directo para obtener
protección contra el antibiótico. Aquí, se muestra que las configuraciones tridimensionales
aumentan la tolerancia de las células sensibles a un antibiótico en comparación con las
bidimensionales. La importancia de los contactos celulares se destaca aún más a medida que
el entorno pasa de promover la competencia a niveles bajos de antibióticos a propiciar la
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cooperación a través de la resistencia indirecta a niveles altos. Esta transición conduce a
la reorganización de las subpoblaciones en el espacio, lo que resulta en un aumento de las
interacciones celulares.

En general, esta tesis enfatiza la importancia de los factores espaciales en los estudios
de las comunidades bacterianas y revela cómo las interacciones físicas y las condiciones
ambientales moldean su comportamiento. Los resultados presentados pretenden ofrecer
nuevos conocimientos sobre la autoorganización bacteriana y los mecanismos de resistencia
que pueden haberse pasado por alto anteriormente.



Resum en català

Aquesta tesi explora l’emergència de l’autoorganització espacial dins de les comunitats
bacterianes i el seu impacte en la seva dinàmica de propagació. Combinant experiments amb
simulacions numèriques estocàstiques, quantifico la influència d’interaccions bacterianes
específiques i condicions ambientals en la formació de la seva comunitat. Ho faig estudiant
tres sistemes experimentals diferents d’Escherichia coli amb una complexitat creixent entre
les interaccions dels seus components.

El primer estudi examina l’organització espacial tridimensional de colònies isogèniques
en medis semisòlids. En aquest entorn, els factors ambientals són el principal motor de
l’autoorganització. Aquest estudi revela la formació de colònies satèl·lit a causa de la motilitat
flagel·lar, un mecanisme de millora de la invasió bacteriana que permet que les cèl·lules
conquistin nous territoris mantenint els beneficis de protecció de la colònia principal.

El segon estudi aborda l’efecte de la morfologia cel·lular revelant un avantatge competitiu
de les cèl·lules esveltes en entorns bidimensionals. Aquestes cèl·lules s’alineen a causa
d’interaccions mecàniques, que promouen la seva presa de control de la vora de la colònia.
Així mateix, aquesta tesi demostra que la morfologia cel·lular és un factor clau en l’eficiència
de processos que requereixen contacte cèl·lula a cèl·lula dins de subpoblacions de bacteries.

El tercer estudi investiga l’origen de la resistència indirecta als antibiòtics com a conse-
qüència de la disposició espacial. Quan la desintoxicació del medi es produeix localment,
les cèl·lules requereixen contacte directe per obtenir protecció contra l’antibiòtic. Aquí, es
demostra que les configuracions tridimensionals augmenten la tolerància de les cèl·lules sen-
sibles a un antibiòtic en comparació amb les bidimensionals. La importància dels contactes
cel·lulars es posa de manifest a mesura que l’entorn passa de promoure la competència a
nivells baixos d’antibiòtics a induir la cooperació a través de la resistència indirecta als alts.
Aquesta transició condueix a la reordenació de les subpoblacions a l’espai, donant lloc a un
augment de les interaccions cel·lulars.
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En general, aquesta tesi emfatitza la importància dels factors espacials en els estudis de
les comunitats bacterianes i revela com les interaccions físiques i les condicions ambientals
configuren el seu comportament. Els resultats presentats tenen com a objectiu oferir nous
coneixements sobre els mecanismes d’autoorganització i resistència bacteriana que abans
podien haver-se passat per alt.
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Chapter 1

Introduction

This thesis investigates the complex world of self-organised bacterial communities from a
biophysical point of view. Experiments in previously unexplored settings were conducted
and coupled with numerical simulations to uncover the key mechanisms driving the observed
phenomena.

1.1 Background

Bacteria Bacteria are prokaryotic cells and the most abundant organism on Earth [1].
They can be found in almost every environment, including extreme ones. Within the human
body, bacteria predominantly participate in harmless or beneficial processes, though some
pathogenic strains can cause serious infections [2]. Additionally, these prokaryotic cells play
a leading role in countless natural processes and are also important in numerous industrial
processes [3].

Bacterial growth Bacteria reproduce mostly by binary fission [4]. When growing in
optimal environments, they can divide within minutes. However, in heterogeneous and
poor nutritional media, the division time increases, and in extremely harsh environments,
it is suggested to occur as slowly as years [5]. When bacteria grow in controlled liquid
environments, their growth dynamics can be differentiated into four distinct phases [6].
The first phase corresponds to the lag phase, during which the cells do not grow. This
phase usually corresponds to the time needed by the cells to get used to the environment
before initiating division. The lag phase finishes once the initial amount of cells has been
doubled. The second phase corresponds to the exponential or log phase, where bacteria divide
continuously at a constant rate. The growing rate of a bacterial population, λ (h−1), can be
estimated from the growth curve during the log phase. The doubling time (or generation
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time) of a bacterial population is the time required for the number of cells to double. The
doubling time (τ) can be calculated from the growth rate (λ ) using the equation:

τ =
ln(2)

λ
(1.1)

As cells grow exponentially, the nutrient level of the environment decreases until it can no
longer sustain the growth of the entire population. When this occurs, the cells enter the
stationary phase, during which there is no net growth of the population. In this phase, the
number of dividing cells equals the number of dying ones. When the nutrient level declines
further, the cells enter the death phase, where the population decreases in size. The four-phase
growth does not always apply to real systems, where cells may face limited access to nutrients
for multiple reasons, such as competition with other organisms and spatial constraints.

Bacterial classification Bacteria can be divided into two main groups, Gram-positive or
Gram-negative, based on the structural characteristics of their cell walls [7]. Bacterial cell
walls are primarily constituted by peptidoglycan, large macromolecules that form a mesh-like
scaffold around the cells and are targeted by some antibiotics [8]. Gram-positive bacteria
present a thick peptidoglycan wall and lack a protective outer membrane. Gram-negative
bacteria have two membranes surrounding a thin peptidoglycan wall. The name derives
from the distinct reactions of each cell group to a Gram staining assay [9]. Bacteria in
each group respond differently to the same inputs, such as surface stiffness [10, 11] or
antimicrobial agents [12, 13]. Therefore, studies performed with one group of bacteria cannot
always be generalised to the other. Different model organisms are used for each group to
understand bacterial behaviour. In Gram-positive bacteria, most of the studies are performed
with Bacillus subtilis [14], while Escherichia coli (E. coli) is the preferred organism for
Gram-negative bacteria,

Escherichia coli E. coli is a Gram-negative, non-sporulating, rod-shaped bacterium pre-
dominantly found in the digestive tract of mammals [15]. Some pathogenic strains can
produce infections of different severity [16]. The first E. coli strain used for in vitro studies
was E. coli K-12, which was initially isolated from the stool of a convalescent diphtheria
patient in California in 1922 [17]. E. coli K-12 is a non-pathogenic strain with a short
generation time and low nutritional requirements, which makes its growth robust in various
media. It grows optimally at 37◦C and can live in a Petri dish for several weeks. Its genome
was sequenced in 1997 [18], and since then, multiple laboratory strains have been derived
from it, such as E. coli B-strains [19].
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Bacterial communities Bacteria are typically not found isolated in nature but rather as
communities [20]. Natural communities are highly complex, making it challenging to
understand all their properties. In vitro assays with artificial bacterial communities have been
designed to comprehend such systems. The assays are often conducted in batch cultures,
but their results may not fully reflect properties from natural settings. In nature, bacterial
communities grow in environments with spatial heterogeneities that cannot be reproduced in
well-mixed liquid cultures. Furthermore, these communities develop as spatial structures,
forming aggregates or biofilms. Sessile bacterial communities vary widely in size and
function and often provide protection to cells against environmental stresses compared to
their planktonic counterparts [21]. Bacterial communities expand across the environment
as the cells grow, divide and disperse, a process referred to as range expansion. To study
spatially distributed communities, surface-associated systems are among the most common
for in vitro experiments.

Surface-attached bacterial communities Cells attached to a surface are often non-motile.
Therefore, range expansions in surface-associated communities primarily occur as a conse-
quence of cell division. As bacteria divide, daughter cells appear adjacent to their mother
cells, increasing the local density of the community. The increase in density generates
mechanical interactions among bacteria, leading to a passive expansion of the community as
cells shove with each other [22, 23]. Bacterial range expansion in surface-attached communi-
ties has been extensively investigated in vitro over the last years, as these systems provide a
powerful setup for studying multiple ecological processes within bacterial communities, such
as horizontal gene transfer [24, 25]. Additionally, they are also used to explore applications of
microbial communities in biotechnological processes [26, 27] and to examine the impact of
these communities on infections and diseases [28]. The experimental setup usually involves
inoculating a bacterial population onto solid media and allowing its growth. This growth
results in the formation of pseudo-two-dimensional communities with sectors that segregate
subpopulations of cells. During a surface-attached range expansion, the communities exhibit
some growth in the third dimension [29], primarily due to cell shoving, but the effective
growth of the community occurs at the edge of the colony. When communities expand on
surfaces, only the outer regions have access to the nutrients and space necessary for growth
[30]. Since the population at the edge constitutes a small fraction of the total community,
minor fluctuations in it can significantly impact the overall population [31]. Genetic drift,
which refers to changes in the frequency of existing genes, is a direct consequence of such
fluctuations [32], and can lead to the extinction of subpopulations within the community,
reducing the overall genetic diversity of the system [24].
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Spatial self-organisation In vitro surface-attached bacterial communities spatially self-
organise into sectors with distinct subpopulations as they grow [33]. This spatial self-
organisation is often quantified using the spatial intermixing parameter, which measures
the number of transitions between different subpopulations of cells within the colony. High
spatial intermixing indicates a high level of diversity within the community and reflects a
high number of cell-to-cell interactions between subpopulations [34]. Although genetic drift
impacts the self-organisation process, it is not the only influencing factor. Multiple processes
counteract its stochastic effects and contribute to the spatial self-organisation of the system.
For in vitro systems, the initial properties of the community, such as cell density and cell
arrangement [35], significantly affect the intermixing patterns of the colony. Environmental
factors like metabolite toxicity and resource supply also play an important role in shaping
those patterns [36, 37]. However, the most important process that will counterbalance genetic
drift and maintain diversity is social interactions between constituents of the community [38–
40].

Bacterial social interactions The social interactions between bacteria can be positive,
negative, or neutral. Six different synergies can be identified between two types of cells from
these interactions. Mutualism is a bidirectional positive interaction where cells benefit from
growing in close proximity to one another. This type of interaction has been investigated in
range expansions using cross-feeding systems, where different strains or species exchange
essential metabolites for growth [41, 42]. In mutualistic systems, the number of cell interac-
tions increases, leading to a higher intermixing in spatially organised communities [43]. At
the opposite end of interactions is competition, where cells experience detrimental effects
from proximity to other strains or species. In range expansions, competition is prevalent
as cells strive to reach the edge of the colony in order to proliferate. During this type of
interaction, one subpopulation will eventually displace the others over time, reducing the
spatial intermixing of the community [44, 45]. The final type of bidirectional interaction is
parasitism, where one type of cell benefits from growing alongside another while the latter
experiences negative effects. The resulting intermixing in parasitic interactions arises from
two opposite trends: host cells aim to reduce their interactions, while parasite cells seek to
increase them [46]. There are also unidirectional interactions, such as commensalism and
amensalism. In commensalism, only one type of cell benefits from the presence of another
without harming the latter. In amensalism, one type of cell harms the other without itself
being affected. Unidirectional and neutral interactions are challenging to study during range
expansions because, given the limited space and resources, cells are always in competition.
As long as there is any degree of nutrient limitation, competition will occur [37].
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Experimental setups Two-dimensional range expansions remain the most commonly used
experimental setup to study the spatial arrangement of microbial communities. Research
in this area has explored navigated movement by investigating chemotactic and swarming
systems [47–49]. New experiments are pushing the boundaries of surface-attached range
expansions, with advances enabling precise control of initial conditions through the printing
of cells into droplets [50]. Current research also explores how surface-attached bacteria
interact with environmental defects [51] or with other microorganisms, such as fungi [52,
53] and phages [54, 55].

Modelling of bacterial communities Recent studies on bacterial communities have gained
insights from hypotheses generated through mathematical modelling. By simplifying the
complexity of the communities sufficiently to enable computational modelling, the funda-
mental mechanisms driving the dynamics of the populations can be pinpointed [56]. There
are multiple theoretical approaches to describe synthetic bacterial communities, which can
be modelled using either continuum or individual-based models [57]. On continuum mod-
els, the community is described as a density that grows following deterministic functions,
typically formulated by partial differential equations. These are best suited to describe large
populations of cells where the continuum approximation is valid. Although these models
are computationally efficient, they often fail to capture finer-scale phenomena, even when
accounting for the stochasticity of the system. On the other hand, individual-based models
describe communities by simulating the individual agents that compose them. These agents
follow growth rules that describe environmental changes applied at each system update.
While agent-based simulations are computationally expensive, they are well-suited to de-
scribe stochastic systems. The simulation space of the agents can be either continuum or
discrete, with lattice models being a commonly used setup for the latter. In a lattice model,
each site of the system has a discredited state and corresponds to either a single cell or
an aggregate of cells. Furthermore, agent-based models can be coupled with continuum
quantities that evolve according to partial differential equations, such as nutrient or antibiotic
fields.

Modelling applications On many occasions, computational models are used to explain
in vitro data. For experimental studies conducted with E. coli, models have successfully
reproduced genetic drift observed during range expansion using both lattice models [58] and
continuum models [59]. Individual-based models have also been used to describe the coloni-
sation abilities of E. coli as their aspect ratio [60] or resistance to antibiotics [61] changes.
When individual-based models are coupled with partial differential equations, syntrophic
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interactions that maintain diverse communities have also been characterised [62]. As the key
mechanisms that describe experimental data are identified, mathematical modelling allows
further insight into the system by testing conditions that would be challenging to explore in
an in vitro setup. For instance, the various social interactions between bacteria previously
described can be simulated with the same agent-based model [40]. However, it would be
extremely difficult to identify strains that allow for conducting all the experimental conditions
analogous to those simulated.

1.2 Thesis motivation and outline

In this thesis, I aim to investigate unexplored systems within spatially organised bacterial
communities.

The first studied system explores spatial organisation in three-dimensional conformations
as E. coli cells grow embedded in a semi-solid matrix. Few studies focus on the morphology
of self-contained microcolonies. In this research, I perform an experimental investigation
complemented by simulations of simple three-dimensional isogenic colonies. Despite its
apparent simplicity, the system provides relevant insights into new navigation mechanisms
of cells in complex environments. By changing the environmental conditions, I investigate
the direct consequences of motility on the spatial organisation of the communities.

The second system delves into social interactions between two types of cells as their
spatial configuration changes. It is a collaborative project focused on competition between
cells with different morphologies, here characterised by their aspect ratio. While some
studies have explored the effect of cell shape in bacterial communities, none have reported
the competitive advantage of slender cells as the communities transition from a batch culture
to a two-dimensional community, nor have they explored the physical mechanisms underlying
these phenomena. I conducted simulations that offered additional insights into the effect of
cell shape in processes that require direct cell-to-cell contact when cells grow as surface-
attached communities.

The third system continues to examine the effect of space on social interactions within
bacterial communities. In this case, the interactions extend beyond competition to cooper-
ation, potentially increasing the tolerance of the community to antibiotics. While higher
antibiotic tolerance in spatially organised communities compared to planktonic cells has
been reported, such structures have never been coupled with the study of indirect antibiotic
resistance. Indirect resistance occurs when resistant cells protect sensitive cells from antibi-
otic stress. While this phenomenon is typically studied in batch systems, its nature depends
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on the architectural arrangement of cells. I designed experiments and models to investigate
indirect resistance as the cells transition to different geometries.

Overall, the thesis offers a comprehensive description of newly observed phenomena as
cells interact and develop in spatial configurations, highlighting the importance of considering
the self-organisation of bacterial communities when performing in vitro experiments.





Chapter 2

Motility mediates satellite formation in
confined biofilms

2.1 Introduction

Bacteria tend to grow as dense communities in confined spaces or when adhered to surfaces
[63]. These dense communities are often referred to as biofilms, a biomaterial associated
with an interface. Biofilms differ from other aggregates when the aggregate of cells is held
together by a self-produced extracellular matrix[64].

When bacteria form dense communities, they gain protection from local threats compared
to their planktonic counterparts. For instance, the inner cells of a biofilm are shielded against
environmental stresses such as toxins or bacteriophages [65, 66]. Thus, understanding
biofilms is crucial from a medical perspective, as they are present in both acute and chronic
infections [67]. For that reason, many biofilm studies are performed with Pseudomonas
aeruginosa [68, 69], a rod-shaped gram-negative bacterium commonly found in infections
difficult to treat [70]. Pseudomonas aeruginosa is not the only gram-negative bacteria
that forms biofilms; Escherichia coli is also known to do so [71]. Biofilm studies are also
conducted with gram-positive organisms such as Bacillus subtilis [72], and Staphylococcus
aureus [73].

When growing attached to surfaces, biofilms follow a well-established 5-step model
(represented in Fig.2.1) that applies to both gram-positive and gram-negative bacteria [74, 75].
The first step is the initial attachment to the surface, where bacteria adhere due to interactions
between adhesive proteins, or fibres, and the abiotic surface. The initial attachment is unstable
and, most of the time, reversible. Active motility is an important mechanism for adhering to
surfaces; however, non-motile bacteria can also adhere to the surface if they exhibit strong
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expression of adhesion factors. If initial adhesion persists, a signal transduction pathway will
respond to the physical forces and shift gene expression towards biofilm formation. During
the irreversible attachment phase, there is a reduction of flagellar expression and an increase
in the expression of adhesive structures. Once the cells are irreversibly attached, the biofilm
will maturate. The first maturation step involves the production of an extracellular matrix
while the cells form clusters. The cell clusters merge in the second maturation step to form
micro-colonies with complex three-dimensional structures. The biofilm cells will eventually
return to a planktonic form following dispersion. Biofilm dispersion can occur due to nutrient
limitation or degradation of the extracellular matrix [76, 77].

Fig. 2.1 Diagram of the 5-step biofilm model. It shows how planktonic cells attach to a surface,
first irreversibly and then reversely. Once the cells adhere to the surface, the biofilm starts forming
(maturation I and II) until it is fully mature and its components disperse into the environment.

Recently, there has been an expansion in the conceptual model of biofilm formation [78].
The classical 5-step model does not account for non-surface attached aggregates observed
in clinical and environmental settings. In this new approach, the dispersed cells from the
biofilm are still considered a part of it, leading to the concept of non-attached biofilms.
These dispersed cells form aggregates that can re-enter the biofilm formation at any point.
An increasing amount of interest has been placed on non-attached biofilms, and several
experimental systems have been designed to study them [28].
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Despite the widespread occurrence of non-attached biofilms in nature, there is a significant
lack of understanding about them. This is especially true considering that these biofilms exist
as three-dimensional aggregates and are anticipated to exhibit highly dynamic morphologies.
Therefore, the study of three-dimensional bacterial colonies serves as a starting point to gain
insight into such systems.

In in vitro studies where bacteria grow as dense colonies, only the cells on the outer
part of the system proliferate with a doubling time similar to that in well-mixed systems.
Therefore, the population increases linearly with the active surface area of the colony. Behind
this leading edge, cell growth is significantly reduced due to nutrient availability and space
constraints [79–81]. These limitations make cellular motility a critical mechanism to enhance
the growth and invasion into the surrounding environment [82].

Motility enables bacteria to migrate towards favourable environments, such as regions
with higher nutrients or lower toxins levels. Bacteria direct their motion towards favourable
environments and away from harsh ones via chemotaxis[83]. Chemotactic cells present
chemical pathways that detect the gradient of molecules in the environment and direct
their motion according to them [84]. Bacteria can move through liquid or over moist
surfaces by various mechanisms [85, 86], shown in Fig.2.2. During swimming, individual
planktonic cells rotate their helical flagella to create a thrust force that propels them forward
[87]. Also powered by flagella, the collective motion, referred to as swarming, leads to
bacterial migration in groups of tightly bound cells across solid or semisolid surfaces. This
motility requires bacteria to undergo a phenotypic transition to adopt swarming behaviour
[88]. Bacteria can additionally move over surfaces via twitching, where the cells crawl by
extending and retracting Type IV pili [89]. Cell movement can also occur without propulsive
structures. During gliding, focal adhesion complexes enable bacteria to move over surfaces
and aqueous films [90]. Lastly, passive movement can happen due to the force generated by
dividing cells. Sliding of cells can be facilitated by a surfactant [23].

In low-density hydrogels (≈ 0.2% agar) and in liquid media, swimming is the preferred
motility mode for bacteria to navigate their surroundings, while chemotaxis is enhanced
by nutrient shortage or attractant gradients [91–93]. However, the mechanism by which
cells move in confined environments remains less understood. In medium-density hydrogels
(0.2-0.6 % agar), bacteria find their movement restricted due to the decreasing pore size
of the material [94]. Additionally, the chemotactic ability of the cells is impaired, leading
to reduced sensing capabilities as the stiffness of the environment increases [92]. In high-
density hydrogels ( ≥ 0.6 % agar), cells encounter a threshold that completely diminishes
their motility, and chemotaxis is unlikely to play a role [95].
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Fig. 2.2 Diagram with the five motility mechanisms described in the main text. Bacteria use flagella
(orange) to propel themselves during swimming and swarming. Twitching is powered by the retraction
of type IV pili (dark green). Local adhesion complexes (red) allow gliding motility. The movement of
cells due to cell shoving is referred to as sliding.

2.1.1 Objectives

This chapter explores three-dimensional bacterial colonies formed as single motile E. coli (K-
12) cells grow embedded within an agarose matrix. The stiffness of the environment promotes
the growth of cells as dense bacterial communities, mimicking some of the characteristics of
non-aggregated biofilms [96].

The 3D bacterial colonies were investigated using both experiments and agent-based
simulations. The experiments were designed to explore how the stiffness of the medium in-
fluences the self-organisation and spread of the communities in the environment. Specifically,
the focus was on studying the colonies at medium-density hydrogels, which reproduce the
conditions found in tissues where infections caused by biofilms are prevalent. It is under said
conditions that cell motility was expected to play a more important role in comparison to low
and high-density hydrogels, where the cells can move freely or are completely restrained,
respectively.

Seven E. coli K-12 mutants were studied to understand which extracellular structures
control the morphology and spread of three-dimensional colonies. The mutants presented
deletions in structures known to be important to biofilm formation, like flagella and type I
pili.
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I performed all the experiments and simulations presented in the chapter. The results led
to the manuscript "Motility mediates satellite formation in confined biofilms " [97], published
in The ISME Journal (Appendix: A.1).

2.2 Materials and Methods

2.2.1 Experimental Methods

Bacterial Strains To perform the experimental study, derivatives of the Escherichia coli
(E. coli) wild-type MG1655 (K-12 F-lambda-ilvG-rfb-50 rph-1) [17] strain were used. Six
mutants with deletions in structures affecting cell motility and biofilm development were
selected. Detailed information about the strains can be found in Table 2.1 and references
therein [98].

The non-flagellated mutant, ∆ f liC (NM109), was constructed for this study through P1
transduction by moving ∆ f liC::kan from JW1908-1 (Keio collection [99]) to MS613 and
selecting on kanamycin [100]. All strains contained the plasmid pV132 [30], which carried
an Isopropyl β -D-1-thiogalactopyranoside (IPTG) induced yellow fluorescent protein (YFP)
and ampicillin (amp) resistance for selection. The plasmid [30] was transferred to the cells
following a well-established transformation protocol [101–103].

Name Strain Relevant characteristics Reference

wt MS613 MG1655 K-12 (F-lambda- ilvG- rfb-50 rph-1) [17]
∆flu MS427 MG1655 ∆flu [102]
∆fim MS428 MG1655 ∆fim [104]
∆flu∆fim MS528 MG1655 ∆flu,∆fim [104]
∆cps RMV340 MG1655cps::tet [103]
∆csgAB RMV612 MG1655csgAB::kan [98]
∆fliC NM109 MG1655fliC::kan This study

Table 2.1 E. coli strains used in the study

Culture media Experiments were performed with either rich or minimal medium. Luria-
Bertani (LB) was the medium chosen for the high-nutrient experiments [105]. The LB
medium was composed of 10 g/l tryptone (16279751, Fisher Scientific), 5 g/l yeast extract
(16279781, Fisher Scientific) and 5 g/l NaCl (≥ 99%, S9888, Sigma-Aldrich) dissolved in
Millipore water.
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For the low-nutrient experiments, M63 minimal medium supplemented with glucose
(M63+glu) was used. M63+glu was composed of 20% 5X M63 salt, 1 µg/ml thiamine
hydrochloride (≥ 99%, T4625, Sigma-Aldrich), 2 mM MgSO4 (63138, Sigma-Aldrich), and
2 mg/ml glucose (≥ 99.5%, G7528, Sigma-Aldrich) dissolved in Millipore water. The 5X
M63 salt solution was prepared with 15 g/l anhydrous KH2PO4 (≥98.0%, P9791, Sigma-
Aldrich), 35 g/l 24 anhydrous K2HPO4 (≥99.0%, 60353, Sigma-Aldrich), 10 g/l (NH4)2SO4

(≥99.0%, 09978, Sigma-Aldrich), 2.5 ml 20 mM FeSO4 (≥99.5%,44970, Sigma-Aldrich),
20mM Na-Citrate (≥99.5%,71402, Sigma-Aldrich).

Growth rate measurements E. coli strains were grown overnight at 37◦C while shaking
in either LB or M63+glu medium supplemented with ampicillin (100 µg/ml). In the next
morning, the samples were 1000x diluted in fresh medium without antibiotics. The initial
optical density at 600 nm (OD600) of the diluted sample was measured. Once the incubation
started (at 37◦ C), the OD600 was measured every hour for 6 hours in total. All the OD600

measurements were performed using an IMPLEN Nanophotometer C40.

Swimming Assay Prior to experimentation, 96 mm Petri dishes with 25 ml of either LB or
M63+glu were prepared at multiple agarose (11404, SERVA) concentrations: 0.2 %, 0.3 %
and 0.4 % (w/v), without antibiotics. In parallel, strains were grown overnight with shaking
(37◦C) in LB supplemented with ampicillin (100 µg/ml). The dishes were left to dry for
18h at room temperature before inoculating 1 µl of saturated cultures at the centre of each
dish. The culture droplet was placed on top of the agarose substrate. After 24h of incubation
(37◦C), the diameter of the range expansions was measured.

3D bacterial colonies E. coli strains were grown overnight (37◦C) while shacking in LB
medium supplemented with antibiotic (amp, 100 µg/ml) until saturation, reaching an OD600

of approximately 4. Then, three consecutive thousand-fold dilutions were performed to obtain
a solution with a concentration of ≈ 103 cells/ml. The cells were embedded in a transparent,
semi-dense matrix using the following procedure. First, the medium with 0.2-0.4% (w/v)
agarose (11404, SERVA) was melted using a microwave, taking care to prevent evaporation.
It was then shaken rigorously to ensure a homogeneous mixture. To minimise heat-induced
ageing [106] and evaporation of water, a new 25 ml bottle of media was used for each
experiment. Secondly, the melted media with different agarose concentrations were aliquoted
into 1 ml Eppendorf tubes and placed in a block heater pre-warmed at 55◦C [107]. After 20
min, once the Eppendorf tubes containing the media had reached a stable temperature of
55◦C, they were supplemented with ampicillin (100 µg/ml) and IPTG (0.5mM) for induction
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of the fluorophore. Then, 10 µl of the solution of ≈ 103 cells/ml was added to the media,
and the content of the Eppendorf tube was quickly poured out into a glass-bottomed Petri
dish (WillCo HBST-5040). It was important to pour the content as fast as possible to prevent
cells from receiving a heat shock and avoid gelification of the media. After a few minutes,
the media solidified, and each Petri dish presented ≈ 10 embedded cells ( ≈ 10 cells/ml). To
have colonies of comparable size, the incubation time at 37◦C changed depending on the
media used since the growth rates of the cells are dependent on it (Fig: 2.3). For LB, the
plates were imaged after 13h, while for M63+glu, the incubation time was increased to 15h.
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Fig. 2.3 Growth curves for the parental strain (wt). The plot shows the experimental data (circles) and
the exponential fit (full lines). The doubling time is found with equation 1.1 where λ is the slope of
the growth curve (full lines). The resulting doubling times are 27.8 min in rich medium (LB) and 68.4
min in minimal medium (M63+glu).

When 1 ml was poured into the Petri dish, the resulting gel had a thickness of less than
400 µm. Such a thin layer limited the radius of the colonies to sizes smaller than 200 µm in
radius, but it also ensured that there was not any oxygen depletion [108] or different growing
conditions between cells at different points of the matrix. It was checked that no correlation
existed between the number of satellites and the z-position of the centre of the colony.

If some of the colonies grew too much, they started spreading on top of the dish (as
two-dimensional communities), and as the gels presented low agarose concentrations, the
colonies occupied a great surface area of the plates. Therefore, the plates where these events
happened were discarded to ensure that the other colonies were not growing under depletion
of nutrients.

To determine if the observed results were only exclusive to agarose, the gelling material
was swapped to agar (10455513, Fisher Scientific). Using the same concentrations of agar
and agarose led to environments of different stiffness, as agar gels were less stiff than agarose
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ones [109]. The protocol to grow colonies with agar was similar to the one for agarose, with
the exception of the range of concentrations (w/v) explored. For agarose, the range used
was 0.2-0.4 % (w/v), and for agar was 0.4-0.6 % (w/v). The main results observed at 0.3 %
agarose were reproduced at 0.5 % agar (Fig. 2.4).
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Fig. 2.4 Mature 3D colonies of the (wt) strain in agarose (0.3%) and agar (0.5%). The colonies
were incubated under the same conditions in M63+glu for 15 hours at 37◦C. The difference in
polysaccharide concentration ensured that the cells grew under approximately the same environmental
stiffness. The scale bar corresponds to 200 µm.

Image acquisition Mature 3D colonies were imaged with a laser-scanning confocal mi-
croscope (LSCM, Leica, SP5) using a 20x air objective (Nplan, L20x, 0.40corr ∞). The
objective provides a (x,y)-resolution of 1.52 µm. The yellow fluorescent protein (YFP) was
excited with an argon laser at 514 nm, and its emission was collected around 550 ± 30 nm.
To reconstruct the 3D structures, z-stacks that captured the whole colony with a z-resolution
of 1.33 µm were collected. Each colony presented the order of 100 z-stacks, and its imaging
time was measured in minutes.

An inverted microscope (Nikon Eclipse Ti fluorescent) was used to image the time
evolution of the colonies. The microscope was paired with a camera (Andor, Belfast, UK),
and for consistency, a 20x air immersion objective (Span fluor, L20x,0.45-corr ∞) was
chosen. In this setup, the YFP was exited with a mercury-vapour lamp, 500 ± 20 nm, and
the emission was collected at 535 ± 30 nm. The inverted microscope was chosen for the
time-lapse movies to reduce the bleaching of the samples and phototoxicity. To estimate the
change of colony radius over time, the frequency of imaging was set to 40 minutes. For the
time-lapse movies, an image was taken every 50 minutes.
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Image processing The 3D colonies had a diameter of approximately 200 µm. Since LSCM
has a penetration depth of around 100 µm [110], the half of the colony farthest from the
z-imaging direction experienced significant distortions. Consequently, the image analysis was
limited to half of the colony. To choose the area of interest, a custom-made Fiji [111] routine
was developed to crop the z-stacks once the colony began to look distorted. The following
points of the image analysis were performed using BiofilmQ [112]. First, the colony was
thresholded following the Otsu method [113]. Then, outlier voxels of clusters smaller than 11
µm3 were removed to reduce background noise (Fig.2.5). Lastly, the following parameters
provided by BiofilmQ were exported for analysis: convexity, number of colonies, volumes,
and distances. Two different distances were chosen: between a satellite and the centre of
mass of the colony and between a satellite and its nearest neighbour.

Fig. 2.5 Thresholded experimental half-colony. After thresholding and removing the noise from the
experimental stacks using BiofilmQ, the colony was saved as a .vtk file and visualised using the
software ParaView.

2.2.2 Computational methods

A modified Eden growth model [114] was developed in order to reproduce the key features
of the experimental colonies. A 3D cubic lattice (of size L) was defined where each of the
sites could be, at most, occupied for one cell. Each cell had then six neighbouring sites; if at
least one of them were available, the bacteria would grow at rate k. If a cell presented three
or more neighbouring sites available, it would mean that it was located in the outer part of
the community. Therefore, in addition to the growth, the cell could move to a different lattice
site. This movement was implemented through jumps to random locations that did not have
any cells at rate ks.
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The evolution of the colony was implemented by counting the number of cells that could
only grow (N1) and those that could divide and move (N2) and updating the system following
a Gillespie algorithm [115]. The simulation was initiated by placing a single cell at the centre
of the lattice (L/2, L/2, L/2), and then the following steps were iterated:

1. Find the total number of cells in the system and count their available nearest neigh-
bours. Cells with more than three empty neighbouring sites belong to population N2;
otherwise, they belong to population N1.

2. Find the expansion surface of the colony by defining an array that contains all the
available growing positions (free neighbouring sites).

3. Find the total event rate T as the sum of all the possible events: T =N1 ·k+N2 ·(k+ks).
Find the duration of the event as τ =−ln(r)/T where r is a random number from a
uniform distribution ( r =U ⊆ (0,1) ). Increase the simulation time by τ .

4. Draw a random number, a, from a uniform distribution between zero and one (a =

U ⊆ (0,1)) and determine which event will happen as:

(a) If a > (N1 +N2) · k/T , a growing event occurs. A random element of the surface
of the colony is chosen, and a new cell is added to that position.

(b) Otherwise, a swimming event happens. A random cell from the N2 population
is chosen. The new position of the cell is determined by choosing three random
Gaussian numbers of zero mean and standard deviation σ . If the given numbers
provide an empty position, the cell position is updated. If the new position is
already occupied by another cell, three new random numbers are thrown until an
empty position is found.

5. Return to (1).

As a result, the simulations gave a 3D lattice that could be visualised as a binary image. The
resulting in silico colonies were analysed using an analogue procedure to the one previously
described for the experimental colonies. The only difference was that the binarisation
step was unnecessary, as the colonies were already in binary form. The simulations also
generated a complete colony. To align better with the experimental results and account for
the limitations encountered when imaging a thick sample, half of the colony was cropped,
and the analysis was performed only in this portion of the aggregate.
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2.3 Results

2.3.1 Satellite colonies form around three-dimensional colonies

E. coli MG1655 wild-type (wt) single cells were embedded in a semi-dense matrix composed
of M63+glu and 0.3% agarose following the methodology previously described in section
2.2.1. Confined mono-clonal quasi-spherical colonies emerged after 15 h of incubation at 37
◦C. The colonies were smaller than 200 µm in diameter due to the physical constraints of
the experimental system and the slower growth of the cells compared to batch systems. The
isolated cell started growing exponentially, but as the dense colony began to form (within 3
hours), the growth of the community transitioned to a linear trend over time (Fig:2.6).

R

Fig. 2.6 Radial expansion for a 3D colony of the parental strain (wt). The colony radius (R) versus
time is obtained by tracking the colonies in a minimal medium (M63+glu) at an intermediate agarose
concentration (0.3%). The full line is the average of eight samples, and the error bars correspond to
the standard deviation of the sample.

The wt cells were additionally embedded at the same agarose concentration (0.3%) in a
rich nutritional medium, LB. The incubation time in LB was reduced to 13h to accommodate
for variations in growth rates under different conditions (Fig: 2.3). After imaging, two
distinct colony morphologies were observed: wt- and wt+. These morphologies emerged
in the same wells across both low and high-nutritional media. The 3D colonies categorised
as wt- grew as compact quasi-spherical aggregates with small protrusions, as illustrated in
the first column of Fig.2.7. For most of the colonies (34/40 for M63+glu and 17/18 for LB),
the small protrusions appeared to detach from the main colony and started to grow as small
independent satellite colonies (Fig. 2.7). Colonies that exhibited satellites were referred to as
wt+.
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Fig. 2.7 Maximum intensity projections of three-dimensional colonies of wt in 0.3% agarose and
minimal (M63+glu) or rich medium (LB). The image shows the two distinct observed morphologies:
colonies that present satellites (wt+) and colonies that grow as single aggregates (wt-). The scale bar
corresponds to 200 µm.

To investigate whether the observed morphologies were exclusive to growth in an agarose
matrix, the experiments were replicated for cells embedded in a minimal medium with
0.5% agar. Both morphologies were also observed at 0.5% agar (Fig.2.8). The wt+ (21/39)
morphology showed a slightly higher prevalence compared to wt-.

wt- wt+ wt+ wt+

M
6
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+
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Fig. 2.8 Maximum intensity projections of three-dimensional colonies of wt in 0.3% agarose and
minimal (M63+glu) medium. The image shows the two distinct observed morphologies: colonies that
present satellites (wt+) and colonies that grow as single aggregates (wt-). The scale bar corresponds
to 200 µm.

From the colonies exhibiting the wt+ morphology imaged at 0.3% agarose, the following
quantities were measured (see section 2.2.1): number of satellites, volume of satellites,
distance satellite-main colony and main colony volume (Fig. 2.9). In both media, colonies
with less than 10 satellites were more prevalent. The typical volume of satellites (<103µm3 )
and the prevalence of smaller satellites were shared across both nutritional media.
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However, the main aggregate volume was significantly different between media, (1.3 ±
0.6) · 106 µm3 for M63+glu and (4 ± 1) · 106 µm3 for LB. The distance between satellites
and the main colony exhibited a longer tail in minimal medium, although the main values of
the distributions were comparable for both media.

Fig. 2.9 Quantification of 3D wt+ colonies at 0.3% agarose. A: Distributions of the number of satellites
pr. colony (log-scale) in either LB (N = 17) and M63 + glu (N = 34). B: Distributions of satellite
volumes (log-scale) in either LB (N = 149) or in M63 + glu (N = 574). C: Distribution of volumes of
the main colonies in either LB (N = 17) and M63+glu (N = 34). D: Distributions of distances from
the centre-of-mass of satellites to the centre-of-mass of the main colony in either LB (N = 17) and
M63 + glu (N = 34).

The analysis of the wt+ colonies showed that satellite emergence was a consistent phe-
nomenon across both nutritional media. However, the mechanism behind their formation
remained elusive. Satellites appeared far from the main aggregate, suggesting that their
formation was not only a result of cell-cell interactions during growth but also involved cell
motility. It appeared that a few cells could detach from the main colony and migrate to a
different part of the matrix. As these cells began to grow in their new location, they formed a
satellite colony, thereby colonising new space. If the hypothesis were correct, it would imply
that when imaging the mature colonies, individual cells should be observed navigating the
environment around the main aggregate before they begin to grow.
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The resolution of the 20x objective was too small to resolve single cells, so some colonies
were imaged with a 63x objective. Zooming in on the edge of the colony allowed us to test
the previous hypothesis. When imaged with the 63x objective (Fig.2.10), single cells and
small aggregates that were not resolved with the 20x were observed, indicating that cell
detachment was more frequent than satellite formation.

Fig. 2.10 Maximum intensity projection of a wt+ colony in minimal medium (M63+glu) and 0.3%
agarose imaged at 20x and 63x. At 20x, it seems that the colony has a smooth edge and is surrounded
by satellites. The 63x objective reveals that the transition is not that smooth and that the main
aggregate is surrounded by individual cells that have left the main colony but haven’t started to grow
as satellites.

To understand satellite formation further, it was investigated how their emergence depends
on the density of the substrate and different bacterial surface structures important for motility
and adhesion processes.

2.3.2 Deletion of extracellular structures causes loss of satellite mor-
phology

Cell envelope components are complex, and their interaction with the substrate-matrix is
still not fully understood. However, this interplay cannot be overlooked [116, 117]. In
surface-attached colonies, cell-adhesive structures like fimbria modulate the morphology
of the colony [118]. A collection of six mutants lacking diverse structures, described in
Tab.2.1, was investigated. The deleted structures were flagella, type I pili, colanic acid,
curli fimbriae, and antigen 43 (Fig.2.11. Three-dimensional colonies of each mutant were
obtained as they grew in M63+glu at 0.3% agarose. Flagella are helical filaments responsible
for bacterial locomotion mechanisms such as swimming and swarming [88]. Additionally,
flagella play a role in initial surface colonisation in biofilms and in cell-cell interactions [119,
120]. However, their role in more complex environments remains largely not yet understood
[121]. The non-flagellated mutant, ∆fliC, exhibited all (N=21) their 3D colonies without
satellites.
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flagella      type I pili      antigen 43      curli fimbriae      colanic acid

Fig. 2.11 Sketch of an E. coli cell and the structures deleted in the mutants used in the study. The
sketched elements include (not to scale) the genome, the fluorescence-carrying plasmid and the
extracellular structures: flagella (red), antigen 43 (beige), type I pili (dark green), curli fimbriae (light
green), and colanic acid (purple).

Pilus (fimbria) are hair-like appendages involved in multiple processes, such as bacterial
conjugation. In this study, a mutant, ∆fim, that did not express type I pili was investigated.
Type I pili are crucial for cell-cell adhesion and the maturation of biofilms [119]. Another
structure important for cell-cell adhesion is antigen 43. Antigen 43 is an auto-transporter
handshake protein found in high copy numbers in bacterial cells (up to 50.000 pr. cell [122]).
A mutant, ∆flu, with a deletion in the gene encoding this handshake protein, was used in the
study. An inverse regulation between type I pili and antigen 43 has been reported. [123].
Therefore, a double-mutant, ∆flu∆fim, was included in the study. None of the colonies of the
mutants (N=21 for ∆flu and ∆fim and N=22 for ∆flu∆fim) presented satellites.

There are adhesion-related structures that are predominantly expressed at room tempera-
ture (25◦C), such as EPS colanic acid and curli fimbriae [124, 125]. A mutant lacking colanic
acid (∆cps) and a mutant lacking curli fimbriae (∆csgAB) were used in the study. All the
colonies of both mutants (N=17 for ∆cps and N=18 for ∆csgAB) had wt- morphology. As
the 3D colonies were incubated at 37◦C, it remains unclear whether the structures were being
expressed at all. In summary, the wt+ morphology was lost for all the investigated mutants
(Fig.2.12).
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Fig. 2.12 Maximum intensity projection of the 3D colonies of the mutants in minimal media (M63+glu)
and 0.3% agarose. None of them presented satellites. The scale bar corresponds to 200 µm.

2.3.3 Motility is reduced when extracellular structures are deleted

The initial hypothesis behind satellite formation was that some cells were able to detach
themselves from the main aggregate to navigate the environment. How motile a cell is must
be a key parameter for satellite formation. Apart from the non-flagellated mutant, where the
absence of satellites was anticipated, it was unexpected to find that none of the other five
mutants exhibited satellite morphology either.

To understand why wt+ morphology was lost, motility assays were conducted at low
agarose. The assays were repeated for three different agarose concentrations (0.2%, 0.3%
and 0.4%) in both LB and M63+glu.

At the lowest agarose tested, 0.2%, the parental strain (wt) was the fastest in both media,
Fig.2.13, and all the strains except ∆fliC exhibited motility. It is important to note that there
were significant differences in speed between strains, particularly in LB, where the wt strain
covered a distance approximately three times greater than the second fastest strain, ∆ cps. At
higher substrate stiffnesses (0.3% and 0.4% agarose), the average travelled distances were
significantly reduced for all strains, with only the parental strain exhibiting movement.

The difference between the maximum distances reached by the wild-type strain (wt) in
each medium (14.3 ± 3.7 in M63+glu and 87.5 ± 11.4 in LB at 0.2% agarose) was consistent
with findings from previous studies. Flagella production is linked with a high metabolic cost
[126, 127]. Therefore, it was expected that lower nutritional media would result in reduced
flagellar production and, consequently, less movement.
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The motility assay showed that all the tested mutants presented reduced motility compared
to the wt strain. This result aligns with the hypothesis that satellite colonies form as a
consequence of how motile cells are when the environment imposes a mechanical limitation.

Fig. 2.13 Motility assay in low-density agarose. Expansion diameters (mm) after 24 h of incubation
vs agarose concentrations in LB (A) and M63 + glu (B) for the six mutants and the parental strain.

2.3.4 Density of the substrate matrix controls satellite emergence

If satellite formation was indeed influenced by the motility of cells under different environ-
mental conditions, it was worth studying how the emergence of satellites changed as the
mechanical limitations of the substrate were altered. The investigation was only conducted
with two strains: the one exhibiting the highest motility (wt) and the one expected to present
reduced motility due to the deletion of flagella (∆fliC). The 3D colonies were grown in both
nutritional media (LB and M63+glu), with the agarose concentration varying from 0.25% to
0.35%.

At 0.3% agarose, the previously reported morphologies were observed: high prevalence
of wt+ morphology for the parental strain and no satellite morphology for the non-flagellated
strain (Fig.2.14. When the agarose concentration was reduced to 0.25%, the parental strain
satellite morphology was lost in both media. Instead, a general dispersion of cells within the
matrix was observed. At a higher agarose concentration (0.35%), satellite morphology was
also lost for wt, and all colonies appeared as single aggregates. In contrast, the non-flagellated
strain consistently grew as a single compact aggregate. However, at lower agarose, it was
noticeable that the force that the matrix generated over the cells was reduced, allowing them
to grow with a more convoluted surface.
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Fig. 2.14 Maximum intensity projections of 3D colonies of the parental (wt) and the flagella mutant
(∆fliC) colonies. The colonies were grown in either minimal (M63+glu) or rich (LB) medium at three
different but close values of agarose concentrations (0.25, 0.3 and 0.35 %). The scale bar corresponds
to 200 µm.

In both strains, a smoother colony surface was observed as the agarose concentration
increased. At 0.35% agarose, it was possible to observe some oblate colony shapes. This
colony shape was a direct consequence of the stiffness of the environment. In agreement
with other studies [128], all the 3D colonies present an oblate shape when growing at agarose
concentrations higher than 0.4% (Fig. 2.15). This oblate shape has been suggested to arise
due to the stiffness contrast between the bacterial community and the environment, which
generates a force that promotes internal cell ordering [95].

Fig. 2.15 Maximum intensity projections of wt colonies grown in M63+glu at six different agarose
concentrations. At low agarose concentrations (0.25%), the cells spread in the medium without
forming aggregates. As the agarose concentration increases, the surface of the colony becomes
smoother, and the morphology of the aggregate transitions to an oblate shape (0.5-0.6%). The scale
bar corresponds to 200µm.
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Our findings suggest that satellite morphology represents a transitional state between two
states: one in which cells are tightly confined by environmental forces and another in which
cells can spread freely within the matrix.

2.3.5 Satellite formation speeds up colonisation

The experimental data pointed to satellite formation as a consequence of growth and events
where cells move far from the initial colony. A simple mathematical model of colony growth
was proposed to reproduce the satellite morphology of the 3D colonies. The model allowed
further study of the experimental system and understanding of how this expansion mode can
contribute to the colonisation of the environment.

The model was a modified version of the Eden growth model, where cells were not only
allowed to grow but also swim if they were located on the surface of the colony. The model
is described in detail in the methods section (chapter 2.2.2). The timescale of a swimming
event was considered to be much shorter than the time between two cell divisions. Therefore,
instead of simulating the whole swimming trajectory of the cells, the swimming event was
implemented as a dispersal jump to a final position.

Two parameters essentially controlled the model. The first one was the rate of swimming
ks compared to the rate of dividing k, which was set to unity for simplicity. The second
one was the standard deviation σ of the Gaussian distribution that the final cell positions
followed. The simulations were run until a million division/swimming events were performed.
Considering that one lattice site corresponded to one cell of ≈ 1 µm3 in volume and that
the colonies were compact, each simulation provided a colony of approximately 100 µm in
diameter.

The in silico colonies were obtained for ks ∈ {2, 5,7,10} and σ ∈ {0.001, 0.05, 0.1,
0.2}. At low jump frequencies and short jump distances, the colonies looked like a compact
aggregate with smooth surfaces (Fig. 2.16). As the swimming distances increased (higher σ

), small protrusions appeared on the surface, leading to satellite breakouts. The number of
satellites also increased as the swimming frequency (ks) increased. When both parameters
reached the highest value tested in the simulation (ks=0.2 and σ = 10), the colonies no longer
looked like a compact aggregate. The system presented many small colonies growing close
to others, mimicking the spread of cells observed at low agarose concentrations (Fig. 2.15).
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Fig. 2.16 Effect of frequency, ks, and distance, σ , of jumps in the simulations of 3D colonies after 106

division/jump events. As both quantities increase, the number of satellites increases. At the maximum
values tested, the structure no longer resembles a colony with satellites but rather numerous small
colonies growing closely together. The scale bar corresponds to 100 pixels.

The marked colonies in Fig.2.16 were analysed following the method previously described
in section 2.2.2. The colonies obtained with σ = 2 and ks = 0.01 were excluded as they did
not present wt+ morphology. The analysis was performed for 30 repetitions per condition
(N=30 for σ = 5 - ks = 0.01, σ = 5 - ks = 0.05 and σ = 7 - ks = 0.01) considering that one
lattice site corresponded to 1 µm3. The trends of the parameters (Fig.2.17) followed those
obtained for the in vitro colonies (Fig.2.9). The number of satellites remained low, and those
with higher prevalence were those smaller than 103µm3. The main aggregate size did not
reproduce the difference observed for both nutritional media; rather, they appeared the same
for all the analysed conditions. Lastly, the distance from the satellite to the colony was
smaller than the ones reported for the experiments.
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Fig. 2.17 Quantification of in silico colonies (N=30) for 3 different sets of σ and ks. Each lattice site
corresponds to 1 µm, and the colour-coding is the same as in Fig.2.16 A: Distributions of the number
of satellites pr. colony (log-scale). B: Distributions of satellite volumes (log-scale) C: Distribution of
volumes of the main colonies D: Distributions of distances from the centre-of-mass of satellites to the
centre-of-mass of the main colony.

In the experimental setup, it was a challenge to obtain time-evolution of the 3D colonies.
The model allowed the study of how the colonies changed over time. Keeping track of the
number of cells over time for the in silico colonies, it became clear how the colonies with
wt+ morphology grew faster than those without any satellites (σ = 2 and ks = 0.01), Fig.2.18.
Hence, these results predict that satellite outbreaks speed up the colonisation of the substrate.
As previously described, bacterial populations under dimensional constraints exhibit initial
exponential growth, followed by a linear expansion phase. During this phase, only the outer
region of the colony has sufficient access to space and nutrients for reproduction. When
a cell moves to a different location within the matrix and initiates growth, there is a brief
period during which the population undergoes exponential growth. Therefore, having more
satellites increases the rate at which a population originating from a single cell can expand.
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Fig. 2.18 Time-evolution of the in silico colonies coloured in Fig. 2.16. Each line corresponds to 25
samples, and the time is defined as in chapter 2.2.2. The shaded region corresponds to the standard
deviation of the samples.

2.4 Discussion

In liquid media and at low viscosities, bacteria propel themselves using flagella, following
the run-and-tumble model [85]. However, the mechanisms bacteria employ to navigate
visco-elastic media remain largely unclear. A recent experimental study by T. Bhattacharjee
et al. [94] tracked the trajectories of single cells migrating through a porous medium. The
study found that bacterial velocity is highly dependent on the pore size of the environment.
This result aligns with several theoretical studies [129–131] that showcase how the maximum
speed of cells decreases as they collide with objects, which experimentally corresponds to
a reduction in the pore size of the environment. When being inside a hydrogel, bacterial
movement can be described as a combination of two processes. The cells will alternate
movement and re-orientation events with stalling, where they become trapped within the
structure of the substrate matrix. If the substrate contains agarose, the microstructure of
the environment can exhibit a broad distribution of pore sizes. In our experimental study,
satellites were observed at 0.3%, where the pore size of the hydrogel ranges between a few
micrometres (≈ 10−6 m) and a few hundred nanometres (≈ 10−9 m). See Fig.2.19 and
reference [132] for a metastudy. The pore size of some structures being larger than 1 µm
allowed the E. coli cells to squeeze through them and navigate the environment, enabling
them to invade new regions. As the agarose concentration increased, the pore size was
reduced, restricting cell movement and thereby preventing the emergence of satellite colonies.
We suggest that flagella are necessary for this type of movement, although the resulting
motility mode is significantly different from the one observed in liquid media.
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Fig. 2.19 Cryo-SEM micrograph of 0.3% agarose hydrogel. The pore size ranges between 10−6

and 10−9 m. It corresponds to Fig.2(a) from [132]. Reprinted under Copyright Clearance Center’s
RightsLink® license.

From our study, we conclude that the emergence of satellite colonies around three-
dimensional wt isogenic colonies is a direct consequence of individual bacteria migrating
away from the main population. Cell detachment will occur at the right experimental
conditions, where there is enough stiffness to promote the growth of the cells as dense
communities, and the pore size of the substrate is big enough so cells can squeeze through
it. We propose that the emergence of satellites represents a distinct mechanism from those
observed during the dispersal step of mature biofilms. (Fig. 2.1) [76, 78, 133]. The dispersal
step is defined to occur upon nutrient depletion in the environment or in response to chemical
signals that promote it. In our experimental setup, satellites emerge continuously throughout
the development of the three-dimensional colony, as can be seen in the supplementary time-
lapse videos of [97]. Therefore, it was assumed that the size of a satellite could be interpreted
as a direct estimate of how long the founder cell had departed from the main colony. The
time-lapse videos also show how some satellites were re-absorbed into the main colony.
While the time-lapse videos offer new information about the dynamics of the 3D colonies,
they do not present a complete picture of the growth dynamics of satellites, as they were
captured using an inverse fluorescent microscope rather than an LSCM.

None of the 3D colonies from the mutant strains exhibited satellite morphology. A
shared trait between mutant colonies (at 0.3% agarose) was a rough surface, except for the
non-flagellated strain (∆fliC), which displayed colonies with smoother surfaces. As observed,
in the time-lapse of wild-type colonies, satellites can be reabsorbed into the main colony if
they are close to it. Given that the motility of the mutant strains was reduced compared to
the parental strain (Fig.2.13), we hypothesise that some mutant cells were still capable of
escaping the confinement of the main colony and navigating the environment. However, due
to their limited motility, they were quickly reabsorbed into the main aggregate. Therefore, the
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mountainous structures observed at the surface of the 3D colonies could be attributed to cells
escaping with short dispersal distances. In favour of the hypothesis, there will be the fact that
as the stiffness of the environment increases and the cells experience higher confinement, the
colony transitions to a new morphology with a completely smooth surface (see Fig.2.15 ).
Recently, it was suggested that the protrusions are a consequence of nutrient instabilities at
the surface of growth [134, 135]. We expect such instabilities to be more relevant at later
time points when the colony has reached a greater volume, as in our experimental system,
we expect very nutrient depletion.

As bacteria transition from a planktonic lifestyle to forming aggregates, they undergo
a phenotypic switch to express aggregation phenotypes rather than motility ones [136].
Therefore, it was expected that by deleting certain genotypes from the chromosome and
thereby suppressing aggregation phenotypes, the cells would become more motile or at least
exhibit motility phenotypes under more conditions. Multiple interdependencies between
motility and adhesion genes have been reported. The constitutive expression of type I pili
(fim) reduces flagellar expression, thereby compromising motility [137]. In a similar fashion,
over-expression of antigen 43 (flu) prevents flagellar expression [138]. A down-regulation of
motility is also present at regulatory networks that promote the expression of curli fimbriae
(csgAB) and colanic acid (cps) [139, 140]. Despite these reports, we did not observe an
increase in motility in any of the mutants used in the study; on the contrary, we observed
a decrease in motility compared to their parental strain (Fig.2.13). The cause behind this
decrease in motility remains unclear, but it showcases how complex the formation of three-
dimensional colonies can be. Some of the extracellular structures deleted in our study not
only decrease flagellar expression but also inhibit other important structures required for
biofilm formation. Expression of type I pili and colanic acid physically block antigen 43
[123, 141], as it requires very close proximity between cells to bind to them. Furthermore,
antigen 43 exhibits inverse regulation with type I pili [142].

The modified Eden-growth model reproduced the overall morphology of some of the wt+
colonies (see Fig.2.20. When analysing the in silico colonies that produced satellites, the
distributions of the number and size of satellites reproduce the in vitro results (Fig. 2.17 A,
B and Fig. 2.9 A, B). With only two parameters (σ and ks) to change the behaviour of the
colonies, the model fails to reproduce the distance from the satellites to the main aggregate
and its size.
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Fig. 2.20 Comparison between in vitro (A) and in silico (B) colonies. The simulations reproduce the
main morphological features of some of the experimental colonies.

The simulations show how colonies that form satellites expand faster than linearly
(Fig.2.18) yet slower than the exponential growth observed in liquid cultures (Fig.2.3). It has
been proven theoretically by Hallatschek and co-workers that populations accelerate their
spread not only based on fitness but also on the dispersion profile of the population. [143,
144]. Populations will expand more rapidly when the dispersal profiles exhibit a fat tail. In
our model, we still observe faster-than-linear spread despite the dispersion profile (distances)
following a Gaussian distribution. In the model, the movement of cells that leads to satellite
emergence is an event restricted to the surface of the colony. As the colony grows, the number
of active cells that can swim away from the main colony will increase. Consequently, the
system will continue to evolve super-linearly over time. Since the model does not account
for growth strategies over long time scales, it remains unclear whether persistent super-linear
growth would also be observed in in vitro colonies once nutrient depletion begins.

In this chapter, we studied how three-dimensional colonies develop when embedded in
an agarose matrix. The properties of the substrate were changed to mimic studies performed
in two-dimensional range expansions [145]. We presented how 3D colony expansion of a
motile strain leads to the formation of satellite colonies. Using a lattice model, we showed
how satellite colonies accelerate population expansion into a super-linear regime over time.
Satellites allow a faster spread of the community in complex environments while retaining the
thigh structure of a 3D colony. This strategy can be advantageous in multiple environments.
Spreading using a combination of growth and occasional migrations ensures both fast invasion
and stable occupations of unknown horizons.





Chapter 3

Cell morphology shapes the
self-organisation of bacterial communities

3.1 Introduction

Bacterial species exhibit a variety of shapes and sizes [146, 147]. Typically, their size ranges
from 0.5 to 5 µm in length. Bacterial shapes can be classified into three broad categories:
rod-shaped, sphere-shaped and curved-shaped (Fig.3.1). Sphere-shaped bacteria, known
as cocci, tend to be non-motile and to arrange themselves in different configurations [148].
Rod-shaped bacteria, or bacilli, are generally larger than cocci and are more likely to be
motile [149]. Curved-shaped include various forms such as spirilla [150], vibrios [151] and
spirochaetes [152].

Fig. 3.1 Sketch the three main bacterial shape categories.
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In isogenic bacterial populations, the cells will experience fluctuations in phenotypic traits,
including cell shape, regardless of whether they are in batch cultures or surface-associated
communities [153]. Some of these fluctuations are directly caused by stochastic variations
during cell division [154]. Others are related to the stage of the growth cycle the cells are
in [155], while some play a more significant role in functions within the community. One
example of an isogenic population of cells exhibiting a functional change in shape is during
biofilm formation. As bacteria form biofilms, the cells transition between states (Fig. 2.1)
with distinct morphologies. For instance, E. coli cells are rod-shaped during exponential
growth. As nutrient levels decrease, the cells transition to a shorter shape and start producing
flagella. With further nutrient depletion, the cells become more spherical and start producing
an extracellular matrix to form the biofilm. In mature biofilms, cells with different shapes
self-organise within distinct regions of the community, with elongated cells in the growth
areas and ovoid cells in non-dividing ones [156]. Morphology transitions are also observed
during the evolution of bacterial infections. In the case of a uropathogenic E. coli infection,
the cells switch from a non-motile spherical shape to motile rods and eventually grow into
filaments that invade superficial bladder epithelial cells [157]. Cell shape also plays an
important role in certain motility processes, such as swarming (Fig.2.2). For swarming to
occur, cells must undergo a phenotypic transition that includes achieving an optimal aspect
ratio, among other factors[158].

Fluctuations in cell shape lead to variations in cell size, which plays a crucial role in
many processes, like chemical sensing [159]. The range of bacterial sizes is lower bounded
by the smallest volume necessary to accommodate basic machinery to support cell growth,
and upper bounded by the size that maintains efficient processing rates [160]. Smaller cells
maximise their surface area to capture as many nutrients as possible [161], while larger
bacteria are more prevalent in nutrient-rich environments where diffusion limitations are less
significant [162].

Cell shape has been reported to play an important role in the self-organisation of in
vitro surface-attached microbial communities. As a synthetic community composed of
two isogenic subpopulations, each marked with a different colour, expands on a surface,
it undergoes segregation. When the range expansions are performed with a rod-shaped
bacterium (E. coli), the boundaries of the segregation pattern appear diffusive, particularly in
contrast to the defined straight boundaries observed with rounder yeast cells (S. cerevisiae)
[30]. The boundary between subpopulations created by segregation patterns plays a crucial
role in processes requiring cell-to-cell contact, such as horizontal gene transfer (HGT)
[54]. During HGT, bacteria acquire new genetic material from the environment or from
other bacteria that are not part of their own lineage [163]. HGT can occur through three
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mechanisms: transformation, transduction, or conjugation. Among these, only conjugation
requires direct cell-to-cell contact. In conjugation, DNA, usually in the form of a plasmid,
is transferred from a living donor bacterium to a living recipient bacterium via direct cell
contact [147]. In gram-negative bacteria, this process often involves the expression of a
conjugation pilus.

Competition experiments involving two E. coli subpopulations of distinct shapes have
also been performed. During surface-attached range expansions, self-organisation of the
subpopulations was observed along the z-axis of the colony. Rounder cells tended to rise to
the upper part of the colony, while the elongated cells remained closer to the substrate and
dominated the basal surface [60]. In range expansions, the expansion of the population by
growth happens at the front of the colony, as the cells growing on the front will block the
access to space and nutrients of the ones at the back. Consequently, a subpopulation is more
likely to prevail by taking over the leading edge of the colony rather than by rising above
the community. The way in which cell shape affects the horizontal expansion of the colony
remains unknown.

3.1.1 Objectives

This chapter examines how cell shape affects the spatial organisation of bacterial communities.
It aims to address two key research questions. The first one focuses on studying how cell
shape, specifically its aspect ratio, impacts competition outcomes in spatially distributed
communities. The second one explores how variations in cell shape lead to different diffusion
boundaries and affect segregation patterns within isogenic populations.

Experimentally, the shape of E. coli can be modified via mutations of the mreBCD operon.
This operon encodes for MreB, a filamentous protein homologous to actin found in eukaryotic
cells [164]. The protein interacts with the cell membrane and maintains the rod shape of
the cells by directing cell wall growth in areas of negative curvature. If MreB is depleted,
the cells exhibit uniform cell wall growth, resulting in a spherical and enlarged shape [165,
166]. To investigate the impact of cell shape on competitive systems, three E. coli B-strains
with mutations in the mreB gene were used. Experiments were designed to evaluate their
competitive abilities in various settings. N. van den Berg and A. Sarlet performed 2D range
expansions, whose main results were reproduced with an individual-based model (IBM)
developed by K. Thijssen. T. Nguyen performed range expansions in three dimensions.
From the experimental point of view, I contributed to the project by conducting control
experiments and supervising students. This collaborative project led to the manuscript
"Emergent collective alignment gives competitive advantage to longer cells during range
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expansion" (Appendix: A.2), currently under review in Nature Physics. I contributed to the
manuscript by writing, performing data analysis, and creating figures.

The effect of cell shape on segregation patterns was examined exclusively from a com-
putational perspective. An individual-based model was modified to incorporate variations
in cell shape, and simulations of isogenic colonies were conducted. These simulations
allowed for the quantification of segregation patterns. To explore how boundaries influence
cell-to-cell contact processes, horizontal gene transfer (HGT) via conjugation was simulated.
Conjugation was modelled by simulating interactions between donor and recipient strains.
When a donor cell and a recipient cell came into contact, a fixed probability was assigned for
the recipient cell to become a transconjugant. The number of transconjugant cells was then
used as a proxy to evaluate the efficiency of HGT for each cell shape. I performed all the
simulations corresponding to this research question.

3.2 Materials and Methods

3.2.1 Experimental Methods

This section only includes the materials and methods of the experiments that I performed.
Additional protocols can be found in the publication "Emergent collective alignment gives
competitive advantage to longer cells during range expansion" [45], which is included in the
supplementary material (Appendix: A.2).

Bacterial strains To perform the experimental study, derivatives of the REL606 E.coli
B-strain [19] were used. Two strains, REL606mreBA53S (AS) and REL606mreBA53K (AK)
with mutations in the mreB gene were compared to their parental strain REL606 (WT). The
strain details can be found in Tab.3.1 and references therein. The MreB protein controls the
characteristic rod shape of E. coli cells. Therefore, depletions in the mreBCD operon lead
to enlarged rounder cells. The three non-motile strains were available with two different
plasmids, both of which offered kanamycin resistance. The plasmid pmaxGFP (pmaxCloning-
Vector, Lonza) contains a green fluorophore (GFP) and pTurboRFP (pmaxCloning-Vector,
Lonza), a red one (RFP).
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Name Strain Relevant characteristics Aspect Ratio (l/w) Ref

WT REL606 Ara(−), StrepR 3.97 ± 0.14 [167]
AS REL606mreBA53S WT with mreBA53S allele 2.36 ±0.08 [168]
AK REL606mreBA53K WT with mreBA53K allele 1.74 ± 0.07 [168]

Table 3.1 Description of E. coli strains used in the study. Modified from [45].

All the strains presented similar growth rates in liquid media, as can be seen in Fig.3.2,
independently of their shape or expressed fluorophore. WT presented the higher aspect
ratio with length = 3.97 ± 0.14 µm and width = 0.68 ± 0.09 µm. AS corresponded to
the intermediate strain with length = 2.34 ± 0.34 µm and width = 0.99 ± 0.11 µm. AK
corresponded to the rounder strain with length = 1.82 ± 0.30 µm and width = 1.05 ± 0.13
µm.
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Fig. 3.2 Growth curves for all the strains used in this study, as they grew in M63+glu supplemented
with kanamycin. The optical density, OD600 , versus time, (h), on a semi-logarithmic scale. The solid
lines are linear fits to the data, and the legends state the corresponding doubling time. Modified from
[45].

Culture media Experiments were performed in a minimal medium, supplemented with
30 µg/mL kanamycin sulphate (≥ 95%, K1377, Sigma-Aldrich) to maintain plasmid expres-
sion unless stated otherwise.

M63 supplemented with glucose (M63+glu) was used as a minimal medium. M63+glu
was composed of 20% 5X M63 salt, 1 µg/ml thiamine hydrochloride (≥99%, T4625, Sigma-
Aldrich), 2 mM MgSO4 (63138, Sigma-Aldrich) and 2 mg/ml glucose (≥99.5%, G7528,
Sigma-Aldrich) dissolved in Millipore water.
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The 5X M63 salt solution was composed of 15 g/l anhydrous KH2PO4 (≥98.0%, P9791,
Sigma-Aldrich), 35 g/l 24 anhydrous K2HPO4 (≥99.0%, 60353, Sigma-Aldrich), 10 g/l
(NH4)2SO4 (≥99.0%, 09978, Sigma-Aldrich), 2.5 ml 20 mM FeSO4 (≥99.5%,44970, Sigma-
Aldrich), 20mM Na-Citrate (≥99.5%,71402, Sigma-Aldrich).

Competition in batch cultures Overnight cultures of the three strains expressing each
fluorophore were grown in M63+glu. The OD600 of the overnight cultures was measured,
and all the possible strain combinations (AK/AS, WT/AK, WT/AS) were mixed pairwise
(GFP+RFP) in equal proportions before diluting the sample a thousandfold into fresh medium.
The new cultures were incubated at 37 ◦C. Cell counts (50000 per culture) were measured
using a BD FACSJazz Cell Sorter (BD Biosciences, cat. no. 655490) before incubation
and after 8 hours of incubation. The OD600 of each culture was measured every hour of
incubation.

The fluorescence-activated cell sorting (FACS) data was processed using the Flowkit
package [169] with a logicle transformation and clustered the counts with the hdbscan
algorithm [170]. After clustering, the counts of the two main clusters (GFP and RFP) were
extracted, and the frequencies of each population were defined as the ratio of cell counts
of one subpopulation over the total number of cell counts. The results of the competitions
were interpreted with the parameter relative fitness [167]. The relative fitness, Wi j, of strain
i with respect to strain j is estimated as the ratio between the number of doublings of the
subpopulations:

Wi j =
ln(Ni(t)/Ni(0))
ln(N j(t)/N j(0))

, (3.1)

Where Ni(t)/Ni(0) and N j(t)/N j(0) are the ratios of the number of cells at time t compared
to the starting point of strain i and j, respectively.

Range expansions Starting from overnight cultures of the strains of interest, a mix of final
OD600 = 0.3 was prepared. The proportion of each strain in the mixture was adjusted based
on the measured OD600 of the overnight culture and the following equations 3.2, 3.3 and 3.4:

VA =
OD f inal

600

ODA
600

· ratioA ·Vtot (3.2)

VB =
OD f inal

600
ODB

600
· ratioB ·Vtot (3.3)

Vmedia =Vtot −VA −VB (3.4)
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Where VA,B corresponds to the volume of each strain required for the final suspension of
volume Vtot , and ratioA,B is the desired fraction of each strain in the suspension. Then, 0.5
µl of the final culture was placed on solid minimal media plates (M63+glu) with 1.5% agar.
Various initial conditions were tested using this protocol. For isogenic competitions, the
fraction of each strain in the initial droplet was always maintained at 1:1.

The incubation (37◦C) period was set to 20 hours for isogenic two-dimensional range
expansions. To obtain the expansion rate of isogenic colonies, after 15 hours of preliminary
incubation (37◦C), they were imaged with an inverted fluorescence microscope every 1.5
hours for 9 hours.

Image acquisition The 2D isogenic colonies were imaged with a laser-scanning confocal
microscope (LSCM, Leica, SP5) using a 5x air objective (Nplan5×0.12PHO, Leica). The
objective provides a (x,y)-resolution of 6.07 µm. The green fluorescent protein (GFP) was
excited with an argon laser at 488 nm, and its emission was collected around 510 ± 20 nm.
The red fluorescent protein (RFP) was excited with a Helium-neon laser at 543 nm, and its
emission was collected around 600 ± 40 nm. The z-resolution provided by the objective was
10 µm. The colonies were imaged for a vertical range of 100 µm (approximately 10 stacks).

An inverted microscope (Nikon Eclipse Ti fluorescent) was used to track the time evolu-
tion of the colonies. The microscope was paired with a camera (Andor, Belfast, UK), and a
4x air immersion objective was chosen (Nikon, Plan Fluor, 4x/0.13, ∞/1.2 WD 16.5). In this
setup, the GPF was exited with a mercury-vapour lamp and filtered using the FITC (FITC
Filter Cube Set, Olympus, York, UK). The RFP was also excited with a mercury-vapour
lamp and filtered with Texas Red cubes (Texas RedTM Filter Cube Set, Nikon, Tokyo, Japan).

Image processing The isogenic colonies were quantified from their GFP channel. After
manually thresholding the channel, the number of sectors and their straightness over the
radial dimension were calculated with a custom-made Python script that uses the OpenCV
library [171]. Both quantities were obtained after the end of the homeland, once the initial
population started to segregate and generate sectors.

The number of sectors was obtained by counting the colour transitions at a specified
radius. The colour transitions were found by masking the colony (cv2.bitwise_xor) within a
ring of 2 pixels width. The mask was created by drawing two concentric circles (cv2.circle).
The number of contours in the masked colony was then found (cv2.findCountours). Each
contour represented a transition between pixels belonging to the background (value = 0) and
pixels corresponding to cells (value = 1). The concentric rings increased their radii (one pixel
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at a time) to scan the whole colony and find the number of transitions as a function of the
radial distance.

The boundary straightness was also found by masking the colony into concentric rings.
In this case, the ring presented a 50 pixels width. For each ring, the edges of the masked
colony were detected (cv2.Canny), and the contours of these edges were identified. Then, the
contours were filtered to include only those that touched both ends of the ring. The length of
each relevant contour was divided by the length of the straight line that connected both ends
of the contour, providing the straightness of the boundary. The concentric rings increased
their radii (one pixel at a time) to scan the whole colony and find the boundary straightness
as a function of the radial distance. The boundary straightness at each radial distance was
calculated as the average straightness of all relevant contours.

The 2D range expansion of the colonies was quantified by thresholding the colony
manually at each time point. The area that each colony occupied was found with the
measurement function in Fiji [111]. The effective radius of the colony was estimated from
the area, assuming that the surface corresponded to a circle (r ≈

√
A/π). Finally, the

evolution of the radius of the colony was plotted over time.

3.2.2 Computational methods

CellModeller To investigate how cell morphology influenced the spatial self-organization
of bacterial communities, an individual-based model capable of simulating different cell
shapes was needed. In this chapter, simulations were performed with the open-source
simulator CellModeller [172]. CellModeller is a Python-based framework designed for IBM
of multicellular systems. It has previously been used to describe plant tissues [173], and
recently, it has been widely used in the simulation of rod-shaped bacterial communities [25].

CellModeller enables the modelling of signalling processes, both intracellular and extra-
cellular, and gene regulatory networks within a growing population. A biophysical model
governs cell growth. In the simulations described in this chapter, bacteria are modelled as
rod-shaped rigid bodies, each with a preferred growth mode and momentum. The system
evolves by finding the change of momentum of each cell as they collide with their neighbours.

In CellModeller, each cell is characterised by its position (⃗r), orientation (φ⃗ ) and length
(L): x⃗(t) = (x,y,z,φx,φy,φz,L)T . The cell will increase its length at a certain rate, which can
be constant or dependent on other parameters. For example, to model exponential growth,
the rate should be proportional to the length of the cell (L̇ ∝ L). Once the cells reach a
user-defined division length, typically twice their initial length, the cell will split into two
new cells, adding a new element to the system. As the cells grow in discrete steps, the system
is updated. The general algorithm of the model is:
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1. Initialise a population.

2. Call a function, update, that contains user-defined rules for the growth of cells.

3. Split the cells that have reached the division size.

4. Integrate the growth of cells over a time step (∆t) and find new cell positions following
a biophysical model:

(a) Find new cell positions after they have increased in size. Their positions are
determined by solving the equations of motion for a solid capsule, which involves
calculating the net force, rotational motion, torque, and interaction with the
substrate.

(b) From the cell positions, identify overlaps between cells and construct an overlap-
ping matrix, where each matrix entry represents the greatest overlap between two
cells.

(c) Solve the least squares regularised matrix inversion problem and find new cell
positions.

5. Update the variables of each cell and return to step 2.

The details of the biophysical model are provided in the supplementary material of the
publication by Rudge et al. [172].

Simulations The CellModeller code allowed for the adjustment of cell length, but their
radius was fixed at a constant value (0.5µm). To study the effect of cell shape, it was
necessary to modify the code to allow changes in cell radius as well. This update altered the
cell radius and, consequently, the overlapping regions between cells. However, no changes
were made to the biophysical model, which approximated many forces while neglecting the
radius. Therefore, further updates are required to reproduce all the force contributions in
experimental colonies accurately.

With the updated code, two types of simulations were performed. In the first type,
isogenic colonies of two subpopulations labelled with different colours were simulated. The
system started with a 1:1 ratio of 2.500 total cells and evolved until the total population
reached 100.000 cells. Then, the segregation patterns of the colonies were analysed using
two quantities: the number of transitions and boundary straightness.

In the second type, conjugation was modelled. The system began with two different
strains with the same cell shape: a donor strain and a recipient strain. Each subpopulation
was labelled with a different colour. When a donor cell was in contact with a recipient cell,
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there was a fixed probability (p = 0.85)[54]that the recipient would become a transconjugant
cell. Transconjugant cells, labelled with a third colour, had the same properties as donor
cells and could also conjugate with recipient cells with the same fixed probability (p = 0.85).
Conjugation was only simulated for a neutral plasmid, meaning its presence did not affect the
growth rate of the strain (gdonor = gtranscon jugant = grecipient). The population also evolved
from a 1:1 ratio of 2.500 total cells until the total population reached 100.000 cells.

To avoid cells overlapping in the initial population, the simulations began by positioning
the cells at a distance L, where L was the length of the cell, from each other in random
directions (Fig.3.3A). Each cell was then assigned a random cell type.

Both simulation types were performed to compare cell types with either the same cell
volume or aspect ratio. The volume of cells was fixed, considering them cylinders with
hemispherical ends:

Vcell =
4
3

πr3 +πr2 (l −2r) (3.5)

The details of the parameters used can be seen in Fig.3.3B and Fig.3.3C.

Fig. 3.3 Sketch of parameters used for CellModeller simulations. A: Sketch of the initial population
from CellModeller simulations. The figure shows a lattice where each lattice site has size L, corre-
sponding to the length of the cells. Each lattice site is randomly assigned a cell type and orientation. B:
Cells simulated to study the effect of cell volume. All cells presented the same aspect ratio (L/2r = 3).
C: Cells simulated to study the effect of cell aspect ratio. All cells presented the same volume (1.25
µm3). The scale bar corresponds to 1 µm.

Data analysis The data analysis of the simulated colonies was performed with custom-
made Python scripts that extensively used the OpenCV library [171]. While it was possible
to analyse the data directly from the detailed positions and orientations of the cells provided
by CellModeller, the analysis was instead performed on images created from these positions.
This approach ensured consistency with the analysis of experimental colonies. The resulting
colony images were split into different channels, as each cell type was labelled with a
different colour.
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The data analysis of the isogenic colonies was performed for one of the colour channels,
as the other provides complementary information (Fig.3.4). The resulting patterns were
quantified from binarised images by determining the number of colour transitions and
measuring the straightness of the boundary sectors. Both quantities were obtained after
the end of the homeland, once the initial population started to generate the sectors. The
number of colour transitions was found with the same script described in the experimental
image analysis. Fig.3.4B illustrates a simulated colony and the masked ring used to count
the number of transitions. The boundary straightness was calculated using the same script
described in the experimental section. Fig.3.4C shows the edges of the colony and the masks
of the relevant contours within a 50 µm ring.

Fig. 3.4 Diagram showing the data analysis performed on isogenic colonies. A: Shows the visualisation
of one of the colour channels. B: Shows one snapshot of the circle used to determine the intermixing
index at a given radius. C: Shows the resulting edges and the masked contours from which the
boundary straightness will be calculated.

For the conjugation simulations, the colonies were quantified with two parameters: the
number of transconjugant regions and the total fraction of transconjugants. The number
of transconjugant regions was determined by counting the transitions in the transconjugant
channel, following the previously described protocol. The total fraction of transconjugant
was calculated by dividing the number of transconjugant cells by the total population size.
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3.3 Results

3.3.1 Batch cultures favour rounder cells

The three E. coli B-strains used in the study WT (REL606), AK (REL606mreBA53K) and (AS
REL606mreBA53S) were isogenic except for their mutation in the mreB gene. The mutation
gave each strain a different aspect ratio (see 3.1) while all maintained their rod-shaped
morphologies. The variations in aspect ratio led to distinct cell volumes. In the exponential
phase, the rounder strain (AK) presented a volume of 1.27 ± 0.56 µm3, the intermediate
strain (AS) was the largest with a volume of 1.54 ± 0.42 µm3, and the WT strain (the longest
one) had a volume of 0.88 ± 01.6 µm3.

Regardless of their fluorophore (GFP or RFP), the three strains presented similar doubling
times (Fig.3.2) when growing in minimal medium liquid cultures. However, the growth curve
was obtained by measuring OD600 values over time, which indicate the optical density at
600 nm of a sample via light scattering, and cells of distinct sizes and shapes can scatter
light differently. Given that WT, AK, and AS cells had different volumes, the same OD600

reading could correspond to different cell densities depending on the strain. The differences
in cell densities were determined by plating liquid cultures and counting the number of
colony-forming units, with one colony corresponding to one viable cell. It was found that the
number of cells in solution for a certain OD600 value increased as the cell volume decreased.
The most significant difference was between WT and AK strains, where the same OD600

reading corresponded to a 1.3-fold difference in cell count. Despite the density discrepancies,
OD600 was considered a reliable measure for preparing mixtures for the rest of the study.

To study the effect of cell shape on bacterial communities, control experiments were
conducted to understand the behaviour of strains growing in batch culture, where spatial
self-organisation is minimal. Following the protocol described in chapter 3.2.1, pairwise
liquid cultures were prepared and incubated for 8 hours to assess the competition between the
strains. The OD600 of the cultures were measured every hour (Fig.3.5A). It was observed that
all the mixed cultures presented comparable doubling times that matched those obtained for
the cultures of single strain (Fig. 3.2). However, OD600 alone did not reveal the outcome of
the competition. Cell counts from the mixes were measured using fluorescence-activated cell
sorting (FACS) to determine which strain grew better in batch cultures. The counts for each
strain were used to calculate the relative fitness (detailed in chapter 3.2.1), which was derived
from the ratio of counts between strains and is independent of the initial density fraction
between strains. The resulting relative fitness (W ) is shown in Fig.3.5B. The closer W was to
1, the less growth advantage there was between strains. The experiments showed that shorter
cells consistently had better growth in liquid cultures when co-cultured with longer ones.
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Fig. 3.5 Results of the batch competitions. A: Shows the OD600 over time for the competition mixes.
B: Shows the relative fitness (W ) of the short strains over the long ones. Modified from [45].

3.3.2 Two-dimensional range expansions favour slender cells

Once the advantage of short cells was determined in liquid cultures, the competition exper-
iments were conducted in two-dimensional settings. The experimental setup involved 2D
range expansions, where the population grew from an inoculation droplet containing the two
strains of interest in a 1:1 fraction. The colonies were grown on minimal medium plates
(M63+glu) with 1.5% agar. After 3 days of incubation at 37◦C, the resulting colonies were
imaged with a confocal microscope. Although the colonies presented some thickness in the
z-dimension, the analysis was performed on the projected communities on the x-y plane,
focusing on the horizontal expansion of the populations.

When competing in pairs, the longer strain consistently ended up taking over the ex-
pansion front of the colony when mixed in equal fractions with a shorter strain. In the
experimental setup, taking over the expansion front means that the cells will have better
access to nutrients and enough place to divide. Thus, if one subpopulation completely covers
the edge of the colony, it will out-compete the other. The takeover by the longer cells
happened in less than 3 days, as can be seen from the area occupied by each cell type in
Fig.3.6B. The short cells were out-competed in less than 20 hours of incubation (Fig.3.6C).
The robustness of the phenomenon was tested by repeating the experiments, reducing the
fraction of longer cells in the initial inoculum (see appendix A.2 [45] for detailed results).

The strength of the takeover by the long cells was quantified by measuring the surface
fraction that they occupied over the radial distance of the community. In Fig.3.7A, the
takeover curve is plotted for the three different strain combinations grown from initial 1:1
fractions. As the strains were isogenic, it was anticipated that the main factor determining the
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Fig. 3.6 Cells with a higher aspect ratio out-compete shorter ones in range expansions. A: Pseudo-
coloured single cells of the strains used in the study, WT, AS and AK. The scale bar corresponds
to 1 µm. B: Maximum intensity z-projections of range expansions between AS/AK (blue/magenta),
WT/AS (green/blue) and WT/AK (green/magenta). Images obtained after 3 days of incubation when
the initial inoculum starts from a 1:1 ratio between strains. The longer cells of each pair take over
the expansion front at the end of the competition. The scale bar corresponds to 1 mm. C: Range
expansion of WT/AK (green/magenta) after 20h of incubation. The initial homeland and the band
where the sectors start to merge can be observed. The scale bar corresponds to 500 µm. Modified
from [45].

colony self-organisation would be the relative aspect ratio between strains and that systems
with the same relative aspect ratio would behave similarly. The AS/AK pair had a relative
aspect ratio of 1.35; the WT/AS pair had a relative aspect ratio of 1.68, and the WT/AK pair
had a relative aspect ratio of 2.28. Therefore, it was surprising to find a different takeover
behaviour between the combinations with closer relative aspect ratios WT/AS and AS/AK.
For the WT/AS mix, the longer strain needed more time (distance from inoculation) to
conquer the expanding front, while for AS/AK, the takeover happens almost immediately.
This difference in behaviour suggests that takeover cannot be solely attributed to relative
aspect ratios but rather involves a more complex mechanism.
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3.3.3 Mechanical interactions control edge takeover

A control experiment was performed to understand the mechanism behind the takeover by
longer cells of the expansion front. The strains presented similar doubling times in liquid
cultures, but their individual growth on top of surfaces was not characterised. The 2D
growth of the strains was quantified by performing range expansions of isogenic colonies
and measuring how their area increased over time for WT, AS and AK. The tracking of the
colonies started after 20h of incubation at 37◦ C to ensure that the population entered the
linear regime of growth. The obtained 2D expansion rates (Fig.3.7B) showed that longer cells
spread faster on top of a substrate. This result was partially expected, as it has been reported
that different cell shapes have distinct preferred growth modes in space. Rounder cells grow
as cone-like colonies due to their tendency to grow towards the third dimension [60]. On
the other hand, elongated cells grow with their surface close to the substrate. Despite the
significant difference in expansion rates, the difference in the takeover strength still cannot be
explained, as the relative difference in expansion rates remains constant for both the WT/AS
and AS/AK pairs.
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Fig. 3.7 A: Evaluation of range expansions via the occupation fraction of long cells along the radial
length. The figure shows the takeover curves for the 2D competition experiments that initiate from a
1:1 ratio for AS/AK (purple, N=6), WT/AK (brown, N=5) and WT/AS (dark-green, N=9). The shaded
regions show the standard error. B: Ensemble-averaged radial expansion, over time, of mono-strain
colonies of WT (N= 4), AS (N = 6), and AK (N = 5) on agar (1.5%) substrate (M63+glu). The shaded
regions correspond to the standard error of the mean. Inset: The ensemble-averaged expansion rates.
Obtained from linear fits of the data. Modified from [45].

To elucidate the mechanism behind the takeover by longer cells, the edge of the colony
was imaged starting from the initial inoculation droplet at the single-cell level. The single-
cell experiments started from a 1:1 inoculation mixture of WT/AK strains. This strain
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combination was chosen because it presented the highest relative aspect ratio between strains.
The colony front was imaged every 30 minutes during the spawn of 12 hours (Fig.3.8).
Initially, the cells of both strains WT and AK exhibited a random orientation. Over time,
the longer cells (WT) start ordering themselves by aligning with their neighbours, while
the rounder cells (AK) maintain their random orientations. As the longer cells aligned,
they created channels that allowed them to squeeze between the shorter cells and eventually
take over the expansion front. This phenomenon was quantified by thresholding the cells,
determining their orientations and finding their nematic order parameter [174], q, which
quantifies the relative alignment of a cell with its neighbours (see appendix A.2 [45] for
detailed results).

Fig. 3.8 Snapshots from single-cell fluorescence time-lapses of the competition edge between WT
(green) and the mreB mutant AK (magenta). The first image was obtained after 3.5 hours, the middle
one after 5 hours and the last one after 6.5 hours of growth. The scale bar corresponds to 20 µm.

The experimental results on the single-cell level were reproduced using a minimal agent-
based model [45]. The model considered cells as non-motile repulsive particles expanding on
top of a surface. By fixing the width and the growth rate of the strains to the same value, the
ratio between the aspect ratio of the strains was set to 2.28 (which matched the experimental
value of the WT/AK mix). As the simulation progressed, the longer cells created channels
aligned along the radial direction of growth. These long cells squeezed into the channels until
they reached the colony front and aligned with it. It was then concluded that the takeover of
the longest cells was due to the formation of the highly aligned domain of cells. The model
also explained the differences in the takeover strength for the same relative aspect ratios.
Even if the ratio of aspect ratios remained constant, a sufficiently slender shortest cell could
start aligning and competing with the longest cells. In the experimental competition, both
AS and WT presented nematic order; therefore, WT required more time to take over the
expansion front. In the other mix (AS/AK), the short cells (AK) did not present alignment,
facilitating the takeover of the long ones (AS).
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3.3.4 Cell shape controls segregation patterns in isogenic two-dimensional
colonies

The alignment of individual cells was proven crucial in 2D competition experiments, giving
slender cells a mechanism to conquer the expanding front of the colony and out-compete
shorter cells. However, whether said alignment presents any advantages outside a competitive
setup remains unknown.

To further investigate the effect of cell shape, isogenic colonies were studied using 2D
range expansions. The colonies were inoculated from a 1:1 ratio of the strain of interest (WT,
AS and AK) labelled with both fluorophores (GFP and RFP) and incubated for 20 hours at
37◦C. The colonies were then imaged with a confocal microscope. The resulting colonies
presented different segregation patterns, which was a direct consequence of stochastic events
at the expansion front, depending on their cell shape (Fig.3.9A). The longest cells (WT)
generated sectors with a highly diffusive pattern. The strain with an intermediate aspect ratio
(AS) also presented diffusive boundaries. For the rounder cells (AK), the boundary between
sectors corresponded to almost straight lines. The difference in colony size observed in
Fig.3.9A could be due to multiple factors, including stochastic variations in the inoculation
droplet size and the preferred growth mode of each strain.

The segregation patterns observed in Fig.3.9A were quantified with two parameters: the
number of colour transitions and the boundary straightness as a function of the radial distance
starting from the end of the homeland. The number of colour transitions corresponded to
the number of sectors and reflected the level of intermixing within the colony. The higher
the intermixing, the higher the diversity of the community. From the curves Fig.3.9B, it
was observed that the intermediate strain (AS) exhibited the highest maximum number of
transitions, followed by the shorter strain (AK). The longest strain (WT) had the fewest
sectors, indicating lower intermixing levels. The number of colour transitions remained
approximately constant as a consequence of measuring the parameter from the edge of the
homeland and stopping before the fluorescence of some sectors decreased. Consequently, the
analysis in the experiments was limited to a relatively thin band of the colony. The mean
number of colour transitions for each strain is reported in Table 3.2.

The boundary straightness (Fig.3.9C) over the radial distance corresponded with the
visual observations shown in Fig.3.9A. The closer the boundary straightness was to one,
the more linear the edge between sectors was. The boundary straightness remained almost
constant for the entire measured radius. The mean boundary straightness for each strain is
displayed in Table 3.2. As the aspect ratio of the cells increased, the boundaries became
more diffusive, and the boundary straightness deviated from 1.
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Fig. 3.9 Quantification of 2D range expansion of isogenic colonies A: The maximum intensity z-
projections of isogenic colonies (WT/WT, AS/AS, and AK/AK) imaged by CLSM after 20 h of
incubation. The WT and AS colonies presented coarse (highly diffusive) sector boundaries, while
the rounder mutant (AK) had straighter (less diffusive) ones. The scale bar corresponds to 500 µm.
Modified from [45]. B: Number of transitions (N=3) over the radial distance from the end of the
homeland. C: Boundary straightness (N=3) over the radial distance from the end of the homeland. As
the cells become rounder, the straightness of the edges increases.

Mean number of transitions Mean boundary straightness

WT 68.6 ± 5.2 0.90 ± 0.01
AS 93.5 ± 6.0 0.91 ± 0.01
AK 79.2 ± 6.3 0.95 ± 0.01

Table 3.2 Mean number of colour transitions and boundary straightness for WT, AS and AK. The
first column corresponds to the mean over the radius for the curves in Fig.3.9B. The second column
corresponds to the averaged curves over the radial distance from the mean over the radius for the
curves in Fig.3.9C. The error is the standard error of the measures.

Once the different segregation patterns were observed experimentally, the next step was
to determine how they were controlled. However, since experimental strains presented both
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different aspect ratios and total volumes, it was challenging to determine which parameter
had a greater impact on the spatial self-organisation of the community.

To uncouple the effect of aspect ratio from the cell volume, simulations were conducted
with the agent-based software CellModeller (chapter 3.2.2). Two subsets of simulations of
2D isogenic colonies, each starting from populations labelled with two different colours, were
performed. In each subset, colonies from three different cell morphologies were compared,
with either the aspect ratio (L/2r = 3) or the volume (1.25 µm3) held constant across the
simulations. The selected cell sizes are detailed in Tab.3.3 as well as Fig.3.3B,C. The lengths
and radii chosen were specifically selected to replicate typical sizes of bacteria observed in
natural environments. For each cell size, five different colonies were simulated, and their
segregation pattern was quantified following chapter 3.2.2. The analysis provided the number
of colour transitions and boundary straightness of the 2D in silico colonies.

Aspect ratio (L/2r) Volume (µm3)

L = 1.5 r = 0.27 3.00 0.30
L = 2.0 r = 0.36 3.00 0.72
L = 3.0 r = 0.55 3.00 2.50

L = 1.5 r = 0.60 1.25 1.25
L = 2.0 r = 0.55 1.81 1.25
L = 3.0 r = 0.46 3.26 1.25

Table 3.3 Length (L) and radius (r) of single cells chosen for CellModeller simulations to radii
populations with either the same volume (1.25 µm3) or the same aspect ratio (L/2r = 3). The values
of both the lengths and the radius are given in µm.

Figure 3.10A displays an example colony for each cell size tested when the aspect ratio
was fixed (L/2r = 3). Since the aspect ratio was kept constant across the simulations, the
differences in patterns had an origin in variations of the cell volume. As cell volume increased,
the total area of the colony increased. The number of colour transitions (Fig.3.10B) shows
that all the colonies reached the highest number of transitions soon after the end of the
homeland, followed by a decrease due to coalescence events. If the simulations had been
run for longer times, the number of transitions was expected to reach a plateau, but in the
displayed simulations, the system seemed to keep evolving as the number of sectors was not
stabilised. The cells with smaller volumes, L =1.5 and r = 0.27 µm and L =2.0 and r = 0.36
µm, peaked around the same number of sectors (17 sectors), while the larger cells (L =3.0
and r = 0.55 µm) had a smaller maximum number of transitions (13 sectors). The slope of
the curves quantified the decrease in the number of transitions, shown in Table 3.4 together
with the mean number of transitions. The smaller the cell volume, the faster the coalescence
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of the colony sectors was. The boundary straightness (Fig.3.10C) of the colonies was not
significantly different as the volume of the cell changed. The averaged boundary straightness
is shown in Table 3.4.

Fig. 3.10 Quantification of simulated colonies for cells with fixed aspect ratio. A: Resulting colonies
for each cell type. The scale bar is 200 µm. B: Number of transitions (N=5) over the radial distance
from the end of the homeland. The number of transitions peaked and fell at different rates for each
cell volume. C: Boundary straightness (N=5) over the radial distance from the end of the homeland.
It remained similar for the three tested volumes.

Fixed aspect ratio Mean number of transitions Transition fall (10−2 transitions/µm) Mean boundary straightness

L = 1.5 r = 0.27 12.4 ± 2.4 - 8.2 ± 0.02 0.90 ± 0.01
L = 2.0 r = 0.36 12.2 ± 6.0 - 7.1 ± 0.02 0.90 ± 0.02
L = 3.0 r = 0.55 9.5 ± 1.5 - 2.0 ± 0.01 0.91 ± 0.02

Table 3.4 Quantification of in silico 2D colonies for cells with the same aspect ratio. The table displays
the mean number of colour transitions and their decline, along with the mean boundary straightness.
The values are obtained from the curves displayed in Fig.3.10B, C.

Figure 3.11A displays an example colony for each cell size tested when the volume
was fixed (1.25 µm3). Since the cell volume was kept constant across the simulations, the
differences in patterns had an origin in variations in the aspect ratio of cells. In this case,
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all the colonies presented similar areas. The number of colour transitions (Fig.3.11B) was
similar as the aspect ratio of the cell changed. The three types of cells peaked around the
same value (12 sectors) and presented similar slopes in their decrease of colour transitions,
as reported in Table 3.5. On the other hand, the boundary straightness profile changed with
the aspect ratio of the cells. For the longer cells (L =3 and r = 0.46 µm and L =2.0 and r =
0.55 µm), the boundaries were more diffusive than for the rounder cells (L =1.5 and r = 0.6
µm), the mean value is displayed in Table 3.5.

Fig. 3.11 Quantification of simulated colonies for cells with fixed volume. A: Resulting colonies
for each cell type. The scale bar is 200 µm. B: Number of colour transitions (N=5) over the radial
distance from the end of the homeland. The number of transitions follows the same trend for the three
types of cells. C: Boundary straightness (N=5) over the radial distance from the end of the homeland.
The average boundary straightness increases as the aspect ratio of the cell decreases.

Fixed Volume Mean number of transitions Transition fall (10−2 transitions/µm) Mean boundary straightness

L = 1.5 r = 0.60 9.0 ± 2.4 - 1.9 ± 0.02 0.94 ± 0.02
L = 2.0 r = 0.55 9.4 ± 1.2 - 1.6 ± 0.02 0.91 ± 0.02
L = 3.0 r = 0.46 9.6 ± 1.4 - 1.7 ± 0.03 0.91 ± 0.02

Table 3.5 Quantification of in silico 2D colonies for cells with the same volume. The table displays
the mean number of colour transitions and their decline, along with the mean boundary straightness.
The values are obtained from the curves displayed in Fig.3.11B, C.
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The previous results suggest that the number of colour transitions, indicating the number
of sectors, was dependent on the volume of the cells. In the experimental setup, the strain
with the greater volume (AS) exhibited a higher number of colour transitions. For the
simulations, we observe that cells with smaller volumes peak at higher values, but their
values fall at a faster rate than those with bigger volumes. As the simulations did not reach
the plateau, it is not possible to compare whether the number of sectors over there will
reproduce the experimental trend. The simulations showed that the boundary straightness of
the colonies was independent of cell volume but highly dependent on the aspect ratio of cells.
In agreement with the experimental results, simulations of rounder cells led to straighter
boundaries than slender ones.

3.3.5 Patterning of communities affects conjugation events

The previous section uncoupled the importance of cell volume and cell aspect ratio within
segregation patterns, but it did not address the significance of these results. To navigate
the relevance of self-organisation patterns, a system where cell-to-cell contact between
subpopulations is important was simulated. The chosen system was the conjugation of a
neutral plasmid. In said setup, both donor cells and recipient cells were considered. When
recipient cells were in contact with donor cells, there was a fixed probability of plasmid
transfer. If a recipient cell successfully incorporated the plasmid, it became a transconjugant
cell, capable of spreading the plasmid to other recipient cells. Therefore, conjugation events
require cell-to-cell contact. The greater the intermixing of a colony, the higher the number of
contacts between different cell types, and more transconjugant cells were expected.

The simulations were also performed for the two previous sub-groups of cells (Tab.3.3).
The resulting colonies were quantified by the number of transconjugant sectors across the
radial distance, starting from the end of the homeland, and by the fraction of transconjugant
cells over the total population. For the cells that presented a fixed aspect ratio (L/2r = 3), the
number of transconjugant sectors peaked for similar values (6 regions), Fig.3.12A. However,
the number of transconjugant regions decreased with radial distance for all the volumes, indi-
cating that transconjugant cells were left behind from the expansion front. When the volume
of cells was kept constant (1.25 µm3), Fig.3.12B, the maximum number of transconjugant
regions was highest for the slender cells. However, as the colony developed, the number of
regions decreased rapidly. In contrast, for shorter cells, the number of transconjugant regions
was kept constant as the radius increased, indicating that transconjugant cells remained active
at the edge of the colony.
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Fig. 3.12 Number of transconjugant regions for in silico colonies over the radial distance. A: For the
subset of cells with a fixed aspect ratio (N=5). B: For the subset of cells with a fixed volume (N=5).

The total fraction of transconjugant cells was dependent on both cell volume and cell
aspect ratio, as detailed in Table 3.6. Smaller cell volumes were associated with a lower
fraction of transconjugant cells. Conversely, colonies from cells with a smaller aspect ratio
had a higher prevalence of transconjugant cells.

Fixed aspect ratio Transconjugants (%)

L = 1.5 r = 0.27 2.2 ± 0.1
L = 2.0 r = 0.36 4.5 ± 3.0
L = 3.0 r = 0.55 5.0 ± 1.4

Fixed volume Transconjugants (%)

L = 1.5 r = 0.60 7.3 ± 2.3
L = 2.0 r = 0.55 5.7 ± 2.4
L = 3.0 r = 0.46 5.4 ± 3.3

Table 3.6 Fraction of transconjugants for in silico colonies. The values of both the lengths and the
radius are in (µm). A: For the subset of cells with a fixed aspect ratio (L/2r = 3). B: For the subset of
cells with a fixed cell volume (1.25 µm3).

Combining the results from Fig.3.12 and Table 3.6 to maximise the number of transcon-
jugant cells (i.e., conjugation events), it is desirable to have a small aspect ratio combined
with a large volume. Although slender cells may have more initial cell-to-cell contact, as
the community develops, they will lose more regions due to coalescence events. Therefore,
among the experimental colonies, the segregation pattern exhibited by AK (Fig.3.9A) is
expected to present higher transconjugant regions and events.
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3.4 Discussion

The experiments performed with three non-motile E. coli B-strains, a wild-type and two mreB
mutants determined that rounder cells had a fitness advantage compared to longer cells when
co-cultured in liquid media. This result did not invalidate Fig. 3.2, where similar doubling
times were reported for WT, AS, and AK, as the fitness advantage had an origin in the lag
time of each strain. Monds et al. [168] reported that the mreB mutants presented a shorter
lag phase compared to their parental strain. Starting from 1:1 mixtures, the mutants initiated
growth faster than WT, leading to an unbalanced number of cells that were maintained over
the duration of the experiment, as the cells had similar doubling times. Therefore, the fitness
difference was not directly related to the shape of cells but rather to their metabolism.

From the results in a liquid medium, it was initially expected that in 2D-dimensional
range expansion, where reaching the edge of the colony is crucial to divide, the strains with
shorter lag time would present an advantage. These strains would begin dividing earlier and
thus have a better chance of dominating the expansion front. Starting from 1:1 fractions of a
mix of the strains, the opposite behaviour was observed. The mutants, with a smaller aspect
ratio, were quickly out-competed by the longer strain. When comparing the two mutants,
the shorter one (AK) was out-competed by the mutant with a relatively higher aspect ratio
(AS). Therefore, it was concluded that the key parameter controlling the takeover of the
colony edge was the aspect ratio of the cells. The introduction of dimensionality changed the
outcome of competition experiments. Additional experiments and computational simulations
were required to explain the mechanism promoting such results. Time-lapse experiments at
single-cell resolution revealed that longer cells exhibited alignment over time while shorter
cells maintained random orientations. Said results were reproduced with an agent-based
model. When cells that presented nematic ordering competed against cells that did not, they
generated channels that allowed them to reach the edge of the colony. Once at the edge, they
changed their orientation, conquered the expansion front and surrounded the whole colony.
The model reproduces the takeover mechanism and predicts a threshold where short cells
will start aligning and the competitive advantage of the long cells will be reduced. However,
it is still an oversimplification of the system. It fails to explain why the takeover rate does not
increase since the relative aspect ratio between strains increases, as observed experimentally.

The takeover of longer cells in 2D range expansions is not a trivial result. Previous
studies have shown that different cell morphologies led to different growth modes on top of
surfaces [60]. Usually, rounder cells are expected to grow in a "conical" colony as they grow
more easily towards the third dimension. On the other hand, longer cells will grow with as
much surface contact as possible. This result led to the speculation that rounder cells would
take over longer ones [175] as they would stack on the z-direction. In range expansions, the
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colony expands horizontally as a single-cell layer. Therefore, the effect of the z-structure
was not relevant to determining the competitive advantage of the strains in our experimental
system.

The quantification of 2D isogenic experimental colonies determined that cell shape is
a determinant of the segregation patterns of the community. The cells with the smaller
aspect ratio (AK) presented almost straight boundaries comparable to those observed in
2D expansions of round yeast cells [30]. On the other hand, as the cells became more
elongated, the sector boundaries became more diffusive. Simultaneously, simulations with
CellModeller were performed to determine whether the aspect ratio of the cells or their
volume was responsible for said self-organisation. By keeping either the aspect ratio or
the volume of cells constant, it was observed that the straightness of the sectors was highly
dependent on the aspect ratio. In contrast, the number of sectors and coalescence events
was more influenced by cell volume. Lower aspect ratios provided straighter boundaries.
Conversely, big cell volumes reduced the number of sectors of the colony but maintained
them for a longer time.

A conjugation system was simulated to understand the implications of the segregation
patterns. For conjugation to occur, the cells need to be in direct contact. Therefore, increased
intermixing within a colony leads to a higher frequency of conjugation events. Conjugation
was increased for both bigger cell volumes and smaller aspect ratios. Bigger cell volumes
maintained the colony intermixing for a longer time, therefore allowing more conjugation
events to happen. Smaller aspect ratios provided the colony with more straight edges,
meaning that subpopulations of cells were more in direct contact when the boundaries were
not diffusive. Interestingly, a similar increase in conjugation events has been recently reported
by Ruan et al. [54] when a system is under phage predation. Phage predation changes the
self-organisation of the colony, making it transition from small intermixing with diffusive
boundaries to high intermixing with straight boundaries (see Fig. 3.13).

Fig. 3.13 Transconjugant regions in 2D range expansions. A: Under phage predation. B: Without
phage predation. Fig.2 from [54]. Reprinted under Creative Commons BY 4.0 licence.
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The results of the simulations performed with CellModeller suggest that cell shape is a
parameter that alters the efficiency of HGT within spatially distributed communities. Further
investigations are needed to determine whether the level of intermixing (cell volume) or
the straightness of the boundary (cell aspect ratio) affects conjugation events more. The
simulations were only performed in the case of a neutral plasmid, where the donor, recipient
and transconjugant presented the same growth rate. But usually, the expression of plasmids
comes with a metabolic cost. One of the following steps could be to perform the simulations
with a detrimental plasmid (that reduces the growth of donor and transconjugant cells) or
with an advantageous plasmid (that increases the growth of donor and transconjugant cells).

CellModeller provided a framework that enabled simulations with force interactions
between bacteria. However, the simulations still fell short of capturing all the complex
behaviours of the experimental colonies. The varying radius of cells was introduced in the
system, so the cell dimensions were used to calculate the cell shapes and find the overlapping
area between them. Despite this, further code modifications are required to comprehend the
effect of cell shape in the self-organisation of colonies. For instance, in the current version,
cells grow only by increasing in length, and it is the length the parameter that triggers cell
division. A new version should include growth in volume and cell division controlled by it.
Additionally, the biophysical model approximates many forces acting on slender rods of zero
radius. Therefore, the equations need to be modified to account for the thickness of cells.

In long-term evolutionary experiments in liquid media, E. coli has been found to shorten
and widen to increase its volume to uptake nutrients [176]. Still, as previously shown, the
spatial organisation of the system can significantly change its outcome. In this chapter, the
effect of cell shape in 2D range expansions has been extensively studied. From competition
experiments, the cells with a higher aspect ratio presented a competitive advantage. When
mixed with shorter cells, the long ones took over the expansion front of the colony, decreasing
the intermixing of the short subpopulation to zero. On the other hand, simulations of 2D
isogenic range expansions showed that small aspect ratios promoted HGT by conjugation
events. Increased conjugative events might be advantageous, as cells that uptake DNA could
acquire beneficial mutations, such as antibiotic resistance. Therefore, based on the results
presented in this study, it is challenging to conclude about the role of cell shape from an
evolutionary perspective.







Chapter 4

Indirect antibiotic resistance arises from
local interactions

4.1 Introduction

Bacteria are involved in multiple key processes important for human health, yet they also
cause serious infections. Antimicrobial agents can combat these infections, with antibiotics
being the most effective ones. Antibiotics are drugs often derived from moulds that present
different modes of action categorised as either bactericidal or bacteriostatic [177]. Bac-
tericidal antibiotics kill the bacteria, whereas bacteriostatic antibiotics inhibit cell growth.
Bactericidal antibiotics can kill bacteria through various mechanisms [178], with one of the
most common being the disruption of the cell envelope. Bacteriostatic antibiotics typically
inhibit protein synthesis pathways, but they can also interfere with other metabolic processes,
such as DNA replication [177]. Classifying antibiotics as either bactericidal or bacteriostatic
is often not a reliable metric in clinical settings. Bacteriostatic antibiotics can cause bacterial
death for prolonged exposure times, while bactericidal antibiotics may not completely kill all
the cells but rather impact their metabolism [179].

Antibiotic classes group antibiotics based on their chemical structures and provide a more
relevant classification than their mode of action (Fig.4.1). The most common classes are
β -lactams, macrolides and aminoglycosides. β -lactams are a class of bactericidal antibiotics
that contain a beta-lactam ring in their chemical structure. In E. coli, they inhibit the cross-
linking of the bacterial peptidoglycan by transpeptidases [180], leading to disruption of the
bacterial cell wall. Aminoglycosides target aerobic gram-negative bacteria and inhibit protein
synthesis by binding to the A-site on the 16S ribosomal RNA of the 30S ribosome [181].



64 Indirect antibiotic resistance arises from local interactions

Macrolides primarily target gram-positive bacteria and inhibit protein synthesis by binding
to the 50S subunit of the ribosome [182].

In recent years, extensive exposure of bacteria to antibiotics has led to a significant
increase in antimicrobial resistance. In 2019, there were 1.27 million deaths attributed
to bacterial antimicrobial resistance [183]. Bacteria can develop resistance to antibiotics
through diverse mechanisms, as represented in Fig.4.1 [184]. The most common resistance
mechanisms include reduced permeability of the cell membrane, which limits the amount of
drug that can enter the cell, and drug inactivation, where bacteria either degrade or transfer a
chemical group to the antibiotic [185]. Antibiotic deactivation can occur both intracellularly
and extracellularly.

β - Lactams

Aminoglycosides

β - Lactams

β - Lactams

Macrolides

Chloramphenicol

Aminoglycosides

Macrolides

Chloramphenicol

Fig. 4.1 Diagram with antibiotic targets and resistance mechanisms. The elements are not to scale.
The diagram does not represent a Gram-positive or a Gram-negative cell wall.

From the clinical point of view, both acute and chronic infections that require treatment
present cells that self-organise as biofilms. Bacteria growing as biofilms or complex bacterial
communities exhibit a higher tolerance to antibiotic treatment [186–188]. It is important to
differentiate between resistance mechanisms and tolerance. Resistant cells possess genetic
traits that make them immune to antibiotics, whereas tolerant cells are sensitive to antibiotics
but can survive prolonged treatment times [189]. As bacterial communities form complex
three-dimensional communities, antibiotics must diffuse towards the centre of the colony.
Complex spatial self-organisation of the community is enough to protect the cells compared



4.1 Introduction 65

to their planktonic counterparts [190], as cells at the centre of the colony take longer to be
affected by the drug. When the communities are protected by an extracellular matrix, as is in
biofilms, the penetration of the antibiotic is reduced further [191], often leaving the centre of
the biofilm unaffected by the drug. Additionally, as cells get confined at the centre of the
biofilm, their metabolic activity is reduced [192], which further diminishes the efficacy of
antibiotics targeting metabolic pathways, even if they reach the cells.

Due to the high prevalence of bacterial infections, understanding how antibiotic resistance
and tolerance emerge within bacterial populations is important [61]. In vitro studies about
antibiotic resistance are commonly conducted in liquid cultures. Recently, the studies
have been extended to two-dimensional range expansions [25] and to biofilms grown in
microfluidic chambers [193]. A common theme in these studies is the investigation of
emergent cooperative behaviours within antibiotics under varying antibiotic stress [194].

An emergent behaviour observed in liquid cultures is indirect resistance. Indirect re-
sistance (IR) refers to the ability of an antibiotic-resistant bacterial population to shield a
sensitive population from antibiotic stress [195]. The emergence of IR depends significantly
on the antibiotic class and the resistance mechanisms of the cells. IR occurs when the resistant
population can detoxify the environment, reducing drug concentrations to levels that allow
the growth of the sensitive subpopulation. In the study conducted by Nicoloff and Andersson
[196], a direct relationship between the resistance mechanism and the emergence of IR
was demonstrated. Indirect resistance was observed when antibiotic inactivation occurred
extracellularly, as it happens for many β -lactams. In contrast, when antibiotic inactivation
happened intracellularly, the emergence of IR depended on the rate of inactivation. IR
emerged for fast intracellular inactivations, such as with macrolides or chloramphenicol.
However, no IR emerged for slow inactivations, as happens with aminoglycosides. Indirect
resistance has been reported for β -lactams not only in liquid cultures but also in range
expansion experiments [197, 198]. However, indirect resistance has not yet been observed
in spatially organised communities treated with antibiotics that are primarily inactivated
intracellularly, such as macrolides or chloramphenicol.

Chloramphenicol (Cm) is a broad-range bacteriostatic antibiotic that targets bacterial
ribosomes by binding the peptidyl transferase centre and inhibiting peptide chain elongation
[199]. Chloramphenicol penetrates the bacterial membrane by diffusion. Once in the
cytosol, Cm binds to the 50S ribosomal sub-unit at the peptidyltransferase site and prevents
the binding of aminoacyl-tRNA to the A-site of the 50S sub-unit. As a result, bacterial
growth is suppressed by inhibition of the peptide bond form. Resistance to chloramphenicol
primarily results from intracellular antibiotic inactivation, but it can also occur due to reduced
membrane permeability of the cells. The antibiotic inactivation happens via chloramphenicol
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acetyltransferase (CAT). CAT neutralises the antibiotic by catalysing the addition of an acetyl
group to Cm. Acetylation prevents the antibiotic from binding to its target. There are two
distinct types of CAT. The catA gene can be found on transposons and plasmids. Gram-
negative bacteria produce the CatB enzyme [200]. Chloramphenicol is no longer widely
used to treat bacterial infections, but due to its interesting behaviour, it is frequently used
to perform many in vitro studies. Its action shows a complex interplay with the physiology
of E. coli cells [201] and can induce growth bi-stability in strains with moderate levels of
resistance to the drug[202].

4.1.1 Objectives

This chapter delves into the emergence of indirect resistance in spatially distributed bacterial
communities under chloramphenicol stress. While self-organised communities are reported
to present higher tolerance to antibiotics, there is limited evidence that indirect resistance
significantly contributes to this endurance. Understanding the role of indirect resistance
and its connection to antibiotic tolerance could potentially explain the failure of antibiotic
treatments in many clinical infections.

The study was conducted using in vitro and in silico systems. The investigation was
designed to understand how the strength of indirect resistance changed as the communities
self-organised into two-dimensional and three-dimensional conformations. Pairs of isogenic
E. coli K-12 strains, differing only in their resistance to the antibiotic chloramphenicol, were
chosen as the experimental system for this study. The experiments were conducted with
antibiotic concentrations both above and below the minimum inhibitory concentration (MIC)
of the sensitive strain. The MIC is defined as the lowest concentration of chloramphenicol
that prevented visible growth of the sensitive cells under controlled in vitro conditions [203].

Chloramphenicol was the antibiotic chosen as it had been reported to lead to indirect
resistance in batch cultures of E. coli [196]. In the strains of interest, chloramphenicol deacti-
vation occurs intracellularly, meaning that resistant cells detoxify their environment locally.
This makes the emergence of indirect resistance highly dependent on spatial organisation.
If an antibiotic with extracellular degradation were used, the deactivating enzymes would
diffuse further from the location of resistant cells, making the effect of spatial organisation
more difficult to quantify, as sensitive bacteria not in direct contact with resistant cells could
experience indirect resistance. Additionally, chloramphenicol is a bactericidal antibiotic at
low concentrations, allowing experiments to be conducted above the MIC value of sensitive
cells. When a sensitive population is treated with a bactericidal antibiotic above its MIC, the
cells stay dormant rather than dying. This allows for their growth later in the system once the
environment is detoxified by resistant cells.
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I designed the original research question and performed the experiments and simulations
to answer it. However, the project became highly collaborative. I performed the liquid
and two-dimensional experiments together with A. Talliou. The collision of fluorescent 2D
colonies was conducted by A. Talliou and A. Sarlet. I developed the agent-based model
and the simulations presented in this chapter. Currently, B.H. Thomsen is working on an
individual-based model that reproduces the experimental results of collision experiments.
The results presented in this chapter are unpublished, and a manuscript containing them is
under preparation at the time of submission with the preliminary title: "Indirect antibiotic
resistance enhances colony tolerance in mixed bacterial communities" (see appendix A.3).

4.2 Materials and Methods

4.2.1 Experimental methods

Bacterial Strains The experimental study was performed with different pairs of one sensi-
tive and one resistant strain to the antibiotic chloramphenicol (Cm). A detailed description of
the strains can be found in 4.1 and references therein.

The first pair of strains, SLS4333 (SEN) and TSS290 (RES) were derivatives of E. coli K-
12 MAS1081, a motile strain [204]. Cell motility did not play an important role in this study,
as the experiments were either performed in well-mixed systems or in environments that
hindered cell motility. The RES strain encoded the enzyme chloramphenicol acetyltransferase
(CAT) in the lac operon. None of them contained any fluorescent markers. The strains
could, however, be distinguished via blue-white screening when growing on appropriate
substrates, as the resistance gene was encoded in the lacZYA operon. The blue-white
screening was performed by adding the chromogenic substrate 5-bromo-4-chloro-3-indolyl-
β -D-galactopyranoside (X-gal) to the plates. If β -galactoside was produced, X-gal was
hydrolysed, and consequently, an insoluble blue pigment was produced. Isopropyl β -D-1-
thiogalactopyranoside (IPTG), a non-metabolizable analogue of galactose, was also added to
the plates to induce the expression of the lacZ gene.

The second pair of strains, TB194 (RES-R) and TB204 (SEN-G) were derivatives of
E. coli K-12 MG1655, also a motile strain [17]. Olga Schubert and Martin Ackermann
kindly provided the strains from the Microbial Systems Ecology group (Eawag). The
sensitive strain (SEN-G) had the Superfolder green-fluorescent protein (sfGFP) encoded
in its chromosome. The resistant strain (RES-R) had a red fluorescent protein (mCherry)
encoded in its chromosome. A flanked chloramphenicol resistance cassette provided the
resistance to chloramphenicol. A complementary pair of strains was available where the
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resistant strain TB193 (RES-G) contained the GFP in its genome, and the sensitive strain
TB205 (SEN-R) the RFP.

Name Strain Relevant characteristics Reference

SEN SLS4223 K-12 MAS1081 (MG1655 rph+ gatC+ glpR+) [205]
RES TSS290 SLS4223: lacZYA::cat [205]
RES-G TB193 MG1655: attP21-PR-sfGFP-chlorR [206]
RES-R TB194 MG1655: attP21-PR-mCherry-chlorR [206]
SEN-G TB204 MG1655 attP21::PR-sfGFP [207]
SEN-R TB205 MG1655 attP21::PR-mCherry [207]

Table 4.1 E. coli strains used in the study. Sine Lo Svenningsen kindly provided strains SLS4223
and TSS290. The strains TB193, TB194, TB204, and TB205 were kindly provided from the Olga
Schubert and Martin Ackermann strain collection.

Culture media All experiments were performed using Luria-Bertani (LB) medium. The
LB medium was composed of 10 g/l tryptone (16279751, Fisher Scientific), 5 g/l yeast extract
(16279781, Fisher Scientific) and 5 g/l NaCl (≥ 99%, S9888, Sigma-Aldrich) dissolved in
Millipore water. The rich medium was supplemented with different chloramphenicol (C0378-
5G, Sigma-Aldrich) concentrations varying from 1 to 9 µg/µ l. The antibiotic was stocked as
a 10 mg/ml solution. To perform blue-white screening, the substrate was supplemented with
10 µl X-gal (20 mg/ml) and 10 µl IPTG (100 mM) per ml of media.

MIC determination The Minimum Inhibitory Concentration (MIC) of a bacteriostatic
antibiotic corresponds to the lowest concentration (w/v) of the antibiotic, in our case Cm, that
prevents visible cell growth under controlled in vitro conditions [203]. It can be determined in
liquid cultures or on solid substrates, and its value can fluctuate depending on the experimental
method used. Additionally, the MIC value for a bacteriostatic antibiotic is highly dependent
on the nutritional media where it is determined [208]. The MIC value was determined via
a susceptibility test conducted with E-TEST strips [209] on top of solid plates. Overnight
cultures of the strains of interest were prepared. After diluting the culture to an 0D600≈ 0.2,
200 µl of it was spread on top of a Petri dish (1.5% agar + LB ). After 15 minutes, once the
plate had dried, the antibiotic-infused strip was placed at the centre of the dish. The plates
were then incubated (37◦C) for 16 hours, and the results were visually read immediately after
that. Following manufacturer instructions, the MIC value corresponded to the value on the
strip where bacterial growth was inhibited by approximately 80%.
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Susceptibility tests were conducted for all strains. As expected, the growth of the resistant
strains was not hindered by the presence of chloramphenicol. Therefore, all the resistant
strains had a MIC > 256 µg/ml Cm, which was the highest antibiotic concentration provided
by the E-TEST strip. The MIC values of the sensitive strains can be found in Tab.4.2.

Name Strain MIC (µg/ml)

SEN SLS4223 5
SEN-G TB204 8
SEN-R TB205 8

Table 4.2 The MIC values of the sensitive E. coli strains used in the study were obtained with an
E-TEST strip placed on top of LB medium. The MIC values of TB204 and TB205 were the same
since the strains were isogenic, with the only exception of their fluorescent protein.

The MIC values of the sensitive strains were used to design the experimental study. For
each pair of strains, three distinct regions were explored: below MIC, at MIC, and above
MIC.

Growth curves The strains were grown overnight at 37◦C with shaking in LB medium
without antibiotics. In the morning, the samples were 1000x diluted in fresh medium
supplemented with the Cm concentration of interest. The initial optical density at 600 nm
(OD600) was measured. Once incubation started (at 37◦ C), the OD600 was measured every
45 minutes for 6 hours in total.

Liquid competition For competition in liquid experiments, overnight cultures of the strains
(37◦ C) without antibiotics were diluted in a 1:1 suspension. The new suspension was set to
start from an initial OD600 of 0.1. The ratio between each strain was adjusted based on the
measured OD600 of the overnight cultures and the following equations 4.1, 4.2 and4.3:

VA =
OD f inal

600

ODA
600

· ratioA ·Vtot (4.1)

VB =
OD f inal

600
ODB

600
· ratioB ·Vtot (4.2)

Vmedia =Vtot −VA −VB (4.3)

Where VA,B corresponds to the volume of each strain required to obtain a final culture of
volume Vtot , ratioA,B corresponds to the desired fraction of each strain in the final mixture.
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The samples were cultured for 6 hours at 37°C with shacking. After that time, the OD600

of each solution was measured, and the number of cells of the culture was estimated (cells/ml
≈ OD600 · 5 · 108 cells/ml) [210]. With the cell number estimation, the culture was diluted to
approximately 3 cells/µ l. 100 µ l of the resulting suspension was plated on top of a Petri dish
(1.5% agar + LB) without antibiotics but supplemented with IPTG and X-gal. After overnight
incubation, the exact number of cells and the ratio between strains were estimated after
counting the colony-forming units (CFUs) of each strain. The sensitive colonies appeared
blue, while the resistant ones were colourless on top of the X-gal plates.

The experiment was repeated for medium supplemented with three different Cm concen-
trations (4,5 and 6 µg/ml) and without antibiotics. For each condition, mixed cultures and
individual resistant and sensitive strains were grown.

Centre-Edge assay Starting from overnight cultures of a resistant and a sensitive strain,
non-supplemented with antibiotics, a mix of 1:1 fraction with a final OD600 = 0.3 was
prepared. The volume of each strain required was found with Eq.4.1, Eq.4.2 and Eq.4.3.
Then, 0.5 µl of the final culture was placed with a pipette on top of 1.5% agar + LB plates
with different antibiotic concentrations.

After 48 hours of incubation (37◦C), the colonies were sampled from two different
points: the centre and the edge of the colony. Each sample was re-suspended in 0.9% saline
(NaCl+H2O) and plated onto a 1.5% agar + LB plate supplemented with IPTG and X-gal.
The sample from the centre of the colony was collected with a 10 µ l pipette. The edge of the
colony was sampled after covering the centre of the colony with a glass tube and scrapping
the rest. The plates were left to dry and were incubated for 16h. After incubation, the number
of CFUs of each strain was counted to determine the ratio between subpopulations at the
centre and at the edge of the colony. The sensitive colonies appeared blue, while the resistant
ones were colourless on top of the X-gal plates.

The experiment was repeated for media supplemented with three different Cm concentra-
tions (0.1, 1 and 4 µg/ml) and without antibiotics.

Relative Fitness The relative fitness between two strains describes the reproductive success
of one subpopulation over the other [167]. The relative fitness, Wi j, of strain i with respect to
strain j is estimated as the ratio between the number of doublings of the subpopulations:

Wi j =
ln(Ni(t)/Ni(0))
ln(N j(t)/N j(0))

, (4.4)
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Where Ni(t)/Ni(0) and N j(t)/N j(0) are the ratios of a number of cells at time t compared to
the starting point of strain i and j, respectively. The relative fitness was used to quantify liquid
experiments, centre-edge assays and simulated populations. It was used to quantify either the
fitness of the sensitive over the resistant strain or the fitness of the sensitive subpopulation
growing under different conditions.

Colony Collision Starting from overnight cultures of the resistant and the sensitive strain,
non-supplemented with antibiotics, each culture was diluted to reach an OD600 of 0.3. From
the diluted cultures, 1 µl droplet of the sensitive strain was placed 1 mm away from a 1 µl
droplet of the resistant strain on top of solid agar plates (1.5% agar + LB) supplemented with
different chloramphenicol concentrations. The plates were then incubated for 24 hours at
37◦C until the colonies collided with each other.

The experiment was conducted for the non-fluorescent pair of strains (RES/SEN) by
supplementing the plate with IPTG and X-gal. For the pair RES/SEN, the experiment was
performed at 0, 4, 5, 5.5, 6, 7, 8 and 9 µg/ml of chloramphenicol. The fluorescent strains
(RES-R/SEN-G) were tested in this setup. After growing at either 0,3,4,5,6 or 7 µg/ml, the
collision edge of the colonies was imaged with an inverted fluorescent microscope.

Image Acquisition The collision of colonies was imaged with an inverted microscope
(Nikon Eclipse Ti fluorescent) paired with a camera (Andor, Belfast, UK). A 4x air immersion
objective was chosen (Nikon, Plan Fluor, 4x/0.13, ∞/1.2 WD 16.5). In this setup, the GPF
was exited with a mercury-vapour lamp and filtered with the FITC cube (FITC Filter Cube
Set, Olympus, York, UK). The RFP was also excited with a mercury-vapour lamp and filtered
with the Texas Red cubes (Texas RedTM Filter Cube Set, Nikon, Tokyo, Japan).

Image Analysis The image analysis of the fluorescent colonies collision was performed
with Fiji build-in functions [111]. The parameter characterised was the length of the collision
border for the sensitive subpopulation, which expressed a GFP protein, as the antibiotic
concentration increased. To do so, first, the GPF channel was manually thresholded. The
border of the colony was found with Process→ Find Edges. Two parameters were obtained
by quantifying the edge of the colony. The length of the resulting edge was measured with
Analyse→ Measure. This function measures the distance between consecutive pixels and
adds them up, providing the total length of the collision border, Lc:

Lc =
N−1

∑
i=0

√
(xi+1 − xi)2 +(yi+1 − yi)2 (4.5)
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Where (xi,yi) represents the position of each pixel on the edge. The end-to-end distance (ree)
of the sensitive colony collision front was found by calculating the length of a straight line
connecting the ends of the edge:

ree =
√

(xN − x0)2 +(yN − y0)2 (4.6)

Where (xN ,yN) were the coordinates of the final pixel, and (x0,y0) were the coordinates of
the initial pixel of the edge. By knowing the values of the length of the collision border (Lc)
and its end-to-end distance (ree), a tortuosity parameter (T ) was defined as:

T =
Lc

ree
(4.7)

The higher the tortuosity, the further the collision edge was from being a straight line.

4.2.2 Computational methods

Lattice model A study of the experimental system was conducted with a modified Eden
growth model [114], incorporating the effects of a bacteriostatic antibiotic into the system.
In the model, cells grew on a lattice, where each site could be occupied by at most one
cell. The simulations were performed for cells growing in well-mixed, two-dimensional and
three-dimensional communities.

The growth of communities in well-mixed and 2D conditions was simulated on a 2D
squared lattice (of size L), where each cell had four neighbouring sites. For the 3D simulations,
cells grew in a cubic lattice (of size L) with six neighbouring sites. Apart from the lattice
dimension, the algorithm was the same for all three scenarios.

The system was initialised with an equal fraction of sensitive and resistant cells. Each
subpopulation had distinct growth depending on the antibiotic concentration in the envi-
ronment. The resistant cells had a constant growth rate (kr) across all antibiotic conditions.
In contrast, the growth of the sensitive cells (ks) decreased as the antibiotic concentration
increased.

To simulate the antibiotic field, a lattice representing the antibiotic concentrations was
initialised with a constant value, Aini. The antibiotic diffused through the lattice according to
the diffusion equation (D = 1) with Neumann boundary conditions.

∂A
∂ t

= D∇
2A (4.8)
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The antibiotic concentration at lattice sites occupied by resistant cells decreased proportion-
ally to the degradation rate of the resistant strain (γ).

The evolution of the population was implemented by counting the number of resistant (Nr)
and sensitive (Ns) cells that had available growing sites and updating the system following a
Gillespie algorithm [115]. The following steps were iterated:

1. Find the total number of sensitive cells with available growth sites (Ns) and evaluate
their growth rate (ks(A)) using the antibiotic concentration at their lattice position.

2. Find the total number of resistant cells with available growth sites (Nr). Resistant cells
had a growth rate independent of antibiotic concentration (kr).

3. Find the total event rate T as the sum of all possible growth events: T =
Ns
∑ ks(A)+Nr ·kr.

Determine the duration of the event as τ = −ln(r)/T where r is a random number
from a uniform distribution ( r =U ⊆ (0,1) ). Increase the simulation time and the
integration time by τ .

4. Draw a random number from a uniform distribution between zero and one (a =U ⊆
(0,1)) and determine which cell will grow. If a <

Ns
∑ ks(A), a sensitive cell will divide.

Otherwise, a resistant cell will grow.

5. Check if the integration time exceeds a user-defined time interval (dt). If it does, set
it back to zero and solve the diffusion equation for the antibiotic field, including a
reduction of antibiotic concentration (- γ ·dt. ) in the lattice sites occupied by resistant
cells.

6. Return to (1). In a well-mixed system, shuffle the positions of the cells randomly
before continuing.

The simulations were quantified with the relative fitness of the sensitive population com-
pared to the resistant population. The parameter was introduced in Eq.4.4. All simulations
were initialised with a droplet containing 70% cell occupancy and left to evolve until the cell
count of the total population reached 20 times the initial cell number.
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4.3 Results

4.3.1 Spatial organisation affects the outcome of indirect resistance

The impact of spatial organisation on the emergence of indirect resistance was investigated
with agent-based simulations. The simulated systems contained two subpopulations of cells,
resistant and sensitive, growing in the presence of a bacteriostatic antibiotic. The sensitive
cells presented a growth rate dependent on antibiotic concentration, whereas the resistant
cells had a constant growth rate. The growth rates as a function of antibiotic concentration are
represented in Fig.4.2a. In the absence of antibiotics, sensitive cells grew faster than resistant
ones. This difference in growth rates was chosen to reflect the metabolic cost associated with
the expression of the resistance machinery. As the concentration of antibiotic increased, the
growth rate of the sensitive cells decreased until reaching zero at approximately 5.5 (a.u.),
which corresponded to the MIC value for the sensitive cells. The antibiotic diffused through
the system following the diffusion equation and was locally degraded at rate γ by resistant
cells. The system was simulated in well-mixed, two-dimensional and three-dimensional
conditions, and the relative fitness of sensitive cells compared to resistant cells was measured
(WSR). A relative fitness greater than one indicated preferential growth of sensitive cells, while
values below one indicated preferential growth of resistant cells. Each spatial setting was
simulated for eight initial antibiotic concentrations (Aini ∈ (0, 7) a.u.) and four degradation
rates by the resistant cells (γ = 0, 5, 50 and 500).

The well-mixed conditions aimed to reproduce growth in liquid cultures with shacking.
The system was initialised on a 2D lattice and evolved according to the algorithm described
in section 4.2.2. At each time step, cell positions were updated randomly to mimic the
zero-dimensional nature of liquid systems. The relative fitness of the sensitive strain in a
well-mixed environment is shown in Fig.4.2b. At low antibiotic concentrations (from 0 to 2
a.u.), the sensitive strain was more fit than the resistant cells, even in the absence of antibiotic
degradation (γ =0, blue line). At intermediate values below MIC, if no degradation was
present, the fitness of the sensitive cells declined sharply and reached zero above the MIC
value (5.5 a.u.). A small antibiotic degradation (γ =5, green line) allowed the sensitive cells to
grow for values above their MIC. However, the sensitive strain was less fit than the resistant
at high antibiotic concentrations. In contrast, with high levels of antibiotic degradation (γ
=50 orange line and γ =500 red line), the sensitive cells not only grew above their MIC but
also maintained their fitness advantage over the resistant cells.
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Fig. 4.2 A: Growth rate of the resistant and the sensitive simulated strains as a function of the antibiotic
(a.u). The resistant strain maintained its growth rate as the concentration increased, while the sensitive
decreased at low antibiotic concentrations and stopped growing for concentrations above 5.5 (MIC).
B: Relative fitness of the sensitive strain when co-cultured with a resistant strain in a well-mixed
system at different antibiotic concentrations (N=5). As the antibiotic degradation by the resistant
strain increased (γ), the sensitive strain maintained its fitness advantage even for values above its MIC.

The fitness of 2D communities is shown in Fig.4.3A. As reported for the well-mixed
system at low antibiotic concentrations (from 0 to 2 a.u.), the sensitive strain was more
fit than the resistant due to their differences in growth rates. In the absence of antibiotic
degradation (γ = 0), the fitness of the sensitive strains fell to zero for antibiotic concentrations
below their theoretical MIC value. When degradation was present in the system, the fitness
of the sensitive still fell as the antibiotic increased, but it did not reach zero. Similar trends
were observed for the three degradation rates (γ = 5, 50 and 500), suggesting that antibiotic
degradation was not the key parameter controlling the outcome of the system. These results
become easier to interpret when the spatial constraints of the communities are considered. As
opposed to well-mixed conditions, in 2D communities, cells compete not only for nutrients
but also for space. Once a subpopulation of cells was blocked from the expanding front,
they could no longer grow because all their neighbouring sites were occupied. Consequently,
regardless of the degradation rate, if resistant cells dominated the expansion front in the initial
stages of the community, the sensitive population had limited opportunities to grow, even
after the environment was detoxified by resistant cells. Fig.4.3B displays 2D communities
when the initial antibiotic was set to 3 a.u. Without degradation (γ = 0, bottom colony), the
resistant cells grew faster than the sensitive ones and took over the whole colony. For high
levels of degradation (γ = 500, top colony), the sensitive cells experienced a decrease in
antibiotic concentration early in the colony development, which increased their growth rate
and led to the formation of sectors that persisted throughout the entire simulation.
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Fig. 4.3 A: Relative fitness of the sensitive strain over the resistant when they grow in 2D range
expansions at different antibiotic concentrations (N=5). In 2D systems, the degradation of antibiotic
(γ) did not stop the decrease of fitness of the sensitive strain as the antibiotic concentration increased.
The fitness was obtained after the number of initial cells had been increased 20 times. B: Examples of
the 2D simulated populations, with the sensitive cells represented as green pixels and the resistant
cells as red. The top colony, where antibiotic degradation occurs, presents sectors of both the resistant
and the sensitive strains. The bottom colony showcases how the sensitive strain loses the expansion
front of the colony. The scale bar corresponds to 50 pixels (lattice sites).

The fitness of 3D communities is shown in Fig.4.4A. At low antibiotic concentrations
(from 0 to 2 a.u.), the sensitive strain exhibited higher fitness compared to the resistant strain.
In the absence of antibiotic degradation (γ = 0), the fitness of the sensitive strain fell as the
antibiotic concentration increased. The difference in the fall rate can be attributed to the
spatial organisation of the community. In 3D, the cells still competed for space, but they had
more possible growing sites compared to the 2D case. Therefore, longer times would be
required for one population to block another subpopulation completely at the colony front. In
3D simulations, distinct fitness curves were observed for different degradation rates. Higher
degradation rates (γ) slowed the decrease in fitness as antibiotic concentration increased.
Despite this, the fitness of the sensitive strain was never higher than one, but the sensitive
cells managed to grow above their MIC for all the investigated degradation rates. Fig.4.4B
displays 3D communities when the initial antibiotic was set to 3 a.u. Without degradation
(γ = 0, bottom colony), the resistant cells grew faster than the sensitive ones and took most
of the surface of the colony. However, regions of sensitive cells were still present. For high
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levels of degradation (γ = 500, top colony), the sensitive cells experienced an increase in
their growth rate and dominated the majority of the colony surface.

Fig. 4.4 A: Relative fitness of the sensitive strain over the resistant when they grow in 3D range
expansions at different antibiotic concentrations (N=5). In 3D systems, the degradation of antibiotic
(γ) increased the fitness of the sensitive strain compared to the case without degradation. The fitness
was obtained after the number of initial cells had been increased 20 times. B: Examples of the 3D
simulated populations, with the sensitive cells represented as green pixels and the resistant cells as
red. The bottom colony, where there is no antibiotic degradation, showcases how the surface of the
colony is almost fully occupied by resistant cells. The top colony, where antibiotic degradation occurs,
presents the opposite behaviour, a surface dominated by sensitive cells. The scale bar corresponds to
50 pixels (lattice sites).

The simulations revealed qualitative differences as the communities grew across different
spatial configurations. From the simulated systems, indirect resistance was expected in
experimental studies performed in liquid cultures, as it was proven to be a robust phenomenon
in the well-mixed simulations. In experimental 2D communities, indirect resistance was
anticipated to be elusive and dependent on multiple variables. The emergence of indirect
resistance was expected to be recovered in 3D communities, where the increased number of
neighbouring cells provided more opportunities for interactions and complex competition.
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4.3.2 Indirect resistance emerges in liquid cultures

The first part of the study aimed to show the emergence of indirect resistance when a resistant
and a sensitive strain were treated with chloramphenicol in liquid cultures. The results
were presented to be comparable to those reported by Frost et al. [198]. In that study, the
cell divisions of the strains were plotted as a function of an antibiotic concentration. They
observed indirect resistance for an extracellularly degraded antibiotic (carbenicillin) but not
for an intracellularly degraded one (streptomycin). The results aligned well with the values
reported by Nicoloff and Andersson [196].

The liquid experiments were performed using the sensitive strain SLS4223 (SEN) and the
resistant strain TSS290 (RES) to the antibiotic chloramphenicol (Cm). The strains have been
described in detail in section 4.2.1. The strains were grown both individually and co-cultured
in rich liquid media at varying Cm concentrations. The experiments were conducted without
antibiotics and at Cm concentrations below, above and at the MIC value (5 µg/ml ) of
the sensitive strain. The results of the experiments were reported using the cell divisions
parameter [198]. The cell divisions measured the number of times the initial number of cells
of a subpopulation had doubled:

Cell Divisions = log2

(
N f

Ni

)
(4.9)

Where Ni corresponds to the initial number of cells and N f to the final number of cells of
a subpopulation. In this study, the initial number of cells was estimated from the measured
OD600 value of the initial culture using the conversion: cells/ml ≈ OD600 · 5 · 108 cells/ml
[210]. The final number of cells was estimated from the OD600 value after 6 hours of
incubation at 37◦C. For the mixed cultures, the fraction of each subpopulation in said OD600

was obtained from CFU counting in blue-white screening plates (see section 4.2.1 for details).
The number of cell divisions as a function of the chloramphenicol concentration can be

seen in Fig. 4.5a and Fig. 4.5b. In individual cultures, the resistant strain (RES) kept its
number of cell divisions approximately constant as the antibiotic concentration increased.
When co-cultured with the sensitive strain (SEN), in the absence of antibiotics, RES reduced
its number of divisions. In the mixed system, as antibiotic concentration increased, the
number of cell divisions of the resistant strain slightly increased (Fig.4.5a). The sensitive
strain (SEN) decreased its number of cell divisions to less than one when growing by itself.
It presented similar cell divisions for antibiotic concentrations below, above and at their MIC
value (5 µg/ml)
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When SEN was co-cultured with RES, it experienced an increase in cell divisions, not
only in the absence of antibiotics but also when chloramphenicol was introduced into the
system (Fig.4.5b). The number of cell divisions slightly decreased at the MIC value (5
µg/ml) but seemed to be maintained as the Cm concentration increased (6 µg/ml).
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Fig. 4.5 A: Cell divisions of the resistant strain in monocultures (red) and co-cultured with a sensitive
strain (black) at different chloramphenicol concentrations. B: Cell divisions of the sensitive strain
in monocultures (green) and co-cultured with a resistant strain (black) at different chloramphenicol
concentrations. The number of sensitive cell divisions increased in the co-culture, even for antibiotic
values above its MIC.

The reported number of cell divisions indicated that the sensitive strain was able to grow
in conditions where it could not do it alone when it was in the presence of resistant cells.
Sensitive cells dividing above their MIC value indicated the emergence of indirect resistance
in the experimental setup.

To be consistent with the results from the agent-based model simulations, the results of
the liquid cultures were also represented as the relative fitness of the sensitive strain compared
to the resistant strain (WSR). The relative fitness as a function of chloramphenicol for the
liquid co-cultures can be seen in Fig.4.6. In the absence of antibiotics, the sensitive strain
was more fit than the resistant strain (WSR > 1). However, this advantage fell in the presence
of antibiotics. Comparing the behaviour of the fitness curve with the ones obtained from the
simulation of the well-mixed systems, it can be concluded that the resistant strain degraded
the antibiotic, but not at a particularly fast rate (Fig.4.2b).
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Fig. 4.6 Relative fitness of the sensitive strain compared to the resistant strain in liquid co-cultures. In
the absence of antibiotics, the sensitive strain was more fit than the resistant, but the fitness fell with
chloramphenicol concentration. The fitness was maintained above zero for antibiotic concentrations
greater than the MIC value.

4.3.3 Resistant cells dominate two-dimensional range expansions

After demonstrating the emergence of indirect resistance in liquid cultures for the strains
of interest, the next experiments aimed to find IR in two-dimensional configurations. The
experiments performed were range expansions of mixed populations (1:1 fraction) on top
of rich media agar plates at different chloramphenicol concentrations. Typically, range
expansions use strains labelled with different fluorophores to quantify the occupancy of each
subpopulation through fluorescent microscopy. Since RES and SEN were not fluorescent, the
occupancy of each subpopulation was found with a different protocol, modified from Booth
et al. [211]. After 48 hours of incubation, samples from the centre and the edge of the 2D
colony were collected. The samples were re-suspended in saline (0.9% NaCl+H2O) to avoid
cell divisions and plated on blue-white screening plates. The occupancy (%) of each cell type
was defined as the fraction of cells obtained by counting CFUs in the resulting plates.

The 2D range expansions were repeated for the case without antibiotics as well as dif-
ferent Cm concentrations. The antibiotic concentrations chosen were lower than those used
in the liquid system because the simulations anticipated that indirect resistance was more
difficult to emerge in 2D systems at high antibiotic concentrations (Fig.4.3). Therefore,
the study was conducted for three chloramphenicol concentrations below the MIC of the
sensitive strain: 4 µg/ml, 1 µg/ml and 0.1 µg/ml.
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Fig.4.7a and Fig.4.7b show the occupancy of the resistant and sensitive strains at the
centre and edge of the colony, respectively. At the centre of the colony, in the absence of
antibiotics, the sensitive strain had higher occupancy than the resistant one (Fig.4.7a). At
antibiotic concentrations as low as 0.1 µg/ml, the advantage of sensitive cells had already
disappeared. The occupancy of the sensitive cells continued decreasing for 1 µg/ml and
reached values close to zero for 4 µg/ml. A similar trend was reported at the edge of the
colony (Fig.4.7b), where the sensitive strain did not occupy any fraction of the edge at 4
µg/ml. These results indicated that in 2D conformations, the sensitive strain experienced
compromised growth for values below its MIC when co-cultured with resistant cells.
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Fig. 4.7 A: Occupation of each strain (%) at the centre of a 2D colony at different chloramphenicol
concentrations. The fraction of sensitive cells had already decreased at low antibiotic concentrations.
B: Occupation of each strain (%) at the edge of a 2D colony at different chloramphenicol concentra-
tions. The occupation at the edge of the colony followed the same pattern as the one at the centre.
The resistant strain occupied most of the colony once an antibiotic was introduced into the system.

In this system, the relative fitness of the sensitive strain compared to the resistant was
calculated from the samples at the centre of the colony, which provided the number of initial
cells, and from the sample at the edge, which provided the final number of cells. Figure 4.8
shows the relative fitness as the chloramphenicol concentration increased. Without antibiotics,
the sensitive strain was fitter than the resistant with a value really close to one, indicating that
the advantage was minimal. The relative fitness decreased to 0.8 at 0.1 µg/ml and remained
constant until 1 µg/ml. At 4 µg/ml, the sensitive strain had a fitness close to zero, indicating
that it did not benefit from coexisting with the resistant strain, and thus, no indirect resistance
emerged. The fall in fitness was already predicted with the agent-based simulations. See
Fig.4.3.
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Fig. 4.8 The relative fitness of the sensitive strain compared to the resistant strain in 2D colonies was
obtained from the samples at the centre (initial number of cells) and at the edge (final number of
cells). In the absence of antibiotics, the sensitive strain was slightly more fit than the resistant, but the
advantage quickly decreased, with chloramphenicol concentration falling to zero to values below its
MIC.

The fitness advantage of the sensitive strain in the absence of antibiotics was expected
to be higher than the one reported in Fig. 4.8 in order to observe indirect resistance in 2D
configurations. For IR to emerge, the sensitive cells must grow relatively faster than the
resistant ones without and at low antibiotic concentrations. The difference in growth rates
would enable them to compete with the resistant cells once the environment is detoxified,
preventing them from being left behind the expansion front. The experimental strains (RES
and SEN) were characterised further by finding their growth rates at different chloramphenicol
concentrations. Growth curve experiments were performed as detailed in section 4.2.1. The
growth rates (λ ) obtained from fitting the curves are plotted in Fig.4.9 for the different
antibiotic concentrations tested.

For media not supplemented with antibiotics, RES and SEN had no significant difference
in growth rate. As anticipated, the resistant strain kept its growth rate constant despite the
increase in the chloramphenicol concentration. Conversely, the growth rate of the sensitive
strain began to decrease at 0.1µg/ml and at 1 µg/ml, it was reduced to half its initial value.
At 4 µg/ml and 5µg/ml, no growth of the sensitive strain was detected, suggesting that
the MIC value of SEN was actually below 4µg/ml when growing in liquid cultures for 6
hours. The MIC value of SEN obtained with the E-TEST was determined to be 5µg/ml. This
discrepancy was not surprising, as MIC values are known to be highly sensitive to the testing
protocol used [208].
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Fig. 4.9 Growth rate of RES and SEN in liquid cultures (LB) at different chloramphenicol concen-
trations. The resistant strain (TSS290) kept its growth rate constant over the investigated antibiotic
concentrations. The sensitive strain (SLS4223) presented no growth for antibiotic concentrations
below its reported MIC (5 µg/ml).

The growth rates of RES and SEN accounted for the lack of indirect resistance in 2D range
expansions. The sensitive strain did not have a significant advantage over the resistant strain
when no antibiotic was present, and its growth rate diminished as the antibiotic concentration
increased. Therefore, when expanding in 2D, the resistant strain detoxified the environment
but not quickly enough to allow the growth of sensitive cells at a fast rate. When the antibiotic
was introduced into the system, resistant cells grew faster than sensitive ones. The resistant
cells quickly reached the outer edge of the colony and continued to expand. This growth
effectively blocked the sensitive cells, leaving them behind. Consequently, sensitive cells
experienced a negative interaction from growing with resistant cells rather than benefiting
from their protection against chloramphenicol.

4.3.4 Indirect resistance arises in lower competitive settings

Indirect resistance was not observed in 2D range expansions where sensitive and resistant
cells were co-cultured in equal proportions and competed for both nutrients and space.
To observe IR in 2D settings, the experimental setup should be modified to reduce the
competitive advantage of resistant cells, which arose from their difference in growth rates
(Fig.4.9). The advantage of resistant cells could be reduced through diverse modifications,
such as reducing their fraction in the initial inoculum of a 2D range expansion or studying
the strains in a system where they would not directly compete for space. The latter was
the option chosen as it was easy to implement by just placing droplets of each strain close
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to the other on top of solid plates. As the droplets grew, each strain formed a colony, and
these eventually collided. Thus, the sensitive and the resistant cells grew independently until
collision, and all the interactions between cell types happened at the collision front. Such
experimental setup was referred to as collision experiments.

During collision experiments, the focus was on how the resistant and sensitive strains
interacted at the collision front to detect indirect resistance. Therefore, such a system was
ideally studied via fluorescence to visualise cell interactions in detail. As previously stated,
the resistant and sensitive strains used for the results presented in the previous sections did
not express any fluorescent protein. Despite this limitation, preliminary collision experiments
were performed with RES and SEN using blue-white screening plates to distinguish each
strain. Blue-white screening plates were prepared at different chloramphenicol concentrations:
0, 4, 5, 5.5, 6, 7, 8 and 9 µg/ml. Then, a 1 µl droplet of SEN culture was inoculated 1 mm
away from a previously deposited 1 µ l droplet of RES culture. The colonies were incubated
at 37◦C for 24 hours until they collided. The results of the study can be seen in Fig.4.10,
where the sensitive cells correspond to the blue colonies as they hydrolysed X-gal.

Fig. 4.10 Colony collision in blue-white screening plates (LB) at different chloramphenicol concen-
trations after 24h of incubation. The sensitive cells showcased a blue colour, while the resistant
ones appeared colourless. The colony size was dependent on many stochastic parameters. However,
increasing chloramphenicol concentration caused the sensitive colony to reduce its size consistently.
The scale bar corresponds to 0.5 cm.

In the absence of antibiotics, resistant colonies appeared smaller in size compared to sen-
sitive colonies, which displayed a uniform blue colour. When chloramphenicol concentration
increased (4, 5, 5.5 and 6 µg/ml) but remained close to the MIC value of the sensitive strain,
the size of the sensitive colony decreased compared to the resistant one and maintained a
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uniform blue colour. As the antibiotic concentration went above the MIC of the sensitive
cells (7, 8 and 9 µg/ml), the sensitive colony did not increase its size compared to the initial
droplet, indicating that the antibiotic concentration was high enough to inhibit its growth.
This growth reduction was also confirmed by the loss of uniform blue colour over the colonies.
The emergence of regions with higher blue intensities indicated varying levels of metabolic
activity within the population. At the highest antibiotic concentration, 9 µg/ml, a gradient of
colour towards the resistant colony was observed. This gradient indicated that the sensitive
cells closer to the resistant ones were more metabolically active than those farther from them.
When the colonies were incubated for an additional 48 hours, the resistant cells completely
surrounded the sensitive colonies when growing at high antibiotic concentrations (7, 8 and 9
µg/ml). An example can be seen in Fig.4.11 for colonies grown at 9 µg/m. Interestingly, as
the sensitive cells became surrounded by resistant cells, the colony regained a uniform blue
colour, and some growth outside the inoculation droplet was visually observed.

Fig. 4.11 Colony collision in blue-white screening plates (LB) at 9 µg/ml chloramphenicol after
24 and 72 hours of incubation. The sensitive cells appeared blue, and the resistant ones remained
colourless. After 48 additional incubation hours, the resistant cells started growing surrounding the
sensitive ones, which made the latter increase its metabolic activity and appear more blue. The scale
bar corresponds to 0.5 cm.

The change in metabolic activity of the sensitive cells, indicated by differences in blue
intensity, was considered an indication of indirect resistance, as the sensitive cells closer to
the resistant ones were more active. This setup proved to be a good experimental system for
studying the emergence of indirect resistance in a two-dimensional system.

4.3.5 Intermixing between populations is induced by indirect resistance

A difference in the metabolic activity of the sensitive cells was observed in collision experi-
ments via blue-white screening. However, fluorescence was required to understand which
interactions happened at the collision front. The collision experiment was repeated for a
different pair of sensitive (SEN-G) and resistant (RES-R) strains.
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The sensitive strain TB204 (SEN) and the resistant strain TB194 (RES) to the antibiotic
chloramphenicol (Cm) have been described in detail in section 4.2.1. The experiment was
conducted by inoculating a 1µl droplet of SEN-G culture 1 mm away from a previously
deposited 1 µl droplet of RES-R culture in plates containing different Cm concentrations
(0,3,4,5,6 or 7 µg/ml). The plates were incubated for 24h at 37◦. Once the colonies collided,
the collision front was imaged with an inverted fluorescence microscope. Figure 4.12 shows
the collision front at different antibiotic concentrations imaged with a 4x air objective. The
sensitive cells appear green, and the resistant ones are red.

Fig. 4.12 Collision front of RES-R and SEN-G imaged with a 4x objective at different chloramphenicol
concentrations. Without antibiotics, the collision front appeared as a straight line between the resistant
(red) and sensitive (green) colonies. As the antibiotic concentration increased, the collision front
appeared diffusive, and sectors of the sensitive colony emerged as the resistant colony grew towards it.
The scale bar corresponds to 500 µm.

In the absence of antibiotics, the collision front between the sensitive and the resistant
colony appeared as a straight line. At 3 µg/ml, the collision remained mostly straight, though
some small perturbations were observed at its centre. These perturbations became more
pronounced at 4 µg/ml, where the sensitive colony exhibited reduced growth evident from
the curvature of the colony, which maintained the shape of the initial inoculation droplet. The
deviations from a straight collision front were interpreted as sectors formed by the sensitive
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cells as the resistant colony advanced towards them. As the chloramphenicol concentration
increased further (5,6 and 7 µg/ml), both the number and the length of such sectors increased.

The behaviour observed in Fig.4.12 was quantified using the tortuosity parameter (T ),
which measured how much the collision front deviated from a straight line. Higher tortuosities
indicated intricated collision fronts, and tortuosities closer to ones corresponded to straight
collision fronts. The tortuosity parameter as a function of chloramphenicol is plotted in
Fig.4.13. The tortuosity increased with the antibiotic concentration.
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Fig. 4.13 Tortuosity of the colliding front at different antibiotic concentrations. The value was obtained
after processing the fronts displayed in Fig4.12.

Collision experiments with fluorescent strains revealed an unknown phenomenon: as
the antibiotic concentration increased, so did the tortuosity in the collision, leading to
sensitive cells exhibiting greater contact with the resistant cells. The transition from a straight
boundary to a convoluted one was interpreted as a result of indirect resistance, indicating
that the sensitive cells benefited from their proximity to the resistant cells.

4.4 Discussion

A preliminary study conducted with an agent-based model examined how the relative fitness
of a sensitive population compared to a resistant population varied as the spatial organisation
of the system changed. Well-mixed simulations were performed to reproduce the conditions
of experimental batch cultures. The relative fitness of the sensitive strain remained high even
when high antibiotic concentrations and low drug degradation conditions were simulated.
This indicated that indirect resistance was a robust phenomenon expected to emerge in a
liquid medium, even with minimal drug degradation. When the simulations were extended
to 2D range expansions, the fitness of the sensitive strain was rapidly decreased upon the
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introduction of an antibiotic to the system. High levels of drug degradation were insufficient
to increase the fitness of the sensitive strain. These results were a direct consequence of spatial
competition among the cells. When growing in 2D range expansions, the strains competed for
both nutrients and space, as the only growing cells were those located at the expansion front.
Once one subpopulation dominated the expansion front, the other one was left behind, unable
to continue expanding. In the 2D communities, once antibiotic was introduced, the sensitive
cells exhibited a lower growth rate compared to resistant ones, which grew faster. When
the antibiotic concentration was reduced enough for the sensitive cells to grow at fast rates,
they were already physically blocked by a front of resistant cells. Consequently, indirect
resistance in two-dimensional communities was challenging to observe because antibiotic
degradation occurred locally, and cells had few neighbours. This limitation resulted in fewer
interactions and rapid blockage of sensitive cells. When the simulations were extended to
3D range expansions, the fitness of the sensitive cells did not decrease as fast as in 2D, and
high levels of antibiotic degradation facilitated a recovery in their fitness. That was due to
the increased number of available neighbours in 3D. This recovery of indirect resistance was
due to the increased number of available neighbours in 3D. A higher number of neighbours
enhanced the interactions between strains and delayed the takeover of one subpopulation as
it required a subpopulation to dominate an entire expansion surface, unlike in the 2D case
where it was just an edge. The values of relative fitness also presented different maximums
in the absence of antibiotics, depending on the spatial configuration. The relative fitness was
highest in the 2D system, indicating that it was the setup that facilitated greater competition
and led to a faster takeover by one population over the other. The relative fitness maximum
was the lowest for the well-mixed system since the cells did not have to compete for space.

In liquid cultures, indirect resistance to chloramphenicol was reported when a resistant
and a sensitive strain were co-cultured. The finding was in agreement with previously
published reports [196]. In this experimental system, the presence of a resistant strain
allowed the sensitive cells to divide even above their MIC value. When the same co-culture
was inoculated onto plates, and the community evolved as a 2D range expansion, no evidence
of indirect resistance was observed. The reduced indirect resistance was anticipated based on
the agent-based simulation results. The determination of the growth rates for the strains at
different chloramphenicol concentrations clarified why indirect resistance was not observed.
Even at low antibiotic concentrations well below their MIC value, the sensitive cells divided
slower than the resistant ones. This slower growth rate indicated that in a competitive setup
like 2D expansions, the resistant cells had a significant advantage. Moreover, the growth
of the sensitive strain was similar to that of the resistant strain in the absence of antibiotics.
Therefore, even if the environment was completely detoxified, the sensitive cells had no
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competitive advantage over the resistant ones. Consequently, their best chance was growing,
occupying 50% of the space, as reported in Fig.4.7a and Fig.4.7b at zero chloramphenicol.
The experimental results demonstrated the importance of spatial organisation influencing
complex cell interactions. In liquid cultures, all the cells were in contact with each other,
and the environment was uniform with small nutrient and drug gradients. When growing in
two dimensions, the cells only interacted with their close neighbours, and strong gradients
of nutrients and chemicals emerged. Although 3D range expansion experiments were not
performed, the simulations suggested that as the number of contacts between cells and their
neighbours increases, the observed indirect resistance may exhibit an intermediate behaviour
between what was observed in liquid cultures and 2D experiments.

Collision experiments showed that complex interactions between sensitive and resistant
cells happened in two dimensions when they were not in direct competition for nutrients and
space. As antibiotic concentration increased, the sensitive cells exhibited more interactions
with the resistant cells. At the collision border, the resistant cells locally degraded the
antibiotic, creating regions where the sensitive cells could grow. Although the sensitive cells
began to grow in these areas, they presented a lower growth rate compared to the resistant
cells. The resistant cells then kept growing towards the sensitive cells, pushing them and
creating sectors. A similar change in the pattern of range expansions has been considered
a consequence of a shift in interactions between the constituents [46, 212]. The transition
from a straight boundary to a complex pattern indicated a shift from a competitive setting to
a more cooperative system. However, although the collision front suggests the emergence of
cooperation between cells, further experiments need to be performed to quantify the benefit
that the sensitive cells experience and determine if indirect resistance emerges.

The model presented in section 4.2.2 is insufficient to reproduce the behaviour observed in
Fig.4.12. The emergence of sectors appears to have an origin in physical interactions, which
were not considered in the previously described agent-based simulations. To better replicate
the experimental results, the lattice model should include the physical cell interactions.
Alternatively, force-based models could be used, but they are computationally expensive and
can present challenges in coupling diffusing quantities, like antibiotics, to them.

The experiments performed with RES and SEN strains were designed based on the MIC
value of the sensitive strain, which was determined with an E-TEST on LB media and found
to be 5 µg/ml. However, in both liquid and 2D systems, the sensitive cells stopped growing
below such value, as indicated by the growth rates (Fig.4.9). The MIC is a value that can
vary significantly depending on the method used to determine it. This does not necessarily
indicate that the sensitive strain had a different tolerance to the antibiotic; it just had different
growth modes depending on the conditions. The MIC of a bacteriostatic antibiotic is highly



90 Indirect antibiotic resistance arises from local interactions

dependent on the nutritional level of the environment, which is why all the experiments in the
chapter were conducted with LB. Consequently, the results presented may not be extrapolated
to other nutritional media.

The presented results are, at the date of submission, being supplemented with additional
experiments and simulations. Specifically, the liquid experiments were repeated on the
fluorescent strains using flow cytometry to determine the fitness between strains. Similar
relative fitness has been observed in liquid conditions for the pair RES-R/SEN-G as for
the pair RES/SEN presented in the thesis, indicating that indirect resistance also emerges
between them. That RES-R cells protect SEN-G cells in liquid experiments confirms the
nature of the transition front is a result of cooperative interactions between the cells. The
new results are included in the preliminary manuscript in appendix A.3. Additionally, more
collision experiments are being performed and quantified so simulations that include physical
interaction between cells can reproduce the results.

This study described the emergence of indirect resistance exclusively for chloramphenicol.
It is challenging to determine the extent to which these findings can be generalised to other
antibiotics. It may be difficult to relate the results to antibiotics degraded extracellularly,
as the deactivating enzymes diffuse through the system, diminishing the role of spatial
organization. In systems with extracellular deactivation, indirect resistance is likely a result
of global cooperation rather than the local cooperation between cells observed in intracellular
deactivation. The behaviour of bactericidal antibiotics is also expected to differ significantly
from that observed for chloramphenicol and may involve complex phenomena overlooked
by our system. For example, when cells are under the effect of β -lactams, their cell wall is
compromised and breaks. Under sub-lethal concentrations of β -lactams, the cell shape of
sensitive cells changes, becoming more elongated [198]. As extensively described in chapter
3 the cellular shape has a significant impact on the outcome of bacterial competition. Thus,
the outcome of the system may be influenced not only by the effects of the antibiotics but
also by the phenotypical differences between strains.







Chapter 5

Discussion

This thesis presented three distinct systems that studied the spatial self-organisation of E. coli
communities from a biophysical perspective. The resulting spatial distribution showed how
interactions either with the environment or between constituents shaped their communities.
In chapter 2, an isogenic population growing as three-dimensional conformation was studied,
where the major driver of self-organisation were environmental factors, particularly the
stiffness of the medium. Chapter 3 investigated how competitive interactions arising from
cell shape controlled the self-assembly of the community. Lastly, chapter 4 delved into the
effects of complex interactions that alter cell functionality, particularly their ability to grow
under antibiotic stress as the population assembled into different configurations. Even though
experiments coupled with agent-based simulations revealed many phenomena not previously
reported, numerous questions remain open for each system.

The formation of satellite colonies, thoroughly described in chapter 2, was a consequence
of complex bacterial motility modes as the cells navigated semi-solid media. All mutant
strains exhibited reduced motility but grew as 3D colonies with intricated surfaces (Fig. 2.12).
Mountainous surfaces were more pronounced in the mutants that maintained their flagella.
Said structures are hypothesised to be satellites reabsorbed to the main colony, so their
emergence in mutants could suggest that some cells managed to escape the main aggregate
but moved only short distances before being quickly reabsorbed into the colony. Further
studies could test whether mountainous surfaces were an actual consequence of motility by
growing mutants in lower agarose concentrations. In a less stiff medium, wild-type cells
spread completely, but the mutants might be able to increase the length of their movement
and produce satellites.

To determine whether satellite formation promotes a super-linear spread of an experimen-
tal population, competition experiments between a motile and a non-motile strain could be
conducted in 3D configurations. The expected outcome is that non-motile cells will grow
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as compact aggregates close to their inoculation point, while motile cells at the surface of
the colony will generate satellites. This would give the motile strain a competitive advan-
tage by enabling its growth into unexplored regions and diminishing the effects of spatial
competition. However, more complex phenomena could emerge, like bacterial hitchhiking
or social spreading, which have been reported in 2D communities of motile and non-motile
subpopulations [213, 214].

Further investigations could be performed with the experimental system described in
chapter 3. When competing in pairs in 2D settings, the cells with the highest aspect ratio
out-competed the shorter ones by aligning and dominating the expansion front. An agent-
based model showed that the advantage due to alignment was correlated to the aspect ratio
of the cells. There was a theoretical limit in the aspect ratio from which cells started to
align. The competitive advantage of long cells was reduced when growing with other cells
that could align, as experimentally observed in 2D range expansions. However, single-cell
experiments focusing on two aligning strains could further validate this theoretical finding
and potentially reveal new information about the system. What would be the outcome of
three subpopulations with varying aspect ratios growing together remains unclear. It is
possible that the shorter cells would be outpaced early in the development of the colony,
allowing the intermediate and longer strains to compete for dominance of the expansion front.
Alternatively, the introduction of a third strain could delay the takeover of one subpopulation,
promoting genetic diversity.

In chapter 4, the importance of spatial organisation in processes that require cell-to-cell
contact was highlighted. Less protection of a sensitive subpopulation was reported when the
number of interactions with a resistant population was reduced. As of the submission date,
the study presented on indirect resistance to chloramphenicol was still ongoing. Bacterial
cheating, where subpopulations benefit from cooperation without paying the cost [215],
was not observed experimentally. The sensitive cells benefited from the environmental
detoxification provided by the resistant cells. Still, the cost of resistance to chloramphenicol
was low, as both strains had similar growth rates in the absence of antibiotics. Consequently,
the sensitive strain cells could not compete with the resistant ones once the environment was
detoxified. If the growth rate of the resistant strain could be slowed down, more complex
communities could emerge, potentially allowing sensitive cells to become cheaters.

One of the main points yet to be explored in chapter 4 is the experimental study of
sensitive and resistant communities as they develop in three dimensions. From the results
predicted from the simulations, higher protection of the sensitive cells is expected in such
systems compared to the 2D case, though not as high as in the liquid systems. However, the
experimental conditions to perform the investigation need to be carefully designed, as both
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the resistant and the sensitive strains are motile derivatives of E. coli K-12. If the 3D range
expansion is performed in an environment that allows cell motility, satellite colonies reported
in chapter 2 could emerge. Interestingly, satellites should occur for both cell types. In the
absence of antibiotics, a similar fraction of satellites should emerge for each strain. As the
antibiotic concentration in the environment increases, the growth of the sensitive cells will be
reduced, leading to a reduction in the expression of flagellum due to its high metabolic cost.
Consequently, sensitive cells should be less motile, resulting in fewer satellites. On the other
hand, the satellites of the resistant cells would detoxify the environment in regions farther
from the main colony, potentially allowing single cells of the sensitive strain to grow. So, as
the chloramphenicol concentration increases, the satellites of the sensitive cells could begin
to develop near the resistant ones. The agent-based models of chapter 2 and chapter 4 could
be coupled to investigate this intricate scenario.

The characterisation of indirect resistance for chloramphenicol cannot be extrapolated to
antibiotics from different classes or with different deactivation modes. Since the antibiotic
was intracellularly degraded, direct cell contact was required for other cells to benefit from the
detoxification. However, if the antibiotic presented extracellular deactivation, as is the case for
the bactericidal β -lactams, phenomena not addressed in this thesis would emerge. β -lactams
compromise the bacterial cell wall, causing sensitive cells to become more elongated when
growing under sub-lethal concentrations [198]. That means that in a 2D range expansion,
the transition in cell shape will benefit the sensitive cells as they would align easier than the
resistant cells, as described in chapter 3. Therefore, in the absence of antibiotics, sensitive
and resistant cells will only differ in the growth rates associated with the resistance cost.
However, when antibiotics are introduced at sub-lethal levels, sensitive cells will elongate
and potentially take over the expansion front, as their growth is not impeded by the antibiotic,
unlike with bacteriostatic agents. At the same time, the resistant cells will detoxify the
environment, but once the takeover occurs, that is expected not to change the outcome of the
system. The most interesting behaviour may occur at lethal antibiotic concentrations. In this
scenario, the resistant cells could detoxify the environment to sub-lethal levels, allowing the
elongated sensitive cells to advance to the expansion front. However, once these sensitive
cells reach the expansion front, they might die due to lethal antibiotic concentration. This
would maintain a dynamic system where, after the sensitive cells die at the expansion front,
the resistant cells could continue to grow and detoxify the environment. This detoxification
might facilitate another takeover by sensitive cells in the inner parts of the community, which,
again, will die at the expansion front.

The thesis has identified parameters that influence the intermixing of bacterial populations,
which allows the quantification of genetic diversity. Chapter 3 demonstrated how cell
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morphology affects the intermixing of 2D populations, leading to an increase in cell-to-
cell contacts that can enhance conjugation events. In chapter 4, the dimensionality of the
system contributed to higher intermixing due to increased cell interactions. In chapter 2,
the communities investigated originated from a single cell, making it challenging to assess
how diversity might be influenced by satellite emergence. There are theoretical studies that
demonstrate how the long-range dispersal of populations leads to a superlinear spread, which
promotes higher genetic diversity [143, 144]. When colonies presented satellites, they spread
super linearly, suggesting that satellite formation could be not only a favourable spreading
technique but also a mechanism to promote diversity.

The changes in community diversity as colonies transition from two-dimensional to three-
dimensional environments highlight that the results of two-dimensional range expansions
should not always be generalised to natural systems where communities predominantly grow
as three-dimensional configurations. The strength of competition can be overestimated in
2D systems. In 3D systems, the competitive strength of the communities is reduced, partly
due to the increased fraction of the colony that can grow. Conversely, liquid systems often
represent idealised conditions where competitive effects are neglected.

5.1 Closing remarks

To summarise and conclude, this thesis explored three experimental systems with their main
properties reproduced and described through agent-based simulations.

When single E. coli cells were embedded into a semi-solid medium a novel motility-
associated spreading strategy of the cells was reported. The formation of satellites allowed
the cells to invade new territories while maintaining community protection.

As cells with different morphologies competed in two dimensions, longer cells interacted
with shorter ones to align and reach the colony edge. Elongated bacteria presented a
competitive advantage, as they obstructed the rounder cells from reaching the expansion
front. Additionally, varying cell morphologies led to different self-organisation patterns.
Rounder cells had more interactions, which promoted events requiring cell-to-cell contact,
such as conjugation.

When resistant cells grew with sensitive ones, close cell-to-cell interactions were re-
quired to protect them from external stresses caused by a bacteriostatic antibiotic degraded
intracellularly. The number of possible interactions and the resulting cooperation between
subpopulations could be controlled by the dimensionality of the environment in which the
cells grew.
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Overall, this thesis underscores the importance of not overlooking the physical inter-
actions between cells as they spatially self-organise since these can promote or demote
behaviours not reported in liquid cultures.
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Bacteria have spectacular survival capabilities and can spread in many, vastly different environments. For instance, when
pathogenic bacteria infect a host, they expand by proliferation and squeezing through narrow pores and elastic matrices. However,
the exact role of surface structures—important for biofilm formation and motility—and matrix density in colony expansion and
morphogenesis is still largely unknown. Using confocal laser-scanning microscopy, we show how satellite colonies emerge around
Escherichia coli colonies embedded in semi-dense hydrogel in controlled in vitro assays. Using knock-out mutants, we tested how
extra-cellular structures, (e.g., exo-polysaccharides, flagella, and fimbria) control this morphology. Moreover, we identify the extra-
cellular matrix’ density, where this morphology is possible. When paralleled with mathematical modelling, our results suggest that
satellite formation allows bacterial communities to spread faster. We anticipate that this strategy is important to speed up
expansion in various environments, while retaining the close interactions and protection provided by the community.

The ISME Journal (2023) 17:1819–1827; https://doi.org/10.1038/s41396-023-01494-x

INTRODUCTION
While many bacterial species can grow as free-swimming cells in
planktonic mode, they will often adhere to a substrate or small
enclosure to form dense communities like biofilms [1]. The biofilm
community offers protection from local threats. For instance,
against the shear flow by attaching to a solid substrate or by
protecting the inner cells from the immune system, toxins, or
bacteriophages [2, 3]. Also, the local, high cell density helps
bacteria share necessary chemicals within the community [4]. The
importance of biofilm formation is also reflected in the fact that
bacteria have many genes contributing to cell-adhesive structures,
such as exo-polysaccharides (EPS), fimbriae, and flagella [5]. These
biofilms often grow—as the name indicates—as quasi-two-
dimensional (2D) colonies on substrates, but also as three-
dimensional (3D) communities in habitats, such as gels, tissues
(e.g., the human gut), and soils. Despite this high prevalence, we
still lack a full understanding of how dynamic morphologies of 3D
biofilms are controlled.
When a bacterial community grows as a dense colony, the

surface expands outwards as cells are proliferating, with a
doubling time close to what we know from well-mixed liquid
cultures. Behind the fast-growing pioneering cells on the front, is a
quiescent region, where proliferation is slowed down significantly,
due to space constraints [6] and metabolite limitations [7, 8]. Thus,
the resulting expansion of the colony surface makes the
population grow linearly over time [8, 9], in contrast to the
exponential growth in early colonies or liquid cultures. Therefore,
the motility of cells is crucial to speed up colony expansion. It is
well-established by swimming assays in low density hydrogel
(∼0.2% agar), that chemotaxis is enhanced by nutrient shortage
[10–12] or attractant gradients [13]. Chemotaxis accelerates
expansion dynamics of populations by allowing access to more
nutrient [14]. In liquid media, the chemotaxis of the model
bacterium Escherichia coli is driven by swimming, specifically

bundling and propelling of flagella, which gives rise to a run-and-
tumble motion. In visco-elastic media, bacterial migration is
restricted more and more as elasticity is raised and pore size
diminished [15], and the chemotaxis has been reported to be
reversely proportional to the elasticity of the medium [12].
Therefore, above a certain threshold of medium density, colony
expansion is solely growth driven. Furthermore, in a dense
hydrogel (>0.5% agarose), the stress at the interface (between
colony and media) gives rise to internal ordering of cells [16]. But
what happens in the intermediate regions, where the hydrogel is
semi-dense? Is it possible that cells can both retain colony
characteristics but still speed up the expansion to enhance
colonization?
Here we use mono-clonal E. coli colonies embedded in an

agarose matrix [2, 17] as simple models of 3D colony formation.
We use a combination of experiments and mathematical
modelling to show how 3D colonies can join growth and
flagella-based motility to colonize their local environment. We
investigate how the spreading depends on the expression of
extra-cellular structures and hydrogel concentration. We demon-
strate that indeed 3D colony expansion—driven by the combina-
tion of growth and motility—gives rise to satellite colony
formation and acceleration of the population expansion to be
super-linear over time.

RESULTS
Satellite colonies form around 3D colonies
To mimic 3D biofilm evolvement in natural settings, E. coli
MG1566 wild-type (wt) single cells were embedded in low
concentration (≈10 cells/ml) in a semi-dense agarose (0.3%) matrix
and incubated for 15 h at 37°C in a minimal defined medium
composed of M63 supplemented with 20 μm/ml glucose (M63+
glu). This protocol (Materials and Methods) resulted in confined,
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mono-clonal quasi-spherical colonies on the order of a few
hundred μm in diameter. We also verified that the colony
expansion after 15 h has slowed down from exponential to
become linear over time (Supplementary Fig. S1). In parallel, we
performed a similar experiment using a rich Luria-Bertani (LB)
medium and a shorter incubation time of 13 h to account for
differences in doubling time in the two media: 27.8 min (LB) vs.
68.4 min (M63+ glu) (Supplementary Fig. S2). In similar studies,
these has been referred to as 3D biofilms [16, 18, 19], but here we
use the term colony.
The resulting colonies grew as compact quasi-spherical colonies

with a mountainous surface of multiple protrusions, denoted as wt
− (Fig. 1A, first column). However, for the majority of 3D colonies,
34/40 (M63+ glu) and 17/18 (LB), these protrusions seem to have
escaped the colony as small stationary satellite colonies, denoted
as wt+ (Fig. 1A). Both morphology types occurred for colonies
grown in both the minimal (M63+glu) and the rich media (LB). It is
worth noticing that these two morphologies were not determined
by any obvious variations between experiments, as we found wt−
and wt+ side by side in the same culture wells. To evaluate
whether this behavior was dependent on the specific hydrogel,
we did a similar assay interchanging agarose with agar (0.5%) and
found the majority of 3D colonies, 21/39 (M63+ glu) to be wt+
(examples in Supplementary Fig. S3).
From the subset of 3D colonies with satellite morphology (wt+),

we measured the distributions of number of satellites, their
volumes, distances to the main colony, as well as the main colony
volumes, for both minimal (blue) and rich (red) medium

(Fig. 1B–E). The distribution of the number of satellites per 3D
colony (Fig. 1B) shows that the majority had less than 10 satellites.
Furthermore, from the distribution of satellite volumes, we found
that satellites with smaller volumes had higher prevalence (Fig. 1C).
The typical satellite size (<103 μm3) was about three orders of
magnitude smaller than the average volumes of the main
colonies, which were (1.3 ± 0.6)·106 μm3 (M63+ glu) and
(4 ± 1)·105 μm3 (LB) (Fig. 1D). Finally, the distributions of distances
between center-of-masses of the satellites and their respective
main colony had average distances of 161 ± 64 μm and
137 ± 35 μm for minimal (M63+ glu) and rich (LB) medium,
respectively (Fig. 1E). Our definition of a satellite is that it is
completely detached from the main colony. It is, therefore,
possible that we wrongly exclude some of the smaller (<100 μm)
distances between the center-of-masses (Fig. 1E), as the satellites
have partly merged with the main colonies. From time-lapse
imaging we found incidences of satellites forming and subse-
quently merging with the main colony (Supplementary
movies 1–5).
A possible mechanism behind satellite formation is the

combination of bacterial cell-cell interaction, motility, and the
growth of the cells: A few cells can move away from the surface of
the main colony escaping from their attachment to migrate to a
different position in the gel, and each of them starts to grow into a
new satellite colony. Therefore, in the following, we investigate
how bacterial surface structures, as well as the density of the
substrate, affect the emergence of satellite colonies. The first is
achieved by studying mutants with deletions of structures
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important for adhesion and motility, and the latter by modifying
agarose concentration in the extracellular matrix.

Deletion of extracellular structures causes loss of satellite
morphology
One of the factors governing the morphology of 3D colonies and
the appearance of satellites must be the complex interplay
between cell envelope components and the extracellular matrix.
So, bacterial cell-adhesive structures, such as exo-polysaccharides
(EPS), fimbriae, and flagella are obvious components that can
modulate the colony morphology. Therefore, we investigated a
collection of mutants lacking diverse bacterial surface structures
(Table 1). Figure 2A sketches the parental strain (wt) and the
suppressed structures: flagella, type I pili, colanic acid, curli
fimbriae and antigen 43.
To examine the influence of these surface components, we

examined the 3D colony morphology after knock-out deletion and
compared it with the wt colony morphology (Fig. 2B).
Flagella are helical filaments responsible for some of the

locomotion mechanisms adopted by bacteria. By expressing
flagella, cells can self-propel in liquids (swimming) and on surfaces
(swarming) [20]. Furthermore, flagella have been shown to play a
role in cell–substratum (e.g. initial colony formation [21]) and cell-
cell interactions [5]. However, the role of these structures in

bacterial motility in confined environments remains largely
unknown [22]. We tested a ΔfliC mutant and did not find any
satellite formation (N= 21). We also assessed a Δfim mutant
without type I pili, which is a hair-like structures crucial for cell-cell
adhesion [21]. The morphology of these mutants was also
indistinguishable from that of wt− (N= 21).
The Δflu mutant has a deletion in the gene encoding the auto-

transporter protein antigen 43, which comes in high copy
numbers (up to 50,000 pr. cell [23]). Antigen 43 favors cell-cell
interactions through chain-formation and is referred to as a
handshake protein [24–26]. Given the inverse regulation of pili and
antigen 43 [27], we tested both Δflu (N= 21) and the double
mutant ΔfluΔfim (N= 22) and found that both display a loss of
satellite morphology; even when agarose was interchanged with
0.5% agar (Supplementary Fig. S4).
We also tested the EPS colonic acid mutant, Δcps (N= 17), as

well as the ΔcsgAB (N= 18) with a deletion in the gene encoding a
fibrous surface protein, curli fimbriae, important for both cell-cell
and cell-substrate adhesion [28–32]. Even though cps and csgAB
predominantly are expressed at ambient temperature [30, 33], the
wt has in a prior been found to have capsules in contrast to the
EPS colonic acid mutant (Δcps), which had none [34]. In
accordance with that we found wt+ morphology to be lost in
both cases. In summary, we found that the satellite morphology
(wt+) is lost in the confined colonies of all tested mutants.

Deletion of extracellular structures reduces motility
Except for the flagella deletion that disables the most common
mechanisms of bacterial motility (swimming/swarming), the effect
of the other tested surface structures on bacterial confined
motility is less apparent. To investigate this further, we performed
classical motility assays in low density agarose for all strains
used in this study. The assay was done using both rich (LB) and
minimal media (M63+ glu) with varying agarose concentrations
(0.2–0.4%).
The parental strain (wt) was the most motile in the low density

(0.2% agarose) rich medium (LB), with an average distance
reached of about three times the one of the second fastest,
Δcps (Fig. 2C). All strains were found to be motile except the

Table 1. Escherichia coli strains used in the study.

Name Strain Relevant characteristics Reference

wt MS613 MG1655 K-12 reference (F-
lambda- ilvG- rfb-50 rph-1)
strain

[62]

Δflu MS427 MG1655 Δflu [68]

Δfim MS428 MG1655 Δfim [24]

ΔfluΔfim MS528 MG1655 Δflu,Δfim [24]

Δcps RMV340 MG1655cps::tet [69]

ΔcsgAB RMV612 MG1655csgAB::kan [63]

ΔfliC NM109 MG1655fliC::kan This study
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Fig. 2 3D morphology and motility of knock out mutants. A Sketch of parental (wt) E.coli strain (not to scale). The sketched elements include
the genome, the fluorescence-carrying plasmid and the extracellular structures: flagella (red), antigen 43 (beige), type I pili (dark green), curli
fimbriae (light green), and colanic acid (purple). B Morphology of mutant 3D colonies. Examples of pseudo-colored fluorescent colonies
(maximum intensity projections) grown in M63+ glu with 0.3% agarose. Scale bar corresponds to 200 μm and color coding is the same as in
(A). Swimming assay in low density agarose. Diameters of expansion zones after 24 h of incubation vs. agarose concentrations in LB (C) and
M63+ glu (D).
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non-flagellated mutant, ΔfliC, but with large variations in speed.
This is in accordance with the fact that many of the bacterial surface
structures display interdependent regulation [35]. At higher
substrate stiffness (0.3–0.4% agarose), where swimming is no
longer the main driver of motility, the average moving distances
were considerably reduced for all strains.
We also tested all strains’ behavior in a minimal medium

(M63+ glu) (Fig. 2D). In the low density minimal agarose (0.2%)
the motility of all strains was reduced, as can be seen by
comparing the maximum distance reached by wt: (14.3 ± 3.7) cm
vs. (87.5 ± 11.4) cm in rich medium (LB). The reduced motility in
minimal media is consistent with previous studies: it has been
attributed to the considerable metabolic cost of producing flagella
[36, 37], while a recent study [13] has shown that the chemotaxis
is strongly reduced when there is no supplement attractant, even
if the primary carbon source is also an attractant. Again, at greater
agarose concentrations (0.3–0.4% agarose) motility was reduced
to a non-detectable level for all other than the wt.
Overall, the low density agarose assay suggested that all the

mutant strains tested here have reduced motility compared to the
wt strain. This is in line with the view that the satellite colonies
form as a compromise between their inherent motility and the
mechanical constraints imposed by the environment.

Density of extra-cellular matrix controls satellite emergence
Another factor that affects both bacterial motility and colony
morphology is the density of the enclosing matrix. To explore the
colony morphology dependence on this environmental factor, we
limited our analysis to a comparison between the highly motile wt
and the non-flagellated mutant (ΔfliC) that was non-motile in all
tested experimental settings. We investigated mono-clonal colonies
of both strains in varying agarose concentration (0.25–0.35%) in rich
(LB) and minimal (M63+ glu) medium.
As already mentioned, we found satellite morphology (wt+)

among the 3D colonies in 0.3% agarose with frequencies of 34/40
and 17/18 for the wt strain in minimal and rich medium, respectively
(Fig. 3). Namely, the satellite morphology was conserved despite
changes in nutrient composition and possible slight changes in
elasticity between the experimental samples [38].
When reducing the agarose concentration (0.25%) the distinct

satellite morphology was lost for wt, and general spreading of the
cells inside the gel was observed (Fig. 3, 0.25%). On the other
hand, when stiffness was increased (0.35%), 3D colonies grew
under greater confinement, resulting in the loss of wt+
morphology. In contrast, the non-motile strain (ΔfliC) always grew
as single compact colonies at all tested agarose concentrations.
We still observed the agarose concentration dependence on the
morphology, as at 0.25% agarose concentration the surface of
ΔfliC colonies appeared more loosely connected than at higher
agarose concentrations.
Colony surfaces became smoother as matrix stiffness increased

for both strains (Fig. 3, 0.35%). In some cases
(7/18 in M63-glu and 6/9 in LB), we even found slightly oblate

colony shapes. This shape change depends on the density of the
environment, such that for higher stiffness (>0.4% agarose) all
tested 3D colonies grew as single oblate colonies (Supplementary
fig. S5), in agreement with earlier reports [39]. Recently, this shape
morphology has been suggested to originate from the stiffness
contrast between the colonies and the environment [16]. These
findings all together suggest that the emergence of satellites is a
transitional state between the morphologies: i) where cells can
swim—more or less freely—through the extra-cellular matrix, and
ii) where cells are strictly confined.

Satellite formation possibly speeds up colonization
The overall experimental result suggests that the observed
satellite morphology is due to a combination of local growth of
confined colonies and rare excursions of motile cells. Therefore,

we propose a simple mathematical model of colony growth that
has these two features and show that such a model indeed
reproduces the 3D morphology of the confined bacterial colonies.
We then used this model to further study how this mode of
expansion can contribute to the overall colonization.
For this purpose, we modified the well-known Eden growth

model, which is a lattice model, where the surface cells can divide
to occupy empty nearest neighbor sites [40, 41]. Our modification
allows for occasional escapes of single cells from the main colony.
In other words, surface cells do not only grow but can also migrate
to another empty site in the lattice. We assumed that the cells
swim from site to site on timescales much faster than the time
between two cell divisions (25–75min, Supplementary Fig. S2).
This assumption is based on the fact that cell divisions will
decelerate swimming and experimental findings for E. coli in
porous media [15]. So instead of simulating the cells’ actual
trajectory, we implemented the dispersal as a jump to a final
position; chosen randomly by a radial Gaussian probability
distribution centered around the starting site. Therefore, the
model is essentially controlled by two parameters. The first is the
rate of jumps, ks, when the cell doubling rate, k, is set to unity. The
second is the standard deviation, σ, of the Gaussian distribution of
possible new sites to jump to. We ran the simulation until a million
jump/division events. Thus, the resulting in silico colonies had
widths of about 100 μm assuming i) colonies are compact and ii)
one occupied lattice site corresponds to one cell volume (∼1 μm3).
3D in silico colonies were obtained with σ ∈ {2,5,7,10} and

ks ∈ {0.001,0.05,0.1,0.2}. At low σ and ks, the colonies were compact
with smooth surfaces, as the distances (σ) rise, small protrusions
appear on the surface followed by satellite breakouts (Supple-
mentary Fig. S6). As anticipated, the number of satellites also
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Fig. 3 Effect on matrix density on 3D colony morphology.
Examples of pseudo-colored fluorescent parental (wt) or flagella
mutant (ΔfliC) colonies (maximum intensity projections) grown in
either minimal (M63+glu) or rich (LB) medium at various agarose
concentrations. The scale bar corresponds to 200 μm.
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increased as the jump frequency (ks) increased and ultimately
(σ= 10 and ks= 0.2) the simulated system was no longer
confined. Instead, the cells spread mimicking the experimental
results of wt in the low density agarose assay (Fig. 3, 0.25%).
In this system, the smooth and compact colonies (Fig. 4A, red)

mimic the non-motile ΔfliC colony (Fig. 2B) and the others (Fig. 4A,
blue) different wt colonies (Fig. 1A). We analysed our in silico 3D
colonies (N= 30 of each) in the exact same way as in the
experimental data (Fig. 1B–E) and found similar trends (Supple-
mentary Fig. S7). With this we explored time evolution (Fig. 4B)
and found that the colonies with wt+ morphology (σ= 5 and
ks= 0.01, σ= 7 and ks= 0.01, and σ= 7 and ks= 0.01) clearly grew
faster than the compact colonies (σ= 2 and ks= 0.01). Hence,
these results predict a view, where satellite outbreaks speed up
the colonization of the extra-cellular matrix.
To test this prediction, we compared the experimental distribu-

tions of final total volumes of wt+ (blue) and ΔfliC (red) (Fig. 4C).
We found that the occurrence of satellites results in a more
widespread distribution of volumes compared to the non-motile
strain (ΔfliC). Surprisingly, there were also wt+ colonies with
smaller volumes even though their doubling time may be slightly
faster than that of ΔfliC: 68.4 min vs. 72.9 min (Supplementary
Fig. S2). While the wide distribution makes it hard to compare the
average values in the current sample size, the wider distribution
with more satellite colonies is in qualitative accordance with the
distributions of the simulated 3D colonies (Supplementary Fig. S8).

DISCUSSION
Even though the flagella-mediated motility of E. coli is well-
described by the run-and-tumble model [42], we still lack the full

understanding of how bacteria migrate through porous or visco-
elastic media. Several theoretical works concerning flagella-based
motility describe how the migration can be slowed down when
colliding with structures of various sizes [43–45]. Moreover, in a
recent study, the individual trajectories of bacteria in a porous
medium were imaged and the velocity was found to be highly
dependent on pore size [15]. Furthermore, agarose gels have
“spongy” microstructures with a broad distribution of pore sizes.
Particularly, for the semi-dense agarose (0.3%) used in this study,
the pores range from a few hundred nanometers to a few
micrometers (see ref. [46] Fig. 16 for a metastudy). Relating this to
our results, the porous hydrogel will barely allow the bacteria to
squeeze through. Altogether, these reports indicate that E. coli
moves through a porous medium constantly alternating between
stalling (being trapped), re-orientation, and swimming. In accor-
dance with this, we find that flagella are necessary for migration
through the various semi-dense media used in this study (Fig. 3).
However, the behavior we observed is still very different from
swimming in agarose (Fig. 2C+D) as the main colonies (as well as
the satellites) in 0.3% agarose had sharply defined surfaces,
indicating that cell outbreak is a rare event. Also, we did not see
any signs of the collective colony detachments, recently reported
in mature colonies [19, 47, 48].
Given these observations, we propose that the satellite colonies

are formed by the rare—but not too rare—detachment and
migration of a single surface cell, followed by stalling, and
subsequent growth. So, the volumes of satellites indicate when, in
the colony’s history, the excursion occurred. Furthermore, the size
also tells us that the dispersal of the founder cell was long enough
to allow the sub-cluster to form before it is annexed to the main
colony. We observed that larger satellites (>500 μm3) were much
less common (Fig. 3 wt LB 0.3% for an example) than smaller ones
(Fig. 1B), which is consistent with the proposed mechanism.
Our lattice model, which is based on an Eden growth model

with rare jumping events added, successfully produced 3D
colonies with satellite morphologies in a specific parameter range.
The model predicted that the distribution of total colony volumes
would be more widespread when the satellite formation is more
frequent (e.g. compare σ= 5 and ks= 0.05 vs. σ= 2 and ks= 0.01
in Supplementary Fig. S8). This is consistent with our experimental
findings, where we find the distribution of total volumes of the
flagella mutant (ΔfliC) to be much narrower than for the parental
(wt) strain (Fig. 4C).
Hallatscheck and co-workers [49, 50] have theoretically demon-

strated the impact of long-range dispersal in population expan-
sion, especially when the dispersal distance distribution has a
somewhat fat tail. In our model, the distribution of dispersion
distances is Gaussian, but still the expansion dynamics of satellite-
forming colonies is indeed faster than linear (Fig. 4B). On the other
hand, it is also significantly slower than exponential growth
(Supplementary Fig. S2). So, satellites form and then merge with
the main colony and, thereby, limit the overall growth of the
population. Nevertheless, our model suggests that in long term,
the system will keep growing super-linearly, as the number of
jumps (which is equivalent to the initialization of satellites) scales
with the colony surface. In other words, as the growth of the main
colony is linear (Supplementary Fig. S1) and the distribution of
migration distances is unchanged over time, new satellites will
keep forming and the main colony will never catch up with all the
satellites. However, our model does not encompass spreading
strategies on very long timescales, as the model ignores the
effects of nutrient depletion and time-varying jumping
distributions.
In our experiment, some of the main colonies of mutants

produced very rough surfaces. Whilst the flagella knockout
mutant’s surface (ΔfliC) was overall smooth, the other mutants
had several small protrusions of their surfaces (Fig. 2B). There are a
few factors that can possibly contribute to the roughness of the
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surfaces. The first is that even for the mutants, which are less
motile than wt (Fig. 1C+D), individual surface cells escape
occasionally. However, they travel significantly shorter distances
than wt cells do. If this is the case, the satellites will quickly be re-
absorbed into the main colony (Supplementary videos 1–5). In
other words, the mountainous surface could be explained by
motility with short dispersals (small σ). This is also in accordance
with the fact that higher agarose concentrations (>0.3%) resulted
in smoother surfaces (Fig. 3). Another possibility is the nutrient
driven instability of the surface growth. Several studies have
shown how surface roughening instabilities are reinforced by the
resulting local nutrient depletion [51]. The nutrient-driven
instability also explains the (pseudo-fractal) broccoli-like morphol-
ogy recently reported for 3D E. coli colonies [52]. It is possible that
such instabilities are relevant, especially in the later stage of
colony development. However, this effect is not included in our
model since it does not consider space limitations and nutrient
depletion separately.
Whilst the model compares well with our experimental results

with respect to the distributions of satellites, main colony volumes,
and distances to satellites (Fig. 1C–E vs. Supplementary
Fig. S7B–D), it fails to reproduce the distributions of the number
of satellites (Fig. 1B vs. Supplementary Fig. S7A). We conclude that
with only two parameters (σ and ks), we cannot cover the varieties
of the natural system or the rare successful escapes. We speculate
that this could be related to the variance in flagella abundance,
even among cells with the same genotype. It is well-known that
the expression of flagella is highly heterogeneous, particularly that
there are large stochastic variations in number of flagella. This has
been suggested to be an evolutionary favorable strategy, as the
expression of flagella is very energy consuming [53], such that
motility is retained on colony level even when motility is limited
on a cellular level.
Except for the mutant that did not express flagella, the studied

strains lacked structures related to adhesion and aggregation
processes rather than to motility. Still, we do not fully understand
why the antigen 43 mutant (Δflu), is less motile than the wt and—
maybe as a result—hindered in satellite formation (Fig. 2). Biofilm
formation has been shown to be associated with the expression of
antigen 43 [24] and type I pili [21]. So one might assume that
antigen 43 repression would up-regulate motility. However, the
picture is more complex, as both EPS colonic acid [34] and type I
pili [27] block antigen 43 function. Moreover, both antigen 43 and
type I pili expressions are phase variable [54] and they are
inversely regulated [55]. Therefore, more studies must be done to
unravel the role of the surface structures per se, without the
inverse regulations, phase variability, and physical shielding.
In general, dominant aggregation phenotypes are expected to

hinder motility. Hence, it is reasonable to expect that when these
processes are suppressed, the motility will increase. However, in
our experiments, all the mutants presented reduced motility
compared to their parental strain. This demonstrates the complex-
ity of the bacterial motility phenotype. Indeed, vast amount of
literature indicate the complex interdependence of motility and
surface structure genes. Over-expression of the handshake protein
antigen 43 (flu) has been reported to impair motility, not because
of increased aggregation but due to interfering with the
expression of flagella [56]. Similarly, the constitutive expression
of type I fimbriae (fim) compromises the motility of bacteria by
reducing the expression of flagellin [57]. The expression of curli
(csgAB) and colanic acid (cps) are promoted by regulatory
networks that down-regulate motility [58–60], therefore they are
normally expressed in a complementary manner. Similar motility
has been reported between wt and Δflu [56], and between strains
with and without type I fimbrial expression [61], while this was not
the case in our system (Fig. 2).
Taking our results together, we suggest that satellite-formation

allows bacteria to colonize unknown horizons faster (super-linear

over time), whilst still retaining the tight bindings of the biofilm.
Such spreading behavior can be advantageous, when invading
complex environments, such as competing microbial commu-
nities, soils, or mammalian tissues. While we observed the
phenomenon in a rather narrow range of the agarose concentra-
tions, in nature it is likely that there are large gradients in the
restriction of motility by the complexity of the matrix. If so,
spreading through a semi-dense matrix using a combination of
growth and occasional migrations, is a strategy, which ensures
both fast invasion and stable occupation.
While the flagella mutant’s loss of satellites indicates the

importance of flagella, more research is needed to explore how
rare migratory events are enabled. For example, is it the
inhomogeneity of gels that sometimes allows a cell to swim over
long distances before being trapped? Or is it the cells that happen
to express the relevant motility genes in high enough copy
numbers to overcome the gel’s resistance? Revealing the origin of
the stochasticity behind rare excursions, may highlight unknown
mechanisms of robust invasion of bacteria in complex
environments.

MATERIALS AND METHODS
Bacterial strains and culture media
The Escherichia coli strains used in this study are derivatives of the wild-
type MG1655 (K-12 F-lambda- ilvG- rfb-50 rph-1) [62] and are all listed in
Table 1 and detailed in ref. [63] and references therein. However, the non-
flagellated ΔfliC, (ΔfliC::kan) mutant (NM109), was constructed specifically
for this study through P1 transduction by moving ΔfliC::kan from JW1908-1
(Keio collection [64]) to MS613 followed by selection on kanamycin [65]. All
strains were transformed with the plasmid pVS132 carrying an Isopropyl β-
D-1-thiogalactopyranoside (IPTG) induced yellow fluorescent protein (YFP)
and ampicillin resistance for selection [66] following a previously published
protocol [67–69].

Culture media. Experiments were done using either of the two growth
media: The rich Luria-Bertani (LB) composed of 1% tryptone, 0.5% NaCl and
0.5% yeast extract or M63 minimal media consisting of 20% 5 ×M63 salt
[70], 1 μg/ml B1, 2 × 10−3 M MgSO4, and supplemented with 20 μg/ml
glucose (M63+glu). Both media were supplemented with 100 μg/ml
ampicillin, unless otherwise stated.

Growth rate measurements
E. coli strains were grown overnight at 37 °C while shaking in either LB or
M63+glu medium, before diluting 1000× in fresh medium without
antibiotics. Initial OD600 value (NanoPhotometer C40) was measured
before incubation (37 °C) and repeated every hour.

Swimming assay
Prior to experimentation, 96 mm dishes with 25ml of either LB or M63+glu
and various agarose concentrations: 0.2%, 0.3%, or 0.4% (w/v) were
prepared and left to dry for 18 h on the bench. In parallel, strains were
grown overnight while shaking (37 °C) in LB before inoculating 1 μl in the
middle of each dish. After 24 h of incubation (37 °C), the range diameters
were measured.

3D bacterial colonies
E. coli strains were grown overnight at 37 °C while shaking in LB medium
(OD600 ≈ 4), before performing three consecutive thousand-fold dilutions
until reaching a concentration of ≈103 cells/ml. Then cells were embedded
in a transparent semi-dense matrix using the following procedure: First,
media with 0.2–0.6% (w/v) agarose (SERVA cat. no. 11404) was melted (in a
microwave) and shaken rigorously to ensure homogeneity. To minimize
evaporation (and heat-induced aging [71]), we opened new 25ml bottles
of media and agarose each time, and made sure to avoid boiling.
Secondly, media with agarose was aliquoted into 1 ml tubes and placed
in a block-heater at 55 °C. After approximately 20 min, when the mixture
had reached 55 °C, it was supplemented with ampicillin (100 μg/ml) and
0.5 mM IPTG (for YFP induction). Then, 10 μl of the diluted overnight
culture was added and the mixture was immediately—to prevent
untimely gelification and heat shocks—poured into a petri dish
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(WillCo HBST-5040) with glass bottom. This results in a final concentra-
tion of ≈10 cells pr. well (i.e 10 cells/ml). After a few minutes the mixture
had solidified and the well was incubated upside-down (37 °C) for 13 h
(LB) or 15 h (M63+ glu) for all agarose concentrations: 0.2–0.6% (w/v).
The different incubation times were chosen to balance different media-
dependent growth rates (Supplementary Fig. S2). Using these small
volumes, the matrix thickness was less than 400 μm, which ensures a
minimum of oxygen depletion. To check this further, we compared the
number of satellites pr. Colony with the position in the well (z-direction)
and found no obvious correlation. However, the cost of this thin layer is
a high risk of the colonies growing onto (and spreading fast over) the
surface. Therefore, we discarded all wells, with colonies where this kind
of growth had happened.
To parallel this assay, agarose was interchanged with 0.5% (w/v) agar

(BD Difco Bacto Dehydrated Agar, Fischer Scientific) following the exact
same procedure as described above. However, we found that the resulting
agar gel is softer than the agarose gel, so, the density of agar 0.5% matches
~0.3% agarose (Supplementary Fig. S9).

Imaging of 3D bacterial colonies
3D colonies in microwell dishes were imaged with a laser-scanning
confocal microscope (LSCM) (Leica, SP5) and a 20× air immersion objective
(Nplan,L20x,0.40corr∞ ). YFP was excited by an argon laser with a
wavelength of 514 nm and emission was collected around 550 ± 30 nm.
To estimate how the colony radius changes with time, colonies were

imaged with an inverted Nikon Eclipse Ti fluorescent microscope (Nikon,
Tokyo, Japan) using a 20x air immersion objective (Splan flour,L20x,0.45-
corr∞) paired with an Andor Neo camera (Andor, Belfast, UK). YFP was
excited by a Hg lamp and the emission was collected at 535 ± 30 nm upon
excitation at 500 ± 20 nm with a frame rate of one every 40min.
The same approach was taken for the time-lapse movies of growing

colonies (Supplementary Movie 1–5), however, the frame rate was one
every 50min. The reason we used wide-field fluorescence instead of LSCM
for time-lapses was to reduce bleaching and photo-toxicity.

Morphology measurements. For snapshots of 3D colonies, we collected
z-stacks that captured the entire colony with (x,y)-resolution of 1.52 μm/
pixels and optimized z-resolution of 1.33 μm. The total imaging time of the
colony was on the order of few minutes.

Image processing
As the typical penetration depth of a LSCM is around 100 μm [72] and the
dense colonies were of the order of 200 μm, the part of the colony furthest
away in the scanning-laser direction (z-direction) suffers from strong
distortions. Therefore, the following analysis was restricted to the half-
colony closest to the LSCM objective by cropping the collected
fluorescence z-stack using a custom-made Fiji [73] routine. 3D image
segmentation was done with BiofilmQ [74] using the Otsu method for
thresholding. Lastly, background noise was removed by eliminating outlier
voxels of clusters smaller than 11 μm3. The following BiofilmQ parameters
were exported for subsequent analysis: Convexity, number of satellites,
volumes, distances between center-of-masses, and nearest-neighbour
objects. The same BiofilmQ parameters were exported for the in silico
colonies, the thresholding step was skipped for them (as they are binary
per se).

Modified Eden growth model
To reproduce the features of the obtained experimental results a modified
Eden growth model was implemented. In a three-dimensional cubic lattice
of linear system size L, each lattice site can be occupied by at most one
bacterial cell. Each cell can grow at a rate k if there is at least one empty
site among their six next nearest-neighbour sites. On top of this, if three or
more of the next nearest sites are empty, then in addition to the growth,
the cell can jump to another location. This is implemented as a jump to a
new randomly chosen location that happens at a rate ks. This is
implemented by counting the number of the cells that can only grow N1

and the number of cells that can both grow and swim N2 at each update
and by applying a Gillespie algorithm. The initial condition is a single cell
placed in the center of the system and then the following steps are
iterated:

1. Find all the cells in the lattice and count the number of their empty
nearest-neighbours. Among them, a cell that has less than four

available neighbouring sites belongs to the population N1, other-
wise, the cell belongs to the population N2.

2. Define an array containing all empty neighbouring sites, corre-
sponding to the surface of the colony.

3. Compute the total event rate T= N1·k+ N2·(k+ks), and determine
the duration to the next event as τ=−ln(r)/T, where r is a random
number from a uniform distribution (r= U⊆ (0,1)). Proceed the time
by τ.

4. Draw a random uniform number, a, from a uniform distribution
between zero and one (a= U⊆ (0,1)) and determine which event to
happen by the following procedure:

a. If a > (N1+ N2)·k/T a growing event happens. Choose a random
surface site and add a new cell to it.

b. Otherwise, a swimming event happens. Choose a random cell of
the sub-population N2. Generate three random Gaussian
distributed numbers of zero mean and standard deviation σ, to
find the new position of the cell. If the new cell position is empty,
update the cell position. If the new position is already occupied
by another cell, draw a new position from the above-mentioned
procedure until finding a new empty position.

5. Return to (1).

Pseudo-code is provided in the Supplementary text.

Statistics
All mean values are given as (mean ± SD) unless stated otherwise and only
when data are tested against the null hypothesis that it is normally
distributed.

DATA AVAILABILITY
The code to generate the simulated data is available in Zenodo with https://doi.org/
10.5281/zenodo.7414919.
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Figure S1: Colony growth dynamics for parental strain (wt). The colony radius (R) versus time in minimal medium (M63+glu)
at intermediate agarose concentration (0.30%). The full line is the average development (N=8) and the error bars are ±SD.
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Figure S2: Growth curves for parental strain (wt) and flagella mutant (ΔfliC). Plot shows the experimental data (circles) and the
exponential fit (full lines). The doubling time is found as the 𝑙𝑛(2) divided by the slope of the growth curve (full lines). The
resulting doubling times are 27.8 min (wt, LB), 68.4 min (wt, M63+glu), and 72.8 min (ΔfliC, M63+glu).
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Figure S3: Satellite morphology in mature 3D colonies. Examples of pseudo-colored 3D colonies (maximum intensity
projections) in 0.5% agar and minimal medium (M63+glu). These examples shows inhomogeneity of morphologies without
satellites (wt−) or with satellites (wt+). The scale bar corresponds to 200 𝜇m.
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Figure S4: Morphology of mutant 3D colonies. Examples of pseudo-colored fluorescent colonies (maximum intensity
projections) grown in M63+glu with 0.5% agar. The mutants lack either flagella (ΔfliC), antigen 43 (Δflu), type I pili (Δfim), and
the double deletion (ΔfluΔfim). Scale bar corresponds to 200 𝜇m and color coding is the same as in figure 2A in the main article.
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Figure S5: Effect of matrix elasticity on 3D biofilm morphology. Examples of pseudo-colored fluorescent wt biofilms (maximum
intensity projections) grown in minimal medium (M63+glu) at various agarose concentrations. The scale bar corresponds to
200 𝜇m. At low agarose concentration (0.25%) cells swims through the media and at high concentrations (> 0.50%) biofilms’
have an oblate shape and a smooth surface.
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Figure S6: Effect of frequency, 𝑘𝑠 , and distance, 𝜎, of jumps in the simulations of 3D biofilms after 106 division/jump events.
The color-coding is the same as in figure 4A in the main text.
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Figure S7: Satellite morphology in 3D biofilms. Simulated 3D biofilms (N=30) for 3 different sets of 𝜎 and 𝑘𝑠 (N=30). Each
lattice site corresponds to 1 𝜇m and the color-coding is the same as in figure 4A in the main text. B: Distribution of of the
number of satellites pr. biofilm (log-scale). C: Distributions of satellite volumes (log-scale) in either 𝜎 = 5 and 𝑘𝑠 = 0.01
(N=61), 𝜎= 7 and k𝑠 = 0.01 (N=223), and for 𝜎= 5 and k𝑠 = 0.05 (N=271). D: Distribution of volumes of the main colonies. E:
Distributions of distances from the center-of-mass of satellites to the center-of-mass of the main colony.
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Figure S8: Total 3D biofilm volumes for simulated 3D colonies (N=30), where each lattice site corresponds to 1 𝜇m.
Color-coding is the same as in figure 4A in the main text.
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Figure S9: Effect of matrix elasticity on 3D biofilm morphology. Examples of pseudo-colored fluorescent wt biofilms (maximum
intensity projections) grown in minimal medium (M63+glu) at various agar concentrations. The scale bar corresponds to 200
𝜇m. At low agar concentration (0.40%) cells swims through the media and at high concentrations (> 0.60%) biofilms’ have an
oblate shape and a smooth surface.
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Input: Lattice size 𝐿, growth rate 𝑘 , swimming rate 𝑘𝑠 , standard deviation 𝑠𝑡𝑑 and an average 𝜇=0 of a Gaussian
distribution and the total number of events 𝑃

Result: Aggregate of cells in a 3D lattice
1 Generate a 3D lattice of dimension 𝐿 with empty sites 𝐿𝑎𝑡 (𝑖, 𝑗 , 𝑘) = 0 and occupied sites 𝐿𝑎𝑡 (𝑖, 𝑗 , 𝑘) = 1;
2 Place a single cell in the center of the lattice

𝐿𝑎𝑡 (𝐿/2, 𝐿/2, 𝐿/2) = 1

for 𝑝 ← 0 to P do
3 Define an empty colony surface, 𝑆;
4 Define an empty swimmers array, 𝑠𝑤𝑖𝑚;
5 Set the number of each cell types, 𝑁1, 𝑁2 to zero;
6 foreach occupied site 𝐿𝑎𝑡 (𝑖, 𝑗 , 𝑘) = 1 do
7 Find and count the number of empty near neighbours 𝛽

𝐿𝑎𝑡 (𝑖 ± 1, 𝑗 , 𝑘) = 0 𝐿𝑎𝑡 (𝑖, 𝑗 ± 1, 𝑘) = 0 𝐿𝑎𝑡 (𝑖, 𝑗 , 𝑘 ± 1) = 0

Add the available sites position to the surface of the colony 𝑆.
8 if 𝛽 > 3 then
9 Add an element to 𝑁2 ;

10 Save the cell position in 𝑠𝑤𝑖𝑚;
11 else if 0 < 𝛽 ≤ 3 then
12 Add an element to 𝑁1 ;
13 end
14 Find the total event rate 𝑇 = 𝑁1 · 𝑘 + 𝑁2 · (𝑘 + 𝑘𝑠);
15 Determine which event happens at time 𝑡 = −𝑙𝑛(𝑟)/𝑇 , with 𝑟 = 𝑈 ⊆ (0, 1), by trowing a random number from an

uniform distribution 𝑎 = 𝑈 ⊆ (0, 1) ;
16 if (𝑁1 + 𝑁2) · 𝑘/𝑇 < 𝑎 then
17 Chose a random surface site 𝑆(𝑚, 𝑛, 𝑙) and update the colony by setting a cell in that position 𝐿𝑎𝑡 (𝑚, 𝑛, 𝑙) = 1;
18 else
19 Throw three Gaussian numbers to determine the final position of the cell: 𝑥𝑔 = 𝑃(𝑥) 𝑦𝑔 = 𝑃(𝑦) 𝑧𝑔 = 𝑃(𝑧);
20 Select an element of the swimmers array 𝐿𝑎𝑡 (𝑚′, 𝑛′, 𝑙 ′);
21 if 𝐿𝑎𝑡 (𝑚′ + 𝑥𝑔, 𝑛′ + 𝑦𝑔, 𝑙 ′ + 𝑧𝑔) = 0 then
22 𝐿𝑎𝑡 (𝑚′, 𝑛′, 𝑙 ′) = 0;
23 𝐿𝑎𝑡 (𝑚′ + 𝑥𝑔, 𝑛′ + 𝑦𝑔, 𝑙 ′ + 𝑧𝑔) = 1;
24 else
25 Go to 19;
26 end
27 end
28 end

Algorithm 1: 3D Eden Growth Model with swimmers

1
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ABSTRACT Bacteria’s competition for nutrients and territory drives biofilm evolution (1–4). The factors determining the
outcome of competition among diverse bacterial species have a broad impact on a wide range of pathological (5), environ-
mental (6), and microbiome interactions (7). While motility-related traits (8–11) and specific molecular mechanisms (12, 13)
have been identified as potential winning attributes in bacteria, a shared and universally conserved feature determining
competition remains elusive. Here, we demonstrate that a simple morphological feature of individual bacteria, cell aspect
ratio, provides a winning trait for the population. Using growth-based range expansion experiments (14), we show that
relatively longer bacteria robustly conquer the expanding front, even when initially in minority. Using an agent-based model
of dividing bacteria, we reveal that the takeover mechanism is their emergent collective alignment: groups of locally aligned
bacteria form "nematic arms" bridging the central region of the colony to the expanding front. Once at the front, bacteria align
parallel to it and block the access of shorter bacteria to nutrients and space. We confirm this observation with single-cell ex-
periments and further generalise our findings by introducing a generic continuum model of alignment-dominated competition,
explaining both experimental and cell-based model observations. Moreover, we extend our predictions to spherical range
expansions (15) and confirm the competitive advantage of being longer, even though the effect is less pronounced than
in surface-attached colonies. Our results uncover a simple, yet hitherto overlooked, mechanical mechanism determining
the outcome of bacterial competition, which is potentially ubiquitous among various bacteria. With the current advances
in genetic engineering, varying aspect ratios can work as a simple tunable mechanism for the on-demand setting of the
outcome of bacterial competitions with widespread implications for biofilm control.

RESULTS
Long bacteria win exclusively – even when outnumbered
We began by mixing two substrains of the non-motile Escherichia coli B: wild-type (WT) with a plasmid coding for green
fluorescent protein (GFP) and an mreB mutant (AK) with a smaller aspect ratio (Table 1 and Supplementary Fig. S1) and with a
plasmid coding for red fluorescent protein (RFP), see Fig. 1A. The mixture was inoculated on agar (1.5%) and resulted (after
incubation) in a colony with three distinct regions from the centre and outwards (Fig. 1B): (i) the "homeland" where both
strains were well mixed, (ii) a band thought to arise from the up-concentration of cells on the rim of the inoculation droplet
(i.e., "coffee ring" (16, 17)), followed by (iii) a band where sectors merged. Strikingly, the WT (green) strain won over the
shorter AK (magenta) during range expansion (outermost region of iii). We verified that these strains had similar growth rates
(Supplementary Fig. S2A) and that takeover was independent of inoculation density (Supplementary Fig. S3). However, we
found that the shorter strain had a growth advantage (in respect to the longer) in co-cultures (Supplementary Fig. S2B-C). Thus,
WT wins in surface-attached colonies, even though this strain has a fitness disadvantage in liquid cultures.

To measure the strength of WT’s advantage, we assessed the competition outcome for different strain ratios 𝜁 , which we
defined as the inoculation density of the longer strain versus the shorter, quantified by optical density (OD600). We varied
the ratio to identify the lower 𝜁-limit for WT to outcompete AK. However, for all tested strain ratios 𝜁 (keeping combined
inoculation density fixed), the longer strain (WT) consistently won over the shorter (AK) within the incubation time (20 h), see
Fig. 1B. The takeover was noticeably slower in the 𝜁 = 0.001 case, where WT sectors (green) spread azimuthally while curving
around cone-shaped regions of shorter bacteria (magenta). Due to the difference in cell volume (Table 1), the number of cells in
the stationary phase with same OD600 value is ∼ 1.3 times higher for WT than for AK (Materials and Methods). However,
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Figure 1: Long bacteria win even when initially outnumbered.
A: Single-cell (pseudo-coloured) fluorescence images of the wild type (WT) and the mreB mutants (AS and AK). The scale bar
is 1 µm. B: Maximum-intensity projected (pseudo-coloured) confocal scanning laser microscopy images of 20 h competition
experiments between WT (green) and AK (magenta) at different initial (WT/AK) ratios: 𝜁 = {1, 0.1, 0.01, 0.001}. Three
distinct regions: (i) homeland, (ii) coffee ring, and (iii) a band where sectors merged. The scale bar is 500 µm. C: Heat map of
strength, S(𝑟𝑡1 ), at the specific radial distance 𝑟𝑡1 corresponding to the time: 𝑡1 = 1.5 days and averaged over several colonies
(Supplementary Fig. S4). S = 1 corresponds to the longer cells (WT or AS) winning, S = −1 to the shorter (AS or AK), and
S = 0 to equal strength (i.e., neutral fitness). The heat map shows all three strain combinations AS/AK, WT/AS, and WT/AK
versus 𝜁 . The cell graphics are to scale (Table 1).

because WT outcompetes AK even for the low strain ratios (𝜁 ≪ 1), this slight advantage (in numbers) of WT is not enough to
explain the competition outcome. Together, these results showed that the longer WT bacteria outcompete the shorter AK strain,
even when initially outnumbered.

To explore the robustness of the impact of the aspect ratio, we introduced an additional mreB mutant (AS) with an
intermediate aspect ratio (Fig. 1A and Supplementary Fig. S2) and set up competition experiments over 3 days (Supplementary
Fig. S4). We kept the colour-coding, such that longer cells expressed GFP (WT or AS) and shorter RFP (AS or AK), and found
no systematic dependence on the colour (Supplementary Fig. S5). While the intermediate AS strain lost against the longer WT
bacteria, this previously losing AS outcompeted the shorter AK strain. This indicates that the aspect ratio of individual bacteria
is the determining factor for the competition outcome in dividing E. coli. To quantify the competitive strength, we segmented
and filtered the image stacks to obtain 2D masks reconstituting a connected colony surface, where all pixels were assigned one
and only one colour. Behind the expanding colony front, additional cell-layers are formed, so we investigated the cross-sections
(Supplementary Fig. S6) to rule out any dramatic changes in the composition of cells along the vertical direction. On this mask,
we defined the radial distance 𝑟 (𝑡), from the homeland boundary (i.e., the ring of high intensity of shorter cells). Then, we
measured the strength S(𝑟), defined by the re-scaled occupancy of the longer cell, such that S = 1 (S = −1) signified that
the longer (shorter) cells fully dominated. Fig. 1C is a heat map of how 𝜁 controls the strength, S(𝑟𝑡1 ), at the radial distance
corresponding to the time point 𝑡1 = 1.5 days of incubation (Materials and Methods). The quantitative analyses confirmed

Name 𝑙 (µm) 𝑤 (µm) 𝑙/𝑤 𝑉𝑐𝑒𝑙𝑙 (µm3) 𝑉𝑐𝑒𝑙𝑙 (µm3)*
WT 2.68 ± 0.45 0.68 ± 0.09 3.97 ± 0.14 0.88 ± 0.16 0.40 ± 0.06
AS 2.34 ± 0.34 0.99 ± 0.11 2.36 ± 0.08 1.54 ± 0.42 0.77 ± 0.47
AK 1.82 ± 0.30 1.05 ± 0.13 1.74 ± 0.07 1.27 ± 0.56 0.51 ± 0.26

Table 1: Length (𝑙), width (𝑤), aspect ratio (𝑙/𝑤), and cell volume (𝑉𝑐𝑒𝑙𝑙), in logarithmic phase. ∗ denotes the average 𝑉𝑐𝑒𝑙𝑙 in
stationary phase. All values are given as the mean ±SD (Supplementary Fig. S1).
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that WT always wins over AK, even when initially outnumbered by as much as 𝜁 = 0.001 (i.e., one in thousands). For AS/AK
and WT/AS combinations, we found few successful formations of sectors of the longer strain for 𝜁 ≤ 0.01, indicating that
the outcome is highly stochastic for small 𝜁 (Supplementary Fig. S4); averaging over several colonies resulted in S(𝑟𝑡1 ) ≲ 0.
However, the sectors with longer bacteria tended to spread azimuthally with increasing 𝑟 , indicating that they are likely to win
the expanding front later on. In other words, the strain of longer aspect ratio could take over, if they succeeded in forming
sectors early on (i.e., at small 𝑟).
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Figure 2: Alignment-induced mechanism gives longer bacteria a mechanical winning advantage.
A: Time series of particle-based simulations, where long bacteria (green) overtake the short bacteria (magenta) at the colony
front by forming expanding regions along the front. The ratios between the aspect ratios were 𝑙𝐿/𝑙𝑆 = 2.3 (∼ aspect ratio
difference of WT and AK) and between the species: 𝜁𝑖 = 0.25. B: The probability distribution function, PDF, of the angle, 𝜃, to
the expansion front at three equidistant regions of 𝑟: the region were particles originally was deposited (homeland), closest to the
outer rim (front), and the region in between (middle) at time: 𝑡 = 7.7 gen. C: Snapshots from (pseudo-coloured) fluorescence
time-lapses of competition between WT (green) and the mreB mutant AK (magenta) at time 𝑡 after inoculation. The scale bar
is 20 µm. D: The probability distribution function, PDF, of the angle, 𝜃, to the expansion front at three equidistant regions
of 𝑟: where the inoculation droplet originally was deposited (homeland), closest to the outer rim (front), and the region in
between (middle). Data are from 𝑡 = 5.5 hours in (C). E: The nematic order parameter, 𝑞, of the experimental data in (C) for
WT and AK individually corresponding to every second time frame in (A) 𝑡 ∈ {2.5, 4.5, 6.5}h. The distributions did not differ
significantly after 2.5 h (𝑝 > 0.1) but they differed increasingly after 4.5 and 6.5 h (𝑝 < 0.001).

Alignment-induced mechanism gives longer bacteria a mechanical winning advantage
The experimental results suggested cell aspect ratio to be the determinant of the outcome of bacterial competition. In order to
test if this is solely based on the mechanics of bacterial organisation, we simulated the range expansion in a minimal agent-based
model (Materials and Methods). Bacteria were modelled as non-motile repulsive particles expanding on a 2D surface. The
particles grew with the same fixed rate (with stochasticity). We distinguished longer from shorter species by setting the length at
division as 𝑙𝐿 and 𝑙𝑆 , respectively. By using a constant width of 𝑤 = 1, the aspect ratio (𝑙/𝑤) of these particles were 𝑙𝐿 and 𝑙𝑆 .
We used an inoculation ratio, 𝜁𝑖 = 0.25 (ratio of number of long species over short), such that shorter bacteria were in majority,
and placed individual particles (either 𝑙𝐿 = 8 or 𝑙𝑆 = 3.5) randomly in a small region. We then let the cells grow and interact to
expand over the 2D surface, as seen in Fig. 2A.

As time evolved, the longer cells formed "channels" to the interface, in which they were aligned along the radial vector, r.
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After the homeland had reached uniform density and the radial expansion began, longer cells squeezed through the channels to
the colony front. As a result, the longer bacteria slowly began to dominate at the front, where they aligned with the interface.
This channel-formation resulted in azimuthal spread of sectors of longer bacteria with increasing radial distance from the centre
of the inoculation to the expanding front, 𝑟 𝑓 . Eventually, the sectors of longer bacteria curved around the sectors of shorter ones
and took over the front. Thereby, the shorter cells lost their access to the front and, hence, nutrients and space. This suggests a
purely mechanical mechanism. Longer bacteria locally form highly aligned domains (i.e., nematic arms), which connect the
homeland to the outer rim of the colony and form a channel for longer bacteria to reach the front. Once at the front, the longer
bacteria align parallel to it, as shown in Fig. 2B, and form a barrier, preventing further expansion of shorter bacteria (the case
with short cell dividing faster is simulated for comparison (Supplementary Fig. S7)). Importantly, while the only difference
between the competing bacteria in the model is their aspect ratio, this winning mechanism is an emergent collective property of
bacteria that are longer than their neighbours.

To test the mechanism suggested by the cell-based model and investigate how populations compete at the individual cell
scale, we ran time-lapse experiments with single-cell resolution. E. coli colonies were inoculated from a suspension of WT/AK
in equal proportions (𝜁 = 1). We imaged the growth at the colony front over time 𝑡, as shown in Fig. 2C (Movie 1) and for
an additional time-lapse (Supplementary Fig. S8, Movie 2). Individual bacteria were segmented and their orientation was
determined and the angle, 𝜃, to the expanding colony front (i.e., 90◦ to r) in three equidistant regions of 𝑟 was measured (Fig.
2D). In agreement with the alignment-induced mechanical mechanism suggested by the agent-based model, we found that the
winning WT bacteria align along r (inside the colony) or along the expanding colony front. Furthermore, the nematic order
parameter, 𝑞, which is a measurement of local orientation alignment (18), was calculated for every bacterium relative to its
8 closest neighbours, as extensively reported for bacterial mono-cultures (8, 19–23). The distribution of 𝑞 was analysed at
three different time points: 𝑡 ∈ {2.5, 4.5, 6.5} h in Fig. 2E. The distributions of WT and AK strains did not differ significantly
after 2.5 h (𝑝 > 0.1), but they differed increasingly after 4.5 and 6.5 h (𝑝 < 0.001). The distributions account for the visual
observations in Fig. 2C that WT cells align with each other, while AK’s alignment was weak. Together, model predictions and
experimental quantifications show how the longer WT are squeezed by small clusters of growing AK cells and form channels of
(radially) aligned bacteria. When they reach the colony front, they align with the expanding front and start dividing along the
tangential direction. In this way, WT cut their shorter AK counterparts off from both nutrients and space.

To emphasise the generic mechanical nature of this takeover mechanism – set by aspect ratio and enhanced by stronger local
alignment – we also employed a continuum model of a bi-phasic active nematic, where we took the two different bacteria
types into account with an additional phase field order parameter 𝜙, where 𝜙 > 0 (𝜙 < 0) corresponded to longer (shorter)
bacteria regions modelled with a higher (lower) elastic constant and extensile activity (which mimics the dipolar force of
division (24, 25)). It is well established that both orientational elasticity and extensile division activity are higher for higher
aspect ratios (26, 27). We observed that even when the front is mostly populated by shorter bacteria, the phase corresponding to
the more elongated bacteria eventually overtakes the shorter (Supplementary Fig. S9). Importantly, this phase segregation is
solely driven by activity, stemming from cell divisions, and differences between aspect ratios, without any free-energy-driven
phase separation. Remarkably, the longer bacteria take over the front by forming perpendicularly aligned nematic channels to
the interface, in agreement with both the cell-based model and experimental observations (Fig. 2A and 2C). Consequently, the
longer bacteria spread at the interface, as they aligned more strongly with it, due to their higher elastic constant.

Takeover rate is set by differences in aspect ratios and the length of the shorter cell
Having established the competitive advantage of a large aspect ratio through experimental observations, cell-based and
continuum models, we next turned to investigating the takeover rates. Fig. 3A shows the experimentally obtained strength
S(𝑟) from the homeland (𝑟 = 0) to the outer rim of the colonies for the strain combinations and 𝜁-values that clearly switched
within 3 days (i.e., S(𝑟𝑡1 ) > 0.85 in Fig. 1C). We defined the takeover rates, 𝜈, as the slope of S(𝑟) and summarised them in
Fig. 3B versus the length of the shorter strain (i.e., 𝑙𝑆). We paralleled this result with the agent-based simulations to measure the
time-dependent strength, S(𝑟 𝑓 (𝑡)) (Fig. 3C) and the associated takeover rate, 𝜈sim.. This rate was also dependent on the aspect
ratio difference 𝑙𝐿/𝑙𝑆 , as a more significant 𝑙𝐿/𝑙𝑆 resulted in a stronger alignment along the channels (Supplementary Fig. S10).
Hence, the longer bacteria had enhanced access to the colony front. This is in agreement with the experimental observation that
𝜈 is larger for WT/AK than WT/AS.

Surprisingly, we found that the takeover rates for the competition between longest and intermediate strains, WT/AS (grey),
are significantly slower than for the two other strain combinations (longest versus shortest, WT/AK, and intermediate versus
shortest, AS/AK), although the ratios of aspect ratios (Table 1) were similar for WT/AS and AS/AK (∼ 1.5). Since our results
established that the alignment-induced mechanism governs the competition between growing bacteria, we hypothesised that the
difference in takeover rates were related to the relative ability of bacteria to form nematic domains. To explain the differences
in the takeover rate 𝜈 between WT/AS (longest versus intermediate) and AS/AK (intermediate versus shortest) (Fig. 3B),
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Figure 3: Takeover rate is set by differences in aspect ratios and the length of the shorter cell.
A: Competition is evaluated by the strength, S(𝑟), along the radial length, 𝑟 , for the strain and ratios, 𝜁 , and strain combinations
WT/AK (green), AS/AK (blue), and WT/AS (grey). We collected data from 𝑁 ∈ {5, 4, 5, 6, 8, 9, 9} colonies (following order
of legend) and ran the experiments for 3 days for all colonies to switch completely from −1 to +1, which was the case for
strain combinations and 𝜁-values that fulfilled S(𝑟𝑡1 ) > 0.85 in Fig. 1C. Notice how WT/AK mixed 𝜁 = 1 drops from a higher
S-level at the homeland boundary (𝑟 = 0) before switching again. The shaded regions correspond to ±SEM. B: Takeover
rate, 𝜈, from (A) for WT/AK (green), AS/AK (blue), and WT/AS (grey) versus length of the shorter cell, 𝑙𝑆 , for varying 𝜁
(opacity as legend in (A)). Slopes are found for the individual colonies by fitting the linear part around S ∼ 0 and 𝜈 is the
ensemble-average over 𝑁 ∈ {5, 4, 5, 6, 8, 9, 9} colonies (following order of legend in (A)). The error bars correspond to ±SEM.
𝜈 of WT/AS (𝜁 = 1) is significantly different from AS/AK (𝑝 < 0.01) and WT/AK (𝑝 << 0.001). C: The time evolution of
strength at the front, S(𝑟 𝑓 (𝑡)), where 𝑟 𝑓 (𝑡) is the radial distance from the centre of the inoculation to the expanding front at
time, 𝑡. The long bacteria cell aspect ratio is fixed to 𝑙/𝑤 = 4, the species ratio is set to 𝜁𝑖 = 0.25, and 𝑙𝐿/𝑙𝑆 = 4, 1.7, and 1 are
shown. The shaded regions correspond to ±SEM and 𝑁 = 10. D: The simulation takeover rate, 𝜈sim., (slope of (C) between
𝑡 = 30 gen. to 𝑡 = 45 gen.) for varying lengths of the shorter bacteria, 𝑙𝑆 , with fixed ratio between long and short bacteria:
𝑙𝐿/𝑙𝑆 = 1.5. In simulations, bacteria with 𝑙𝑆 ≤ 3.25 (dashed vertical line) are dominantly isotropic and bacteria with larger 𝑙𝑆
are dominantly nematic. The error bars correspond to ±SEM and 𝑁 = 10.

we used the agent-based model to examine the takeover rate for fixed 𝑙𝐿/𝑙𝑆 ratio (∼1.5), while varying 𝑙𝑆 from no local
alignment (isotropic) to local alignment (nematic). The transition between isotropic and nematic states is set by excluded
volume interactions and is dictated by local density and particle length (28). Given our simulation doubling time, this transition
occurred at around length 𝑙𝑆 = 3.25. The agent-based model showed that the takeover rate dropped when both bacteria strains
had local orientation ordering, see Fig. 3D. This explains why the switching speed was slower for WT/AS than for AS/AK: WT
and AS both had nematic order, while in the AS/AK strain combination, only the longer AS were nematically aligning. This
is also in accordance with the observation that the sector boundaries are more rugged for WT/AS (Supplementary Fig. S4),
indicating that AS cells might be weakly aligning. Together, these results further highlight the emergent alignment as enhancing
the takeover strength of the competing surface-attached bacteria and the importance of isotropic or nematic state of bacteria
groups. The takeover rate is independent of the length of the individual bacteria, but only when the orientational packing of the
mono-culture is the same (i.e. both species are within the isotropic or nematic phases). When, due to their individual lengths,
the shortest bacteria species transition from isotropically packed to nematically ordered state, the takeover rate changes.

Competition strength weakens in 3D
After establishing the significant advantage of elongation for surface-attached cells, we turned to 3D growth. The results so far
have established that emergent nematic alignment is a competitive advantage. The local nematic order has been observed in 3D
biofilms (29), though theoretically, it is expected that the nematic alignment weakens in 3D (30, 31) and as such we expected
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Figure 4: Competition strength weakens in 3D colonies compared to surface-attached bacteria.
A: Maximum-intensity projected (pseudo-coloured) fluorescence images of colonies formed from WT/AK inoculation beads of
different ratios, 𝜁𝑛. The scale bar corresponds to 100 µm. B: Fraction of colonies with mono-coloured surfaces (WT or AK) or
both (WT+AK). Predicted number of colonies (exp. value) originating from pure AK inoculation beads. Error bars correspond
to ±SD. C: Strength, S3 (𝑡2), of the ensemble of colonies versus 1/𝜁𝑛, measured in (A). Here 1 (−1) corresponds to the longer
(shorter) cells winning within the time, 𝑡2 = 10 h, and 0 to equal strength (dashed grey line). The error bars correspond to ±SEM
and the number of colonies were 𝑁 ∈ {52, 49, 45, 53} for 1/𝜁𝑛 ∈ {0.25, 12, 16, 47}, respectively.

that the takeover strength weakens, compared to surface-attached (2D) conditions. We tested our predictions in WT/AK colonies
grown from inoculation beads of small volume (0.05 nl) in low-density (0.5%) agar (inset of Supplementary Fig. S11). We
defined a strain ratio, 𝜁𝑛, as the ratio of colony-forming units (CFU) of the longer strain versus the shorter (Supplementary
Fig. S11), and imaged (with confocal-scanning laser microscopy) the resulting 3D colonies for various 𝜁𝑛, as shown in Fig.
4A. We then sorted the ensemble of colonies into subgroups of either mono-coloured colonies (WT or AK) or colonies with
both strains surviving at the surface (grey); distributions are given in Fig. 4B. For comparison, we also calculated (assuming a
binomial distribution) the fraction of colonies that initially contained only AK or WT. The probability of a pure WT inoculation
was negligibly small in all cases, in contrast to the probability of pure AK. It is, thus, unlikely that all mono-coloured WT
colonies arose from pure WT inoculation beads. Instead, the longer strain (WT) had outcompeted the shorter (AK) during range
expansion. We also found examples of the inverse, where AK had taken over the colony surface, even though the inoculum had
both WT and AK.

To quantify the takeover strength, we segmented and filtered the image stacks to obtain 3D masks reconstituting a connected
colony surface with the width of a single voxel, which were assigned one and only one colour (Supplementary Fig. S12 and
Movie 3). In order to determine the strength, S3 (𝑡2), at a specific time, 𝑡2, we quantified the proportion of the WT strain on
the colony surface, as found in Fig. 4C. Interestingly, we found that when WT/AK are mixed four to one (i.e., 1/𝜁𝑛 = 0.25)
WT occupies > 90% of the surface and that S3 (𝑡2) decreases, as 1/𝜁𝑛 increases. However, the longer (WT) still occupies a
significant fraction despite a low initial ratio in the inoculation beads (Supplementary Fig. S12). For instance, when WT is only
∼ 2% of the inoculations (1/𝜁𝑛 = 47), it still occupies ∼ 6% of the final colonies’ surfaces. Taken together, our results indicate
that the longer cell still wins, but that its competitive strength is weakened.

DISCUSSION
Using a set of three non-motile E. coli substrains, differing only in cell aspect ratios, we revealed that longer bacteria outcompete
their shorter counterparts, even when initially outnumbered. By simulating the 2D colony growth, using the agent-based model
of growing elongated particles with repulsive interactions, we showed that the advantage originates from local nematic ordering
induced by mechanical interactions. The finding was experimentally confirmed by time-lapses of the takeover process at
single-cell resolution: The longer WT cells aligned and formed nematic channels linking the homeland to the expanding front.
After this, they aligned perpendicular to the front and eventually surrounded the whole colony, while the shorter AK cells were
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cut off from nutrients and space. We further confirmed that this advantage is reproduced in 3D colonies, even though the effect
was less prominent than in surface environments. We also found (from mono-strain colonies) that WT expands faster over a
substrate surface than the shorter mutants (Supplementary Fig. S13), whose slower radial expansion is compensated by an
increase in thickness (32–34). As the takeover happens in the monolayer at the expanding front, the expansion rate is not the
determinant of the competition, instead it is the strain-strain interaction – enhanced by local alignment.

It has been long argued, based on phylogenetic studies, that the morphological development from rod-shaped to round-
shaped bacteria (cocci) has happened independently several times and is associated with the loss of mreB (35–37). In
long-term evolutionary experiments (in liquid medium), an E. coli B strain was found to enlarge its volume by shortening and
widening (38, 39) in favour of enhanced metabolic efficiency (40). However, our results suggest that in other natural habitats
such as on surfaces, in soils, and animal tissue, which are typically associated with spatial constraints and unpredictable supplies
of nutrients, the advantageous morphology is the rod-shape, which conquers the habitat due to the enhanced ability of forming
orientationally ordered domains extending from the homeland to the expansion front.

It is well-understood that morphology shapes colonies (e.g., tortuosity of sector boundaries (Supplementary Fig. S14-
S15) (41, 42), swarming efficiency (43) and layering (44)). However, our results highlight an additional, yet so far overlooked,
emergent property of bacteria in large communities caused by generic mechanical interactions rather than species-specific
chemical cues. The simplicity of this morphological feature suggests a potential to be generalised over a wide range of bacteria
species, confirmed by the reproduction of the results using minimal mechanical agent-based model and a generic continuum
model. Our findings show how generic bacterial aspect ratios can influence bacterial advancements in growing colonies. Since
biofilm-formation impacts various human activities (45, 46), a better understanding of their mechanical determinants can benefit
numerous sectors, including ground remediation, biofouling of industrial installations, and changes in human microbiomes. The
mechanical advantage of larger aspect ratios uncovered in this manuscript allows for a generic pathway to control biofilms by
modifying the length of various bacteria, which is already achievable with existing technologies (47–49).
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MATERIALS AND METHODS
Bacterial strains
We used three subpopulations of the non-motile (1) Escherichia coli B strain REL606: the wild-type strain (WT) and the
mreB mutants (2) REL606mreB𝐴53𝑆 (AS) and REL606mreB𝐴53𝐾 (AK) (3) (Table 1). The mreB gene in bacteria codes for
the filament protein MreB, which is homologous to actin in eukaryotic cells (4). Depletion of the mreBCD operon in E. coli
leads to spherical, enlarged, and eventually lysed cells (5). More specifically, MreB is responsible for maintaining the rod-like
cell shape of E. coli cells by promoting cell wall growth in regions of negative cell wall curvature. Therefore, its depletion
leads to homogeneous cell wall growth (6) by increasing the helical pitch of the filaments, causing shortening and widening of
the bacteria’s shape (7). All our strains carried a plasmid that constitutively expressed kanamycin resistance and either GFP,
pmaxGFP (pmaxCloning-Vector, Lonza), with excitation/emission of 487/509 nm or RFP, pTurboRFP (pmaxCloning-Vector,
Lonza), of 553/574 nm (8).

Name Strain Relevant characteristics Reference
WT REL606 Ancestral strain. Ara(−), StrepR (9)
AS REL606mreB𝐴53𝑆 REL606 with mreB𝐴53𝑆 allele (3)
AK REL606mreB𝐴53𝐾 REL606 with mreB𝐴53𝐾 allele (3)

Table 1: Escherichia coli strains used in the study (kind gifts from the Kevin Foster Lab).

Culture media
Throughout this study, we alternated between the following two media: rich Lysogenic broth (LB) and M63 minimal media
(M63+glu) supplemented with 30 µg/ml kanamycin sulphate (≥ 95%, K1377, Sigma-Aldrich) to retain fluorescence, unless
otherwise stated. For agar plates, we used either 0.5% or 1.5% BD BactoTM agar (10455513, Fisher Scientific).

M63+glu The 5X M63 salt solution was composed of 15 g/l anhydrous KH2PO4 (≥98.0%, P9791, Sigma-Aldrich), 35 g/l
anhydrous K2HPO4 (≥99.0%, 60353, Sigma-Aldrich), 10 g/l (NH4)2SO4 (≥99.0%, 09978, Sigma-Aldrich), 2.5 ml 20 mm
FeSO4 (≥99.5%, 44970, Sigma-Aldrich), 20 mm Na-Citrate (≥99.5%, 71402, Sigma-Aldrich). The M63 minimal media was
composed of 20% 5X M63 salt, 1 µg/ml thiamine hydrochloride (≥99%, T4625, Sigma-Aldrich), 2 mm MgSO4 (≥99.5%,
63138, Sigma-Aldrich), 2 mg/ml glucose (≥99.5%, G7528, Sigma-Aldrich), dissolved in Millipore water.

LB The medium was composed of 10 g/l GibcoTM BactoTM tryptone (16279751, Fisher Scientific), 5 g/l GibcoTM BactoTM

yeast extract (16279781, Fisher Scientific) and 5 g/l NaCl (≥99%, S9888, Sigma-Aldrich) dissolved in Millipore water.

Cell culture
For starting the culture, bacteria from frozen glycerol stocks were streaked on LB or M63+glu agar (1.5%) plates to obtain
microcolonies after overnight growth at 37 ◦C. A single colony from the streak plates was transferred into 2 ml LB and incubated
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overnight at 37 ◦C under constant shaking to prevent biofilm formation. The OD600 of the overnight cultures was measured after
a 10-fold dilution (IMPLEN NanoPhotometer C40) to control the strain proportions in the resulting suspension.

Imaging
Confocal laser scanning microscopy (CLSM) On a Leica DMI6000 CS SP5 (Leica, Wetzlar, Germany) we used the Ar
(488 nm) and HeNe (543 nm) laser lines sequentially to excite GFP (detection: 498−536 nm) and RFP (detection: 568−641 nm),
respectively. We alternated between the following magnification objectives: 5× air objective (Nplan5×0.12PHO, Leica), 20×
air objective (NplaL20x0.40NA, Leica), and 100× oil immersion objective (100×0.17/D/HCX/PL/APO, Leica).

Fluorescence microscopy We used a Nikon ECLIPSE Ti microscope (Nikon, Tokyo, Japan) paired with an Andor Neo
camera (Andor, Belfast, UK). GFP and RFP were excited by a Hg lamp using the FITC (FITC Filter Cube Set, Olympus, York,
UK) and Texas Red cubes (Texas RedTM Filter Cube Set, Nikon, Tokyo, Japan), respectively. In combination with one of the
following objectives: 4× air immersion objective (Nikon, Plan Fluor, 4x/0.13,∞/1.2 WD 16.5), 20× air immersion objective
(Nikon, Plan Fluor, 20x/0.50,∞/0.17 WD 2.10) and 100× oil immersion objective (Nikon, Plan Apochromat 𝜆, 100x/1.45 Oil,
∞/0.17 WD 0.13).

Growth rate measurements
Starting from overnight cultures (WT+GFP, WT+RFP, AS+GFP, AS+RFP, AK+GFP, AK+RFP) in M63+glu liquid medium,
we diluted 100× in M63+glu to final volumes of 5 ml. The cultures were incubated at 37 ◦C and the OD600 was measured at
regular intervals (1.25 h-1.75 h) for 5−6 h, while making sure to dilute appropriately to stay within the optimal range of the
spectrometer. In parallel, we collected samples for CFU measurements. We diluted the sample to adjust the CFU count to
∼100/plate, and 100 µl was plated on 3 LB agar (1.5%) plates and incubated overnight before CFU were counted.

Cell aspect ratio and volume measurements
Sample preparation and imaging We collected samples (WT+GFP, AS+GFP, AK+GFP) in the stationary phase (i.e.
immediately following overnight culture) and the log phase (3 h after dilution) for imaging. Single droplets of bacterial cultures
were deposited on cover slides (#1.5) and imaged using fluorescence microscopy and the 100× objective.

Image analysis We measured the length, 𝑙, and width, 𝑤, of cells using the line tool in Fĳi ImageJ to calculate the aspect
ratio, 𝑙/𝑤, and corresponding volumes:

𝑉𝑐𝑒𝑙𝑙 =
4
3
𝜋
(𝑤

2

)3
+ 𝜋

(𝑤
2

)2
(𝑙 − 𝑤) , (1)

where cell shapes were approximated to be cylinders with hemispherical ends. Using Eq. 1, we found the volume ratio between
the WT and AK strains in the stationary phase to be ∼ 1.3.

Competition in liquid co-cultures
Overnight cultures (WT+GFP, WT+RFP, AS+GFP, AS+RFP, AK+GFP, AK+RFP) were grown in M63+glu liquid medium.
The OD600 of the overnight cultures was measured and the strains were mixed pairwise (GFP+RFP) in equal proportions (𝜁 = 1)
and diluted 100× in M63+glu. Cultures were incubated at 37 ◦C and cell counts (50000 counts per sample) were measured
right after mixing and again after 8 h of incubation, using a BD FACSJazz Cell Sorter (BD Biosciences, cat. no. 655490). In
parallel, we measured the OD600 to confirm that the overall growth rates of the co-cultures were the same as for the individual
cultures. Data were processed using the Flowkit package (10) with a logicle transformation, and clustered with the hdbscan
algorithm (11). After clustering, we extracted the counts of the two main clusters (GFP and RFP) and defined the frequencies of
the two populations as the ratio of cell counts of one population (GFP or RFP) over the cell counts of both (GFP+RFP).

Relative fitness The relative fitness, 𝑊𝑖 𝑗 , of strain 𝑖 in respect to strain 𝑗 is estimated here as the ratio of the number of
doublings of the two competitors (i.e., identical to the ratio of their Malthusian parameters) (9):

𝑊𝑖 𝑗 =
ln (𝑁𝑖 (𝑡)/𝑁𝑖 (0))
ln (𝑁 𝑗 (𝑡)/𝑁 𝑗 (0)) , (2)
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where 𝑁𝑖 (𝑡)/𝑁𝑖 (0) and 𝑁 𝑗 (𝑡)/𝑁 𝑗 (0) are the ratios of number of cells at time 𝑡 in respect to starting point of strain 𝑖 and 𝑗 ,
respectively. These ratios are obtained from multiplying the ratio of frequencies (i.e., at 𝑡 = 8 h in respect to 𝑡 = 0) with the
dilution factor, which in our case was 100×.

Cell density measurements
For each strain (WT+GFP, WT+RFP, AK+GFP, AK+RFP) we plated 100 µl of diluted overnight culture on LB plates with
agar (1.5%), which were incubated overnight (37 ◦C), before CFU were counted. We found similar results for the two colours
and measured the (combined) conversion at OD600 = 1 to be 1.6 · 109 CFU and 0.7 · 109 CFU, for WT and AK, respectively.
Therefore, the cell number ratio between the WT and AK strains in stationary phase (same OD600) was measured to be ∼ 2.2.

2D competition
Sample preparation and imaging Starting from overnight cultures, we adjusted the ratios (based on OD600) of the longer
cells (WT or AS) versus the shorter (AS or AK) to 𝜁 ∈ {1, 0.1, 0.01, 0.001} and diluted to a final (and combined) OD600 of 0.3.
The diluted cell culture was inoculated in 0.5 µl droplets on M63+glu plates with agar (1.5%). After either 20 h or 3 days of
incubation (37 ◦C), we imaged the colonies using the CLSM and the 5× objective. A vertical range of 100 µm was scanned and
the resulting 3D images had voxel sizes of (𝑥, 𝑦, 𝑧) = (6.07, 6.07, 10) µm.

Cross-sections The bacteria (WT and AK) were mixed in equal proportions, reaching a final OD600 of 0.3. The diluted cell
culture was inoculated in 0.5 µl droplets on LB agar plates (1.5%). The plates were then incubated for 20 h (37 ◦C). Fresh agar
(55 ◦C) was poured into the dishes to fully embed the bacterial colonies prior to sectioning. The agar was poured onto the
original agar substrate, between the colonies, to avoid immediate direct contact with the colonies. Dishes were left to solidify at
the bench (1 h). Approximately 1 cm3 was cut out around the colony, placed on a glass-bottomed dish and cut in half with a
scalpel along the diameter of the colony. The halves were then rotated to image the cross-sections. These were imaged at 4×
magnification using the fluorescence microscope, as well as 20× and 100× using the CLSM.

Pre-processing In many cases, colonies had outgrown the field of view (3.1 mm × 3.1 mm), so we stitched 4 images together
using the Pairwise Stitching plugin in Fĳi ImageJ (12). We made a maximum intensity pixel projection of each stack to get a
flattened (𝑥, 𝑦)-image of pixel size (𝑥, 𝑦) = (6.07, 6.07) µm.

Intensity adjustment of colour channels To boost the contrast between the two channels, we divided channels (GFP and
RFP) with each other to amplify the pixel value range of the two channels. Thus, for each pixel, we calculated a new intensity
value, 𝑝(𝑥, 𝑦)′, using a re-scaling value of 100 (8-bit image), such that:

𝑝(𝑥, 𝑦)′ = 𝑝GFP(𝑥, 𝑦) + 100
𝑝RFP(𝑥, 𝑦) + 100

, (3)

where 𝑝GFP and 𝑝RFP are the pixel values from the GFP and RFP channels, respectively. We found this method to be particularly
useful in image areas with significant intensity variations (e.g., around the homeland) and for background removal (13).

Pixel classification For further analysis, we wanted all pixels to be classified as either GFP or RFP (never both). Therefore,
we used the rescaled pixel intensities, 𝑝(𝑥, 𝑦)′, distribution of the image and – consistently – found two peaks corresponding to
GFP and RFP, and using Otsu’s method, we estimated the threshold value to classify the pixels.

Competition strength as a function of the radial vector in 2D Colonies had clearly detectable regions and we defined the
homeland as the well-mixed centre region, which roughly corresponded to where the original inoculation droplet was deposited.
The boundary of this region was found by manual fitting of a circle and we identified the centre of this circle as the starting
point of the radial vector r(𝑡)′, and the homeland boundary r(𝑡 = 0) (after which clear sectors first appear). To account for
variations in drop size, we defined the translated radial distance as

𝑟 (𝑡) = |r(𝑡)′ | − |r(𝑡 = 0) |. (4)
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We defined the ensemble-averaged strength of 𝑁 colonies to be the re-scaled occupancy of the GFP-expressing (and longer)
bacteria at a given radial length 𝑟 (𝑡) as the sum over the following fraction:

S(𝑟) = 2
𝑁

𝑁∑︁
𝑛=1

𝐶 (𝑛)GFP (𝑟 (𝑡))
𝐶 (𝑛) (𝑟 (𝑡)) − 1, (5)

where 𝐶 (𝑛) (𝑟 (𝑡)) is the total number of pixels of the circle of the 𝑛-th colony at radial distance 𝑟 (𝑡) and 𝐶 (𝑛)GFP (𝑟 (𝑡)) is the
number of pixels occupied by GFP-expressing bacteria, such that 𝐶 (𝑛) (𝑟 (𝑡)) = 𝐶 (𝑛)GFP (𝑟 (𝑡)) + 𝐶

(𝑛)
RFP (𝑟 (𝑡)). Defined like this, S

had the value of 1 (-1) when the GFP-expressing (RFP-expressing) cells had taken over the complete perimeter at a specific
radial distance. To compare the S at a specific time, we defined 𝑡1 = 1.5 days as halfway from the homeland border to the front
of a colony after 3 days of incubation.

Competition in isogenic bacteria Starting from overnight cultures, we inoculated 1:1 (𝜁 = 1) two subpopulations
(expressing GFP or RFP) of the same strain (WT/WT, AS/AS, or AK/AK) with the same fitness and shape at OD600 = 0.3.
Plates were incubated for 20 h and CLSM imaged. We found patterns of spatially segregated lineages with a constant number of
sectors (Supplementary Fig. S14A); well in accordance with earlier findings (8, 14).

Zoom in on 2D competition isogenic boundaries Plates were incubated (37 ◦C) for 3 days, before cutting out the colony
and the according square of agar and placing it upside down in a glass-bottomed culture well (HBST-5040, WillCo Wells B.V.).
The colonies were imaged with sequential z-stacks using CLSM in combination with the 100× objective and the resulting voxel
size in (𝑥, 𝑦, 𝑧) = (0.30, 0.30, 0.99) µm.

Varying seeding density We repeated the competition experiment (20 h) for WT/AK but for serial dilutions of seeding
density. The co-culture of WT and AK mixed 1:1 and OD600 = 0.3 was diluted 10-, 100-, and 1000-fold. We found the mixing
of genotypes reduced in the homeland (i.e., patch sizes enlarged), but WT was still able to completely dominate the expansion
front (Supplementary Fig. S3). So even though the seeding density regulates patch sizes (15, 16), the longer cell still wins.

Rate of range expansion in 2D Starting from overnight cultures (WT+GFP, AS+GFP, AK+GFP) in LB, we inoculated
0.5 µl droplets of single-strain cultures (OD600 = 0.2) on M63+glu agar (1.5%). After 15 h of incubation (37 ◦C), the plates
were placed upside down on our inverted fluorescence microscope and imaged with a frame rate of 1.5 h−1 during 9 h using the
4× objective. We mapped the colony areas by (manual) thresholding and quantified the range expansion by calculating the
effective colony radius, 𝑟 , from the measured surface area using the Measurement function in Fĳi.

Single-cell resolution time-lapses
Sample preparation One colony of each WT and AK was transferred separately into 3 ml LB medium and incubated
overnight (37 ◦C) under constant shaking. The OD600 of the overnight cultures were measured and they were mixed in equal
proportions (𝜁 = 1), before 10-fold dilution and inoculation on M63+glu agar (1.5%) plates. Shortly following the inoculation,
a rectangular piece of agar was cut out, flipped, and transferred upside down into glass-bottomed culture well (HBST-5040,
WillCo Wells B.V.) and sealed with Parafilm®.

Single-cell resolution time-lapses The colonies were imaged in our inverted fluorescence microscope using the 100×
objective. Fluorescence images were acquired with a frame rate of 2/h during 12 h. In addition, z-stacks were collected over a
total range of 2 µm (0.5 µm spacing) for each time frame to cope with the relative roughness of the agar substrate surface at
high magnification.

Data analysis The z-stacks were high-pass filtered and summed into a single image using a custom-made MATLAB
procedure, thereby collapsing all the sharpest regions into a single plane. Bacteria were segmented by thresholding each time
frame multiple times (twice for AK, thrice for WT) to consider variations in intensity and saturation within a single time frame.
The binary images resulting from different thresholds (of the same time frame) were summed to collect as many bacteria as
possible, despite non-uniform contrasts. Bacteria were detected using the Regionprops function in MATLAB (Image Processing
Toolbox version 11.7). The function returned the (x,y)-coordinates and the orientation of each bacterium (major axis of the
ellipse that has the same second-moments as the bacterium pixels region).
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The local nematic order parameter 𝑞 for a bacteria 𝑛, is calculated by locating the 𝑁𝑛 = 8 nearest neighbours 𝑛𝑖 of the same
strain and then using the definition:

𝑞𝑛 =
1
𝑁𝑛

𝑁𝑛∑︁
𝑛𝑖

( 3
2

cos2 𝜃𝑖 − 1
2
) (6)

with 𝜃𝑖 the orientation of the neighbouring bacteria orientation.

3D competition
Encapsulating bacteria in inoculation beads We produced four batches of 2.5% agarose inoculation beads containing
different ratios of WT+GFP and AK+RFP following the procedure outlined in Ref. (17), excepting the following modifications:
i) Cell densities in the beads were either OD600 = 0.65 or OD600 = 1.45 (OD600 = 4 or OD600 = 8.6 in the cell mix) for
1/𝜁𝑛 ∈ {0.25, 12, 16} and 1/𝜁𝑛 = 47, respectively. The latter was obtained by up-concentration through centrifugation of the
overnight cultures. Varying the densities ensured reasonable numbers of (WT+GFP), despite low ratios (high 1/𝜁𝑛). We ii)
filtered the PBS-bead suspensions through strainers with mesh sizes of 70 , 50 , and 40 µm and let at least 10 ml additional PBS
flow through the strainers to wash off the remaining silicone oil. We collected the beads in the 40 µm strainer (diameters of
40−50 µm) by turning it upside down and flushing with 6−9 ml LB. More details can be found in the associated protocol (18).

Mono-strain 3D colonies As a control, we also prepared beads with two colours of the same strain. We followed the
exact same procedure but with a different bacteria mixture: Overnight cultures were mixed 1:1 by adjusting the OD600
(WT+GFP/WT+RFP, AK+GFP/AK+RFP, AS+GFP/AS+RFP) and diluted in LB to a final (overall) OD600 = 0.07 (0.4. in the
cell mix).

Bead concentration measurements To measure the strain ratios and number of cells within the inoculation beads, we
did serial dilutions (10−7 − 10−5) of the spare cell mixture from the encapsulation process. We plated 100 µl of the dilution
on LB agar (1.5%) plates and incubated overnight. From the number and colour of CFU, we deduced i) the ratio of WT to
AK cells (1/𝜁𝑛) and ii) the overall cell concentration of the mixture. Based on these results, we estimated the number of cells
encapsulated within a bead by modelling the beads as perfect spheres with a radius of 45 µm. The strain ratios were estimated
from counting 1606, 2900, 3918, and 3472 CFU for 1/𝜁𝑛 ∈ {0.25, 12, 16, 47}, respectively.

As the small size limited the number of cells per bead and as the strains had different cell volumes (Table 1 in the main text),
we defined a strain ratio, 𝜁𝑛, as the ratio of CFU of the longer strain versus the shorter (measured before encapsulation in the
beads). We found 1/𝜁𝑛 ∈ {0.25, 12, 16} with OD600 = 0.65 and 1/𝜁𝑛 = 47 with OD600 = 1.45; the higher density for the latter
ensured WT cells in most beads at this extreme ratio.

Embedment of inoculation beads in 0.5% agar To investigate competition in 3D, we embedded the inoculation beads
within a 0.5% agar growth medium. We followed the protocol outlined in (17), excepting the following adaptions: i) Frozen
bead stocks were diluted with LB (based on the measured concentration of beads per 1 ml frozen stock) aiming for 10 beads per
well. Specifically, we diluted {650 ,970 ,130 ,85 } µl of frozen bead stock in 1 ml LB for 1/𝜁𝑛 ∈ {0.25, 12, 16, 47}, respectively.
We counted on average 10.9±3.3 beads per well and ii) we incubated all colonies for 10 h.

3D colony imaging After incubation, wells were preserved at 4 ◦C until imaging (< 24 h) using the CLSM and the 20×
objective (discarding colonies that had reached the agar-glass or the agar-air interface). For bi-coloured colonies, we recorded
two sequential (RFP then GFP) z-stacks with a resulting voxel volume of (𝑥, 𝑦, 𝑧) = (1.51, 1.51, 1.33) µm. For each strain ratio
(1/𝜁𝑛), we collected images from 4-5 different wells (> 40 colonies in total). As a control, we also mixed 1:1 (i.e., 𝜁𝑛 = 1)
two subpopulations (expressing GFP or RFP) of the same strains and found that surface coverage was similar for both strains
(Supplementary Fig. S12). In the case of WT/WT, this is well in accordance with earlier findings (17).

Segmentation of 3D images The 3D colony images were processed, segmented, and filtered for the surface using
BiofilmQ (19) and Fĳi/Image J (20). Only colonies expressing both strains were segmented, following the exact process
described in Ref. (17).
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Competition strength as a function of time in 3D We defined the ensemble-averaged strength of GFP-expressing bacteria
(WT) on the colony surface as the re-scaled sum over the area fraction:

S3 (𝑡) = 2
𝑁

𝑁∑︁
𝑛=1

𝐴(𝑛)GFP (𝑡)
𝐴(𝑛) (𝑡) − 1, (7)

where 𝐴(𝑛)GFP (𝑡) is the area of GFP-expressing bacteria and 𝐴(𝑛) (𝑡) is the total surface area of the 𝑛-th colony at time 𝑡, such that
𝐴(𝑛) (𝑡) = 𝐴(𝑛)GFP (𝑡) + 𝐴

(𝑛)
RFP (𝑡). In contrast to the 2D case, S3 is a function of 𝑡 (instead of 𝑟 (𝑡)) as it refers to the surface at a

given 𝑡, with varying 𝑟 (𝑡). For colonies whose visible surface only expressed one of the two strains, we assigned 𝐴(𝑛)𝐺𝐹𝑃 = 1
(GFP-mono-coloured) or 𝐴(𝑛)𝐺𝐹𝑃 = 0 (RFP-mono-coloured). We also calculated the expectation value of the subset of 𝑁
originating from pure RFP-expressing cells from estimated number of cells per bead (CFU/𝑉𝑏𝑒𝑎𝑑), the total number of colonies
(𝑁), and the WT/AK ratio (𝜁𝑛); assuming a binomial distribution.

Rate of range expansion in 3D Starting from overnight cultures (WT+GFP, AS+GFP, AK+GFP) in LB, cells were
embedded at low concentration (∼10/well) in M63+glu agar (0.5%) matrix following the protocol described in (21). After
6 h of incubation (37 ◦C) the mono-clonal colonies were imaged using our fluorescence microscope with a frame rate of 3/2
h during 16 h with a 20× objective. Similar to the 2D case, we quantified the range expansion by manual thresholding and
calculated the effective colony radius, 𝑟 , from the (maximum-intensity) z-projected cross-sectional area using the Measurement
function in Fĳi.

Statistics All mean values are given as mean plus/minus the standard deviation (SD) or the standard error of the mean
(SEM), when this is stated and only when data are tested against the null hypothesis that it is normally distributed. The normal
distributions of S were assessed with Shapiro-Wilk tests. Their distributions were compared between the WT and AK strains
with Mann-Whitney U Tests. The significance of the differences in 𝜈 were evaluated with a Students t-test.

Computational models
Particle model The particle-based model is based on the SPR model presented and described in (22). A single bacteria is
described as a rod, 𝛼, consisting of a rigid chain of a number of Yukawa segments, 𝑛𝛼, separated by length, 𝑙𝛼, with segments
of different rods repelling one another with a Coulomb-like point potential with potential strength,𝑈0 = 250 (previous work
has shown that results are independent on𝑈0 provided it is large enough (23)), resulting in a total potential,𝑈. The Yukawa
screening length, 𝜆, is taken as the width of the particle with the aspect ratio of the rod: 𝐿 = 𝑛𝛼𝑙𝛼/𝜆. Other particle potentials
are used in the literature (Bsim 2.0 (24)), but our results are robust independently of this choice.

Bacterial growth is done stochastic. So, for every time step, Δ𝑡, we draw a random number randn (taken from the absolute
value of a normal distribution with mean 0 and standard deviation 1). This random number is multiplied by the current particle
length and the growth rate 𝛾 and then added to the particle length. The choice of distribution does not matter, because as long as
an uncorrelated distribution is chosen, the method in the continuum limit gives the most basic ODE growth solver (Gro (25)):

𝜕𝐿

𝜕𝑡
= 𝛾𝐿. (8)

When the rod has reached the division length 𝑙, the particle is split into two. The timescales given in the manuscript are
normalised by the generation time, which is purely set by 𝛾.

We use overdamped equations of motion to then update the particle position and orientations (22):

𝑓𝑡
𝜕®𝑟𝛼
𝜕𝑡

= − 𝜕𝑈
𝜕®𝑟𝛼

(9)

𝑓𝑟
𝜕𝜃𝛼
𝜕𝑡

= − 𝜕𝑈
𝜕𝜃𝛼

, (10)

where ®𝑟𝛼 and 𝜃𝛼 are the centre and orientation of rod 𝛼, respectively. This gives local force propagation even in the non-
equilibrium state of an expanding colony, which retains the importance of mechanical interactions that are the highlight of our
manuscript. This is in contrast to other bacterial solvers (e.g. Gro (25) and BSIm 2.0 (24)) which use instantaneous global force
minimisation to update the bacteria’s positions and orientations.

At time zero (𝑡 = 0), 40 rods are initialised in a small area with 10 rods having division aspect ratio, 𝑙𝐿 , and random aspect
ratios (uniform distribution) between 𝑙𝐿/2 and 𝑙𝐿 and 30 rods having division aspect ratio, 𝑙𝑆 , and random aspect (uniform
distribution) ratios between 𝑙𝑆/2 and 𝑙𝑆 , such that 𝜁 = 0.25.
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Competition strength in the particle model To determine the competition strength S 𝑓 (𝑡) at the interface at it evolves over
time, we count all particles that exist in the front. We do this by dividing the colony into 10 slices (with centre at the centre of
mass of the colony), determine the particle that is furthest from the centre of the colony and then take into account all particles
that inhabit up to 5 decay lengths 𝜆 into the colony.

The takeover rate, 𝜈sim, in the simulations is calculated from the S 𝑓 (𝑡) curve of 10 different trajectories. The 𝜈sim is the
linear fit from generation time 5.5 to time 7.5.

Continuum model To describe the bacterial colony on a course-grained level, we study the evolution of the nematic order
parameter Q = 2𝑞(𝑛̂𝑛̂ − I

2 ), where 𝑞 and 𝑛̂ show the magnitude and orientation of the order, respectively, and I represents the
identity tensor (26).

In line with other dry active nematic studies (27), (28), we use the dynamics of the Q-tensor is described by the Beris-Edwards
equation

𝐷𝑄𝑖 𝑗

𝐷𝑡
= 𝜒𝐸𝑖 𝑗 + Γ𝐻𝑖 𝑗 , (11)

with respect to a symmetric gradients 𝐸𝑖 𝑗 (shear tensor) and anti-symmetric 𝜔𝑖 𝑗 (vorticity tensor) of a velocity field ®𝑢. We use
the convected co-rotational time derivative 𝐷𝑄𝑖 𝑗/𝐷𝑡 = (𝜕𝑡 + 𝑢𝑘𝜕𝑘) 𝑄𝑖 𝑗 − 𝜔𝑖𝑘𝑄𝑘 𝑗 +𝑄𝑖𝑘𝜔𝑘 𝑗 .

In Eq. 11, 𝜒 is the aligning parameter (taken as 0.8) and Γ = 0.1 is the rotational diffusivity which along with 𝐻𝑖 𝑗 , the
molecular field, describes the relaxation of the Q-tensor towards the minimum of a free energy described by:

F =
𝐴

2
(Q : Q)2 + 𝐾

2
|∇Q|2. (12)

The free energy includes the nematic alignment term (with coefficient 𝐴 = 0.01) and an elastic term 𝐾 which penalises gradients
in the Q tensor.

Velocity is taken in the overdamped limit

𝑓 𝑢𝑖 = −𝜁 𝜕 𝑗𝑄𝑖 𝑗 + 𝜂∇2 (𝜕 𝑗𝑄𝑖 𝑗 ) (13)

where 𝜁 is the activity coefficient related to a force dipoles generated from division events (positive to correspond to the
extensile limit), which is balanced by frictional dissipation into the surface 𝑓 and a small viscous dissipation with viscosity
𝜂 = 0.01. The outer edge of the colony is taken by assuming high friction 𝑓 = 400 outside a radius 𝑅𝑐𝑜𝑛 > 30, while lower
friction 𝑓 = 4 is used inside the radius 𝑅𝑐𝑜𝑛 < 30 (Supplementary Fig. S7). In addition, the incompressibility constraint is
imposed on the total velocity field.

To distinguish the two bacterial concentrations, we introduce a phase-field binary order parameter 𝜙, which evolves
according to a Cahn-Hillard model

𝜕𝑡𝜙 + ∇ · ( ®𝑢𝜙) = Γ𝜙∇2𝜇, (14)

where 𝜇 = 𝛿F
𝛿𝜙 − ∇ ·

(
𝛿F
𝛿∇𝜙

)
is the chemical potential with Γ𝜙 = 0.3 a mobility coefficient. We add to the free energy F a

single well potential 𝑓DW =
𝐴𝜙

2 𝜙
2 and an interfacial term 𝑓I =

𝐾𝜙

2 (∇𝜙)2 with 𝐴𝜙 = 0.002 and 𝐾𝜙 = 0.02 such that all bacterial
phase-separation comes from activity dependence. We take 𝜙 < 0 as the shorter bacteria and 𝜙 > 0 as the longer bacteria. This
is imposed by taking the phenomenological parameters 𝜁 and 𝐾 to be dependent on the local 𝜙 as:

𝜁 =

{
0.2 𝜙 > 0
0.1 𝜙 < 0 (15)

𝐾 =

{
0.09 𝜙 > 0
0.05 𝜙 < 0 (16)

since it is well established that both orientational elasticity 𝐾 and extensile activity due to division 𝜁 are higher for higher
aspect ratios (29, 30). All equations are solved using a finite-difference method and we initialise our system by taking 𝜙 = 0.01
for radius 𝑅 < 25, between 𝑅 = 25 and 𝑅 = 30 𝜙 = −0.01 and 𝜙 = 0 for 𝑅 > 30 in a system of size 80 by 80.
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SUPPLEMENTARY FIGURES

0.5 1 1.5 2 2.5 3 3.5

  (μm)

0

0.5

1

1.5

  
 w

 (
μ

m
)

WT log-phase

WT stationary phase

AS log-phase
AK log-phase

AS stationary phase

AK stationary phase

l

Figure S1. Aspect ratios for all strains used in this study. Width, 𝑤, versus length, 𝑙, of WT in both stationary phase (𝑁 = 32)
and log-phase (𝑁 = 39), AS in both stationary phase (𝑁 = 47) and log-phase (𝑁 = 38), and AK in both stationary phase
(𝑁 = 25) and log-phase (𝑁 = 33). Here stationary phase is measured directly in the overnight culture (0 h) and the log-phase
3 h after dilution (Fig. S2). The error bars are ±SD.
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Figure S2. A: Growth rates for all strains used in this study. The optical density, OD600, versus time, 𝑡, on a semi-logarithmic
scale. The solid lines are linear fits to the data and the legends state the corresponding doubling times ±SD. B: Growth
rates for all strain combinations used in this study (same cultures as in (C)). The optical density, OD600, versus time, 𝑡, on a
semi-logarithmic scale. The solid lines are linear fits to the data and the legends state the corresponding averaged doubling
times ±SD. C: Pairwise competitions between all strain combinations in liquid medium (M63+glu) under constant shaking.
The average fitness of the shorter strain relative to the longer, ⟨𝑊⟩, is the ratio of doublings after 8 h averaged over the
two independent cultures (𝑁 = 2) with inverted fluorescence colouring. Error bars are ±SD and the horizontal dashed line
corresponds to equal fitness (⟨𝑊⟩ = 1). The trend is the same as earlier reported (3).
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Figure S3. Seeding density regulates patch sizes but still the longer cell wins. Competition experiment (20 h) for serial dilutions
of the optical density, OD600, in a co-culture of WT and AK mixed 1:1 and diluted A: OD600/10, B: OD600/100, and C:
OD600/1000. For the latter, small channels of WT (green) are detectable between the patches of AK (magenta).
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AS/AK WT/AS WT/AK

1

0.1

0.01

0.001

1 mm

/ / /

Figure S4. 3 days competition experiments. Fluorescence images (pseudo-coloured) example colonies (maximum intensity)
z-projection from all strain combinations (AS/AK, WT/AS, WT/AK) imaged by CLSM. The scale bar corresponds to 1 mm.
For WT/AK, with 𝜁 = 0.001, we only found 14 sectors surviving for 1.5 days (halfway from homeland to front) in 5 colonies,
which closed off (i.e., sector was lost) rapidly hereafter. We note that even when the longer bacteria did not overtake the shorter
within the explored time window, the sectors with longer bacteria tended to spread azimuthally with increasing 𝑟, indicating
that they might eventually find their way to the expanding front.
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1 mm

AK 
WT

Figure S5. 20 h competition experiment with inverse colours. Example colonies (maximum intensity) z-projection from 1:1
(𝜁 = 0.1) WT/AK combination imaged by CLSM. The scale bar corresponds to 1 mm.
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substrate
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C

substrate

Figure S6. Cross-sections of 20 h competition experiments of WT (green) and AK (magenta) colonies. A: Example colony
imaged with fluorescence microscopy and the 4× air objective. The scale bar corresponds to 1 mm. In the outer bands (i.e.,
outside of the homeland) the number of sectors are constant. B-C: Single layer of (pseudo-coloured) CLSM images from the
centre of the colony using the 20× air objective and a scale bar of 100 µm (B) and the 100× oil immersion objective and a scale
bar of 10 µm (C).
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Figure S7. Representative snapshots of the simulation where the growth rate, 𝛾, of the shorter bacteria (magenta) is faster than
the shorter (green). A-B: Representative snapshots from the simulation where shorter particles divide 1.25× (A) or 1.5× (B)
faster than the longer bacteria and time is normalised with the generation time (gen) of the shorter. We remark that numbers
start to dominate over mechanical interactions, such that even if the longer bacteria do overtake regions at the interface, the
larger bacteria do not dominate the front, as the distance between long-dominated regions expand exponentially as smaller
bacteria double (A). For even larger differences in growth rates (B), the number of shorter bacteria grows even more rapidly and
the enlarged pressure in the smaller bacteria’s sectors results in the longer bacteria being swapped away.
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Figure S8. Long bacteria align more within clusters. A: Single cell (pseudo-coloured) time-lapses of competition between the
two-colour wild-type (WT) and the mreB mutant (AK) at time points, 𝑡. Representative region of the larger images from which
the data plotted in B was computed. The scale bar is 20 µm. B: The nematic order parameter, 𝑞, for WT and AK individually
corresponding to every second time frame in (A) 𝑡 ∈ {2.5, 4.5, 6.5}h.
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t = 1 t = 50 t = 150 t = 700

Figure S9. Time series of continuum dynamics where the phase representing short bacteria (magenta) starts at the edge while
with time, the phase representing long bacteria (green) overtakes the short bacteria by forming pathways to the colony front.
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Figure S10. The takeover rate, 𝜈sim, (slope between 𝑡 = 30 gen. to 𝑡 = 45 gen.) for varying length ratios, 𝑙𝐿/𝑙𝑆 bacteria ratios,
where long bacteria still have 𝑤/𝑙 = 4.
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Figure S11. Cell concentrations in the various bead batches. The ratio of colony-forming units, CFU, versus the average bead
volume, 𝑉𝑏𝑒𝑎𝑑 , for each strain ratio, 1/𝜁𝑛. The colours indicate the fraction of WT (green) and AK (magenta). Inset: Merged
image of the bright-field (grey), WT (green), and AK (magenta) of a bead with 1/𝜁𝑛 = 0.25. The scale bar corresponds to
20 µm.
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Figure S12. 10 h competition experiments. Example segmented masks of surfaces of two-coloured WT/AK colonies from all
strain ratios imaged by CLSM. The scale bar corresponds to 100 µm.
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Figure S13. Long bacteria spread faster over substrates. A: Ensemble-averaged radial expansion, Δ𝑟 = ⟨𝑟 (𝑡) − 𝑟 (16 h)⟩, over
time, 𝑡, of mono-strain colonies of WT (𝑁 = 4), AS (𝑁 = 6), and AK (𝑁 = 5) on agar (1.5%) substrate (M63+glu). The shaded
regions correspond to ±SEM. Inset: The ensemble-averaged expansion rates, ⟨𝑑𝑟/𝑑𝑡⟩, are linear fits of the data and the error
bars are ±CI. B: Ensemble-averaged radial expansion, Δ𝑟 = ⟨𝑟 (𝑡) − 𝑟 (0)⟩, of simulation data from mono-strain inoculations of
cells with aspect ratios: 𝑙/𝑤 ∈ {4, 2.35, 1.75}. 𝑁 = 10 colonies for each 𝑙/𝑤. The shaded regions correspond to ±SEM. Inset:
The ensemble-averaged expansion rates, ⟨𝑑𝑟/𝑑𝑡⟩, in number of cell widths, 𝑤, per generations (gen) are linear fits of the data
and the error bars are ±CI. To compare (A) and (B), 1 gen is approximately 1 h and 𝑤 slightly less than 1 µm. C: 3D radial
growth of mono-clonal single strain colonies. Ensemble-averaged radial expansion, Δ𝑟 = ⟨𝑟 (𝑡) − 𝑟 (8 h)⟩, versus time, 𝑡, for WT
(𝑁 = 5), AS (𝑁 = 6), and AK (𝑁 = 6). The shaded regions correspond to ±SEM and the vertical punctuated line to 𝑡2 = 10 h.
The inset is the ensemble-averaged slopes of the linear fits, ⟨𝑑𝑟/𝑑𝑡⟩, and the error bars are ±CI.
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Figure S14. Segmentation patterns varies with genotype. A: The (maximum intensity) z-projections of example colonies
(WT/WT, AS/AS, and AK/AK) imaged by CLSM after incubation (20 h). The scale bar corresponds to 500 𝜇m. In the outer
bands (i.e., outside of the homeland) the number of sectors are constant. Despite the general features, qualitative differences
among the strains are clear: WT’s sector boundaries are coarse (highly diffusive) and the mutants have straighter (less diffusive)
boundaries. B-C: Single layer (pseudo-coloured) images of competition between the two-colours at the front of the colony: The
mreB mutant (AK/AK) in (B) and wild-type (WT/WT) in (C). The scale bar is 10 𝜇m.
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Figure S15. 10 h competition experiments. Example colonies (maximum intensity) z-projection from two-coloured strains
colonies from all same strain ratios imaged by CLSM. The scale bar corresponds to 100 µm.
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MOVIE LEGENDS
Movie 1
Long bacteria align over time with their neighbours and the expanding front. Time-lapse snapshots from (pseudo-coloured)
fluorescence competition experiments between WT (green) and the mreB mutant AK (magenta), every 30 min, starting 1.5 h
after inoculation.

Movie 2
Another example of how long bacteria align over time with their neighbours and the expanding front. Time-lapse snapshots
from (pseudo-coloured) fluorescence competition experiments between WT (green) and the mreB mutant AK (magenta), every
30 min, starting 1.5 h after inoculation.

Movie 3
360°rotation view of a segmented mask of a 3D WT/AK colony surface. This mask is extracted from the first (1/𝜁𝑛 = 0.25)
image in Figure 4B. The scale bar corresponds to 100 µm.
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ABSTRACT

As cells in bacterial communities grow and divide, the community as a whole enlarges, a process referred to as range expansion.
These communities are associated with strong mutualism and, even more often (1), competition for scarce nutrients and space.
Competition is, therefore, an important driving force of evolution (2) and will result in strong segregation of sub-populations.
Ultimately, only a few lineages from the initially well-mixed population will survive, and cell-cell mechanics govern the
resulting pattern on the microscale and strong stochasticity. This has been investigated extensively in surface-attached colonies
(e.g., (3, 4), but see Ref. (5) for a review). However, it is often difficult to identify the microscopic effects giving rise to emergent
properties of bacterial communities.

Nonetheless, bacterial communities are not solely formed by competition but also through the interactions between cells,
mediated through the degradation of a toxin, like antibiotics. Overall, there are two classes of antibiotics: bacteriocidal (i.e., kills)
and bacteriostatic (i.e., pauses growth). Furthermore, the resistance against the antibiotics relies on a broad set of mechanisms
but can roughly be either intra- or extracellular. Based on these different antibiotics and according to cell responses, cells can be
classified as egoistic (i.e., only helping themselves) or altruistic (i.e., causing local depletion of antibiotics). Therefore, we can
imagine all kinds of different resulting community compositions under varying antibiotic concentrations. But we need to control
and manage these bacterial communities to address the escalating antibiotic crisis (6, 7). There is a variety of experiments
suggesting cooperation among bacteria resistant to antibiotics and susceptible bacteria (e.g., Refs. (8) and (9)). These studies
did not explicitly consider the spatial organisation and proximity of populations. Therefore, the stochastic nature of ’survival’ in
a spatially structured environment is, as yet, still overlooked.

Here, we investigate how spatial organisation controls the survival of bacteria susceptible to antibiotics in a hostile
environment with otherwise lethal levels of antibiotics. We show cooperativity in well-mixed co-cultures of susceptible and
resistant E. coli bacteria under varying antibiotic concentrations. Specifically, we show how bacteria resistant to a bacteriostatic
antibiotic can deplete the environment enough to protect susceptible cells.

MATERIALS AND METHODS
Cell culture
Bacterial strains We used the strains of E.coli MG1655 listed in Table 1 with red (mCherry) and green fluorescent protein
(GFP).

Name Strain Specifications MIC (µg/µl) Ref.
Res1 TSS290 SLS4223::lacZYA (no GFP, CAT) This study
Sen1 SLS4223 MAS1081 (no GFP, no CAT) 1 This study
Sen4 SP427 MC4100: GFP 3 (10)
Res2 TB194 MG1655: mCherry, CAT > 256 (11)
Res3 TB193 MG1655: sfGFP, CAT > 256 (11)
Sen2 TB204 MG1655: sfGFP 8 (12)
Sen3 TB205 MG1655: mCherry 8 (12)

Table 1: List of E.coli K-12 strains used in this study and their measured MIC values in Cm (µg/µl).
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Figure 1: Indirect resistance enhances the fitness of sensitive bacteria. Pairwise competitions between all strain combinations
in liquid medium (LB) under constant shaking. Relative fitness,𝑊 , of the Res (blue) and Sen (yellow) in co-culture with respect
to the same strains in monocultures under different Cm concentrations is the ratio of doublings after 6 h.𝑊 = 1 corresponds to
equal fitness.

Culture medium We used rich Luria-Bertani (LB) composed of 10 g/l GibcoTM BactoTM tryptone (16279751, Fisher
Scientific), 5 g/l GibcoTM BactoTM yeast extract (16279781, Fisher Scientific) and 5 g/l NaCl (≥99%, S9888, Sigma-Aldrich)
dissolved in Millipore water.

Minimum Inhibitory Concentration We found the Minimum Inhibitory Concentration (MIC) by spreading 200 µl of cell
culture (OD600 = 0.2) on LB agar plates and carefully placing an E-TEST strip on top (Biomerieux, France). The plates were
incubated for 20 hours (37°C) before reading off the value, at which growth was halted 1.

Competition in liquid co-cultures
OD characterisation Overnight cultures (Res+Sen) were diluted to OD600 of 0.1 in fresh LB together with the co-culture
mixed 1:1 (combined OD600 = 0.1). These cultures were incubated under various Cm concentrations.

OD and CFU characterization Regularly (∼1/45 min−1), we measured the OD600 (IMPLEN NanoPhotometer C40) was
acquired every 45 minutes. In a parallel - but independent study - we estimated the number of doublings over the entire time
range (6 h) by measuring the CFUs from cell culture right after dilution (𝑡 = 0) and then again at 𝑡 = 6 h. The initial number of
cells, 𝑁 (0), in all three samples, was ∼ 5 · 108/ml.

Flow cytometry characterisation Overnight cultures were grown in an LB liquid medium. The OD600 of the overnight
cultures was measured, and the strains were mixed in equal proportions and diluted 100× in LB. Cultures were incubated at
37 ◦C and cell counts (50000 counts per sample) were measured right after mixing and again after 6 h of incubation, using a BD
FACSJazz Cell Sorter (BD Biosciences, cat. no. 655490). Data were processed using the Flowkit package (13) with a hyper-log
transformation and clustered with the hdbscan algorithm (14). After clustering, we extracted the counts of the two main clusters
and defined the frequencies of the two populations as the ratio of cell counts of one population over the cell counts of both.

Doublings The fitness of a strain under given environmental conditions can be quantified as the number of doublings, 𝐷,
over a given period, which is:

𝐷 (𝑡) = log2

(
𝑁 (𝑡)
𝑁 (0)

)
, (1)

where 𝑁 (𝑡) is the number of cells at time, 𝑡, and 𝑁 (0) then is the initial number of cells.
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Figure 2: Local de-toxification enhances the fitness of sensitive strains. Images of the colliding front between two mono-culture
colonies inoculated on an agar surface with varying concentrations of Cm (see legends) and incubated for 24 h.

Relative fitness The relative fitness,𝑊𝑖 𝑗 , of strain 𝑖 with respect to strain 𝑗 is estimated here as the ratio of the number of
doublings of the two competitors (i.e., identical to the ratio of their Malthusian parameters) (15) and follows directly from Eq. 1:

𝑊𝑖 𝑗 =
𝐷𝑖
𝐷 𝑗

=
ln (𝑁𝑖 (𝑡)/𝑁𝑖 (0))
ln (𝑁 𝑗 (𝑡)/𝑁 𝑗 (0)) , (2)

where 𝑁𝑖 (𝑡)/𝑁𝑖 (0) and 𝑁 𝑗 (𝑡)/𝑁 𝑗 (0) are the ratios of the number of cells relative to the starting point of strains i and j,
respectively. These ratios are obtained by multiplying the ratio of frequencies (i.e., at 𝑡 = 6 h relative to 𝑡 = 0) with the dilution
factor, which in our case was 100×.

Competition in surface-attached colonies
Overnight cultures were mixed in a 1:1 ratio to an OD600 = 0.3. We inoculated 1 µl on agar plates with various Cm concentrations
and incubated for 48 h (37°C). To measure the ratios of resistant to sensitive bacteria, we pipetted ∼10 µl, from the centre of the
colony, and resuspended in an isotonic buffer of 0.9% NaCl. Then, we removed the centre of the colony by poking a glass tube
and sampled the edge by scraping the rest with an inoculation loop and resuspending in 0.9% NaCl. The cell solutions were
plated, incubated, and sub-sequentially, CFUs were counted.

Collision experiment
Overnight cultures (Res2 and Sen2) were diluted in LB to an OD600 of 0.3, and two droplets of 0.5 µl were inoculated side by
side with a distance of 100-500 µm on LB agar plates with various Cm concentrations and incubated for 24 h.

Imaging Colliding colonies were imaged using an inverted fluorescent microscope (Nikon ECLIPSE Ti microscope) paired
with a 4x air objective (Nikon, Plan Fluor, 4x/0.13,∞/1.2 WD 16.5). The fluorescent signals were sequentially excited and
recorded using a Hg lamp, FITC (480/40 nm) and Texas Red (560/40 nm) cubes in combination with a camera (Andor Neo).
Pre-processing and thresholding were done with Fiji ImageJ (16).

Intensity gradient Intensity profiles were obtained using the Plot Profile tool by taking the average intensity profiles over 5
lines (a single pixel wide and a length of 1000 𝜇m) over the collision interface.

Intermixing and straightness indices Following the terminology of Johnson and co-workers (17).

RESULTS
Indirect resistance enhances the fitness of sensitive bacteria
For this, we used a set of strains of E. coli, the wild-type (Sen) and the otherwise heterogenic strain with the CAT gene,
coding for resistance to chloramphenicol (Cm). In measuring the amount of exploitation of Res by Sen, we prepared a set of
diluted, liquid mono-cultures of the Res and Sen strains as well as co-cultures mixed 1:1 in LB with various Cm concentrations
(0-9 µg/ml). The numbers of cells in all these cultures at time 𝑡 = 0 and 𝑡 = 6 h were measured using flow cytometry, and
the relative fitness, 𝑊 , as defined in Eq. 2, was estimated by comparing a strain’s (Res or Sen) abundance in the co-culture
to the respective strain in the mono-culture. The results are shown in Fig 1 show similar fitness of Res and Sen (∼ 1) in an
environment with no antibiotics and that this changes considerably Sen when antibiotic levels rise. Here, Sen grows >300%
better when co-cultured with Res. In contrast, Res has a slight disadvantage from being exploited by Res. Thus, the relative
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Figure 3: The collision interface becomes more tortuous at higher antibiotic levels. The tortuosity of interfaces between Sen
and Res at varying Cm levels, where 1 is a straight line, and the dashed horizontal line corresponds to the tortuosity at [Cm]=0.

fitness of Sen is high in an environment where the detoxification of Cm is global, in the sense that diffusion is fast and the
environment is homogeneous. Therefore, we next set out to investigate this indirect resistance in a structured environment.

Local de-toxification enhances the fitness of sensitive bacteria
In order to investigate the dependence of Sen (yellow) to Res (blue) in a structured environment, we let Res and Sen mono-clonal
colonies collide through range expansion on an agar surface under varying concentrations of Cm. Res and Sen collided frontally
and mixed, and the resulting interfaces are shown in Fig. 2, and we find that the populations of Res and Sen become more and
more intertwined along the interface. To quantify this, we measured the tortuosity (i.e., the inverse straightness) at varying Cm
levels, as shown in Fig. 3, and found that the collision front becomes longer when antibiotic levels are raised.

DISCUSSION
The spatial patterning emerging in surface-associated microbial colonies depends on the dominant interactions within the
system. Therefore, we argue that general expectations regarding how the patterning regulates the colonies’ antibiotic tolerance
may not be reliable. Instead, the determinants have to be identified one by one.

Thus, an important outcome of our study is the establishment of a causal pathway between local antibiotic degradation,
spatial organisation, and colony tolerance.
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