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Abstract

Exoplanets are found in a multitude of different environments resulting in a widely

different influx of high-energy radiation on the planets. High-energy radiation

such as X-ray and UV radiation (XUV), stellar energetic particles (SEP), and galac-

tic cosmic rays (GCR) are known to impact planet atmospheres through processes

such as photochemical reactions, ionization, heating, and ion-induced nucleation

of cloud particles. In order to understand our observations of exoplanet atmo-

spheres we therefore need to understand how the radiative environment of a

planet might affect its atmosphere.

The first part of this project aims to explore how high-energy radiation affects

the aggregation and charging of mineral cloud particles.

We present experiments conducted in an atmosphere chamber on SiO2 particles.

The particles were exposed to gamma radiation under varying humidity. The ag-

gregation and charging state of the particles were studied with a Scanning Mobility

Particle Sizer.

We find that the SiO2 particles cluster to form larger aggregates, and that this ag-

gregation is inhibited by gamma radiation. We find that gamma radiation shifts

the charging of the particles to become more negative, by increasing the charging

state of negatively charged particles. We find these trends to be present in both

low- and high-humidity environments.

We suggest that the overall effect of gamma radiation could favor the formation

of a high number of small particles over a lower number of larger particles.

The second part of this project aims to explore how the high-energy radiative

environment affects the complex chemistry of exoplanet atmospheres.

We present a series of models run for the disequilibrium chemistry of close-in

gas giants using a 1D photo-chemistry and diffusion code in conjunction with a

chemical kinetic network. The input radiation was varied for (1) XUV radiation
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representative of seven different main-sequence host stars (M- to O-type), (2) SEP

representative for M-, K-, and G-type host star, and (3) GCR representative of dif-

ferent galactic environments.

We find that XUV radiation is the most important type of high-energy radiation

for determining the relative concentration of most atmospheric species. We find

that SEP and GCR can significantly impact the concentration of hydrocarbons (for

SEP) and ions (for both) in the deeper atmospheres (from „ 10´3 to 10´5 bar

and ą 10´1 bar respectively). In a case study on the warm-Saturn HATS-6b or-

biting an M-dwarf host, we find that SEP can significantly impact observationally

interesting species such as CH4 and HCN.

We intend to continue our study on radiative environments by identifying observ-

able molecular tracers for the different types of high-energy radiation.

In summary, we find that high-energy radiation can affect cloud formation

and the chemical composition of an atmosphere, including the concentrations of

observationally interesting species. This highlights the importance of considering

high-energy radiation in our analysis of atmosphere observations.



Resumé

Exoplaneter findes i et utal af forskellige miljøer hvilket medfører store forskelle

i deres influks a højenergistråling. Det vides at højenergistråling såsom X-ray

og UV stråling, stellare energiske partikler (SEP), og galaktisk kosmisk stråling

(GCR) kan påvirke planetatmosfærer igennem processer såsom fotokemiske pro-

cesser, ionisering, opvarmning, og ion-induceret dannelse af skypartikler. For at

forstå vores observationer af exoplanetatmosfærer bliver vi derfor nødt til at forstå

hvordan strålingsmiljøet kan påvirke en planets atmosfære.

Den første del af dette projekt har til formål at undersøge, hvordan højener-

gistråling påvirker aggregeringen og ladningen af minerale skypartikler.

Vi præsenterer eksperimenter udført i et atmosfærekammer på SiO2 partikler. Par-

tiklerne blev udsat for gammastråling under varierende luftfugtighed. Partiklernes

aggregerings- og ladetilstand blev undersøgt med en Scanning Mobility Particle

Sizer.

Vi finder frem til, at SiO2-partiklerne sætter sig sammen og danner større aggre-

gater, og at denne aggregering hæmmes af gammastråling. Vi finder frem til, at

gammastråling gør partiklernes ladning mere negativ ved at forøge ladetilstanden

af negativt ladede partikler. Vi finder at disse tendenser gør sig gældende i miljøer

med både lav og høj luftfugtighed.

Vi tror, at den samlede effekt af gammastråling muligvis favorisere dannelsen af

et højt antal små partikler frem for et lavere antal større partikler.

Den anden del af dette projekt har til formål at udforske, hvordan det højen-

ergetiske strålingsmiljø påvirker den komplekse atmosfærekemi på exoplaneter.

Vi præsenterer en serie af modeller over uligevægtskemien af gas-planeter der er

simuleret ved hjælp af en 1D fotokemi- og diffusionskode i kombination med et

kemiske kinetiske netværk. Bestrålingen af planeten blev varieret for (1) XUV-

stråling, der repræsenterer syv forskellige værtsstjerner i hovedserien (M- til O-
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type), (2) SEP, der repræsenterer værtstjerner af M-, K- og G-typen, og (3) GCR,

der repræsenterer forskellige galaktiske miljøer.

Vi finder, at XUV-stråling er den type højenergi-stråling der har den største indfly-

dense på den relative koncentration af de fleste atmosfæriske molekyler. Vi finder

frem til, at SEP og GCR kan påvirke koncentrationen af kulbrinter (for SEP) og

ioner (for begge) især i de dybere lag af atmosfæren (fra „ 10´3 til 10´5 bar

og ą 10´1 bar henholdsvis). I et case-study af den varme-Saturn, HATS-6b, der

kredser om en M-dværg stjerner, finder vi frem til, at SEP kan have en markant

inflydelse på potnetielt observerbare molekyler, såsom CH4 og HCN.

Vi planlægger at fortsætte vores undersøgelse af strålingsmiljøer ved at identifi-

cere observerbare molekyler der kan agere som indikatorer for de forskellige typer

højenergistråling.

Kort fortalt finder vi, at højenergistråling kan påvirke skydannelse og den

kemiske sammensætning af en atmosfære, herunder også koncentrationerne af

observerbare molekyler. Dette understreger vigtigheden af at overveje højener-

gistråling når vi analyserer atmosfæreobservationer.



Zusammenfassung

Exoplaneten können in vielen verschiedenen Strahlungsumgebungen gefunden

werden, mit unterschiedlichem Einfluss von hochenergetischer Strahlung auf diese

Planeten. Hochenergetische Strahlungen wie zum Beispiel Röntgen- und UV-Strahlung

(XUV), stellar energetische Teilchen (SEP) und galaktische kosmische Strahlung

(GCR) können die Atmosphären von Planeten mittels Prozessen wie zum Beispiel,

photochemische Reaktionen, Ionisation, Erhitzung und Ionen induzierte Nukleation

von Wolkenteilchen, beeinflussen. Um unsere Beobachtungen von Atmosphären

von Exoplaneten zu verstehen, müssen wir somit verstehen, welchen Einfluss die

Strahlungsumgebung auf die Atmosphären dieser Exoplaneten hat.

Der erste Teil dieses Projekts untersucht, wie hochenergetische Strahlung die

Aggregation und das Aufladen von mineralischen Wolkenteilchen beeinflusst.

Wir präsentieren die Resultate von Experimenten, welche in einer Atmosphärenkam-

mer an SiO2 Teilchen durchgeführt wurden. Diese Teilchen wurden Gammas-

trahlung, unter verschiedenen Luftfeuchtigkeitsbedingungen, ausgesetzt. Die Ag-

gregation und der Ladezustand der Teilchen wurden mit einem Scanning Mobility

Particle Sizer (SMPS) untersucht.

Wir zeigen, dass die SiO2 Teilchen sich in größeren Aggregaten anhäufen und dass

die Gammastrahlung diese Aggregation inhibiert. Wir zeigen, dass die Gammas-

trahlung den Aufladeprozess der Teilchen verändert und diese Teilchen negativer

auflädt, indem sie den Ladezustand der negativen Teilchen erhöht. Diese Trends

können sowohl in Messungen mit niedriger als auch hoher Luftfeuchtigkeit gefun-

den werden.

Wir postulieren, dass der Einfluss von Gammastrahlung zu einer Bildung von

mehreren, kleineren Teilchen führen könnte, verglichen mit einer Bildung von

wenigen, größeren Teilchen.

Der zweite Teil dieses Projekts untersucht den Einfluss von hochenergetischen
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Strahlungsumgebungen auf die Chemie innerhalb der Atmosphären von Exoplan-

eten.

Wir präsentieren eine Reihe an Simulationen der Ungleichgewichtschemie von

Gasgiganten, welche mittels einer Kombination von einem 1D Photochemie und

Diffusionscode mit einem kinetischen chemischen Ratennetzwerk, erstellt wor-

den. Die Eingangsstrahlung wurde auf mehrere Weisen variiert, die XUV Strahlung

wurde so variiert, dass sie sieben verschiedene Hauptreihensterne (M- bis O-

Sterne) repräsentiert, die SEP Strahlung wurde so variiert, dass sie M-, K- und

G-Sterne repräsentiert und die GCR Strahlung repräsentiert verschiedene galak-

tische Umgebungen.

Wir zeigen, dass die XUV Strahlung der wichtigste Strahlungstyp unter den hoch-

energetischen Strahlungen ist, um die relative Konzentration der meisten chemis-

chen Spezies in der Atmosphäre zu bestimmen. Wir zeigen, dass die SEP und GCR

Strahlung starken Einfluss auf die Konzentration von Kohlenwasserstoffen (SEP)

und Ionen (SEP und GCR) in tieferen Atmosphärenschichten hat (von ca. „ 10´3

bis 10´5 bar für Kohlenwasserstoffe und ą 10´1 bar für Ionen). In einer Fallstudie

des Saturn ähnlichen Planeten HATS-6b, welcher einen M-Zwerg umkreist, zeigen

wir, dass die SEP Strahlung einen starken Einfluss auf die für Beobachtungen in-

teressanten chemischen Spezies wie zum Beispiel CH4 und HCN hat.

Wir wollen unsere Studien von Strahlungsumgebungen fortsetzen, indem wir moleku-

lare Tracer für verschieden hochenergetische Strahlungsumgebungen finden wollen.

Zusammenfassend können wir sagen, dass hochenergetische Strahlung die

Wolkenbildung und die chemische Zusammenstellung von Atmosphären beein-

flusst. Dies gilt insbesondere auch für chemische Spezies, welche für astronomis-

che Beobachtungen interessant sind. Dies zeigt, wie wichtig es ist, hochenergetis-

che Strahlung in der Analyse von Beobachtungen von Atmosphären zu berück-

sichtigen.
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1
Introduction

- on exoplanets and radiative environments

"This space we declare to be infinite; since neither reason, convenience,
possibility, sense-perception nor nature assign to it a limit.
In it are an infinity of worlds of the same kind as our own"
– Giordano Bruno, 1584

For as long as we know, humans have suspected the existence of other worlds

among the stars. One of the first recordings of this suspicion can be found in

the book De l’infinito universo e mondi (On the Infinite Universe and Worlds) by

the Italian philosopher and astronomer Giordano Bruno from 1584 Maor (2013).

Bruno was a supporter of the, then novel, Copernican model that stated that the

sun did not revolve around the Earth, as previously believed, but rather that the

Earth and the other planets of the Solar System revolve around the Sun. Bruno

took this notion one step further and proposed that our Sun might just be one

of the infinity of stars in space, and that each of these stars might have their

own planets revolving around them, forming systems similar to the Solar System.

1



1. Introduction

Today, these planets are known as exoplanets.

You would think that having 400 years to get used to the thought would have

prepared the scientific community for the first exoplanet observation in 1992. But

despite countless theories and multiple suspected previous observations, the ob-

servation of two planets around the star PSR B1257+12 still came as a shock.

Not because of the planets, but because of the environment they were found in.

PSR B1257+12 is a pulsar; an extremely energetic and rapidly rotating neutron

star, that is formed when the core of a massive star collapses during a supernova.

When scientists had speculated about exoplanets, they had envisioned planetary

systems very similar to the Solar System, but already from this first discovery it

was clear that planets might be found in environments distinctly different from

ours.

This chapter provides an introduction to the topic of exoplanets and some

of the environments they can be found in. We especially focus on the different

types of high-energy radiation found in the environment, and how these can af-

fect the chemistry of exoplanet atmospheres. Sec. 1.1 describes the diversity of

exoplanets, and how they differ from the Solar System planets. Sec. 1.2 describes

exoplanet atmospheres, how they can be observed and modelled, and some of

the important processes taking place. Sec. 1.3 describes the high-energy envi-

ronments of exoplanets especially focusing on the XUV radiation and energetic

particles of their host stars, as well as the galactic cosmic rays from outside the

systems. Sec. 1.4 reviews some of the previous studies done on the effect of

high-energy radiation on exoplanet atmospheres. And finally, Sec. 1.5 describes

the aim of this thesis and which research questions we have centered our work

around, as well as the general layout of the thesis.

Declaration: Section 1.2.3 on cloud formation is adapted from the publica-

tion Bach-Møller et al. (2024), titled "Aggregation and charging of mineral cloud
particles under high-energy irradiation". I (author) am the first author on this pub-

lication and the text included in Sec. 1.2.3 is written by me.

1.1 Exoplanets

Exoplanet research has evolved in the 30 years since the first discovery, and now

more than 6800* planets have been discovered, many of them in systems quite

*https://exoplanet.eu/ accessed 08.07.2024
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by Nanna Bach-Møller

Hot-Jupiter Compact system
Sub-Neptunes

Solar System

Figure 1.1: Illustration of some of the different types of planetary systems described in the
text. Sizes and distances not to scale. Made by author.

different from ours.

We now recognize some of the characteristic features of the Solar System. The

Solar System has a main sequence G-type star. This means we have a relatively

calm medium-sized star with a long life-span, which we will get into more detail

about in Sec. 1.3.1. We have eight planets, that all have almost circular orbits,

and semi-major axes of „0.5 to 30 AU. We have four small terrestrial planets in

the inner Solar System, and four larger gas giants in the outer Solar System. The

Solar System is currently located in one of the galaxy’s spiral arms, „8kpc from

the galactic center, where we are moving through a cloud of warm low-density gas

(the Local Interstellar Cloud) inside a bubble with even lower density (the Local

Bubble).

Exoplanets have been discovered around a wide range of main sequence host

stars, from the dim, flaring M-dwarfs to the bright, hot B-type stars (Janson et al.,

2021). We have found both terrestrial planets and gas giants similar to those in

the Solar System, but we have also found planet types that are not found in the

Solar System, and the systems often have very different constellations from what

we are used to.
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1. Introduction

Hot-Jupiters

Most of the early detections were of a planet type we do not have in the Solar

System: Hot-Jupiters. Hot-Jupiters are gas giants that orbit extremely close to

their stars, often with periods of hours to days (Dawson & Johnson, 2018), and

often as the only planet we have discovered in their system. The close proximity

to the star can heat these planets up to a few 1000 K, and due to the gravity of

the host star many hot-Jupiters are tidally locked, with one side always facing

the star (the day-side or substellar point) and the other side always facing away

(the night-side or antistellar point). As we will see in later chapters this extreme

difference in irradiation of each side of the planet can lead to a dichotomy in the

chemistry of the atmospheres, where the substellar point is highly ionized and

cloud free while the antistellar point might be cool enough to allow for complex

molecules and clouds to form (e.g. Helling et al. (2019a, 2021)). In many cases

these temperature differences can also drive extreme weather patterns with strong

zonal jets forming along the equator (e.g. Baeyens et al. (2021)).

As mentioned, one of the characteristics of the Solar System is the distribution of

smaller planets in the inner system, and larger planets further out, and hence we

have no close-in gas giants. It is yet uncertain exactly how common hot-Jupiters

are (Yee et al., 2021) since we are aware that many of our detection methods are

strongly biased for hot-Jupiters.

Detection methods

When we observe exoplanets we mainly do so by observing the radiation coming

from their host star. This is necessary because planets are only a fraction of the

size of their host star, and since planets do not have fusion in their cores they do

not emit the same amounts of radiation as stars. In most cases, it is therefore

impossible for our instruments to isolate the radiation from a planet from that of

its host star.

Currently, the two primary methods for detecting exoplanets are the Radial Veloc-

ity (RV) method and the Transit method.

The RV method detects exoplanets based on the pull they have on their host

stars. When a planet orbits its host star, in fact, they both orbit a common center of

mass, and the star therefore moves slightly back and forth in tune with the planet.

This movement can be detected as a Doppler shift in the radiation from the star,

and the mass and period of the planet can be determined from this Doppler shift.
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1.1. Exoplanets

Since the gravity of the planet will strongly influence the movement of the star,

it is much easier to detect close-in giant planets, than smaller planets or planets

further out.

The Transit method is the most successful detection method so far, and utilizes

the shadow a planet casts toward us as it moves in front of its star. When observing

the radiation of a host star, the presence of a planet in our line of sight will cause

a dip in the light curve observed from the star. From this dip, or transit, the size

and period of the planet can be determined. Since the depth of the transit will

depend on the size of the planet, and we need multiple observations of the transit

to verify the detection, larger planets and planets that transit more often due to

the smaller orbit are easier to detect and verify.

General population

As a result of these detection biases, the fraction of hot-Jupiters in the observed

population of planets is not representative of the fraction of hot-Jupiters in the true

planet population. As our detection methods have improved, a higher fraction of

small planets and planets further out has been revealed, and we now believe that

only „ 0.4 % of FGK stars (see Sec. 1.3.1) host hot-Jupiters (Yee et al., 2021),

making them a rare breed. Instead other planets and systems have proven to be

abundant.

The most common type of planet observed are the so-called sub-Neptunes, and

these are also planets that are not found in the Solar System. Sub-Neptunes are of

a size between Earth and Neptune, and ą 50 % of G-type stars are expected to host

Sub-Neptunes (reviewed in Bean et al. (2021)). Sub-Neptunes can be separated

into two categories: mini-Neptunes that have a radii of ą 2 R‘ and super-Earth

that have a radii of ă 1.5 R‘. The exact formation path of these two categories is

yet unknown, but it is expected that they are both Earth-like in their composition,

but while the mini-Neptunes have maintained the primary atmospheres of H and

He (explained further in Sec. 1.2), the super-Earths have been stripped of their

atmospheres by the radiation from the host star and energy in the planet core.

Where the Solar Systems has eight planets somewhat ordered by size, most

exoplanet systems seem to be smaller, rarely with more than four planets, and

seemingly with an average around 2.5 planets per system (Jurić & Tremaine, 2008;

Bach-Møller & Jørgensen, 2020). The larger systems discovered, rarely follow the

same size pattern as the Solar System, and many consist of planets all of the same
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size, in very compact orbits (Weiss et al., 2022; Goldberg & Batygin, 2022), or

they show an "anti-ordered" system, with the largest planets close to the star, and

smaller planets further out (Mishra et al., 2021, 2023a,b). The final architecture

of the system is believed to be decided by a combination between the mass and

lifetime of the protoplanetary disk the planets are formed from, and interactions

between the planets, causing them to migrate, collide, or be completely ejected

from the system (Mishra et al., 2023b).

1.2 Exoplanet atmospheres

When we observe planets directly, what we observe is usually their atmospheres,

or in many cases, the outer part of the atmospheres. Atmospheres are gaseous

layers at the boundary between an object such as a planet, moon, or star, and the

surrounding space. Most larger objects in the Solar System have an atmosphere,

and we expect the same to be true for exoplanet systems.

All planets are formed with an atmosphere mainly consisting of H and He from

the protoplanetary disk and gas giants keep this primary atmosphere. If a planet

is too small, however, its gravity will not be able to maintain molecules as small as

H and He, so the primary atmosphere will be lost to space due to the radiation and

wind from the host star. In many cases a new, secondary atmosphere will build up

on the planet as heavier gasses such as H2O, CO2, and N2 are released from the

planetary mantle, as is the case for most of the terrestrial Solar System planets.

The final composition of the atmosphere will depend on the local composition

of the protoplanetary disk for gas giants, the composition and redox state of the

mantle for terrestrial planets (Deng et al., 2020; Ortenzi et al., 2020), and on the

physical and chemical processes of the atmosphere.

Even through observations rarely allow us to look deeper than the upper part

of the atmosphere, they can still give us an insight into key information such as

the current climate and energy balance, and the planet formation and evolution

paths. Since a potential biosphere on the planet would most likely reside in its

atmosphere, understanding the atmosphere is also crucial to evaluate a planets

habitability and search for biosignatures.
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Figure 1.2: Illustration of a planet
transiting its host star. On the left:
Planet is passing in front of the star
as observed from Earth (transit, pri-
mary eclipse). Light from the host
star passes through the atmosphere
of the planet. On the right: Planet is
passing behind the star (secondary
eclipse). Light from the host star is
reflected from the atmosphere, and
can be observed with the thermal
emission from the planet. Made by
author.

1.2.1 Atmosphere observations

Many atmospheres in the Solar System have been studied extensively either us-

ing telescopes or through direct measurements by space crafts. Exoplanet atmo-

spheres are naturally more difficult to observe, and in many cases like the planets

themselves, the atmospheres must be observed indirectly.

One of the main observation techniques for exoplanet atmospheres is trans-

mission spectroscopy. Transmission spectroscopy is based on the transit method

and uses the idea that the transit depth is wavelength dependent. By observing

the planet as it passes in front of the star, we will see the light that passes through

the atmosphere around the edge of the planet (see Fig. 1.2, left). Depending

on which wavelength the planet is observed in, the atmosphere will be more or

less opaque, and it will therefore appear smaller or larger. This is due to the

fact that different atoms and molecules absorb light at different wavelengths, and

the opacity of the atmosphere will therefore depend on its chemical composition.

By observing a transit at a range of different wavelengths we can hereby create

a transmission spectrum that will show absorption features for the atmospheric

species. Since the atmosphere we observe is the edge of the planet disk, transmis-

sion spectroscopy will give us information about the so-called terminator regions,

that make up the transition from the day side to the night side. For tidally locked

planets these regions might be very different from the day- and night side, while

for freely rotating planets such as the ones in the Solar System, the terminator

regions can be representative for the entire planet.
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A different approach is to observe the emitted and reflected light from a

planet. This can be done when the planet is close to its second eclipse and moves

behind the star (see Fig. 1.2, right). At this point we can observe the light that is

emitted from the day side of the planet, as well as the radiation from the host star

that is reflected from the planet. Since the radiation from the planet is observed

together with the radiation from the host star, we need to compare the flux from

the system during and just before the secondary eclipse to distinguish the contri-

bution from the star and the planet. Since the light from the star will always be

reflected from the day side of the planet and this side usually also has stronger

emission these observations give us information about the day side of the planet.

Together, the transmission spectroscopy and emission/reflection observations

can give us an insight into the composition of the atmosphere at different depths,

its effective temperature and temperature profile, the albedo, and potential global

variations. In order to interpret the observation, however, we need a thorough

understanding of atmospheric structures and chemistry - an understanding we

largely get through atmosphere modelling.

1.2.2 Atmosphere models

Atmosphere models reproduce the evolution or final state of an atmosphere based

on numerical calculations of the known physical and chemical processes taking

place. This is usually done by solving sets of ordinary and partial differential

equations iteratively until the model has converged to describe a steady state so-

lution for the atmosphere.

By modelling the physics and chemistry of the atmosphere we can reproduce the

spectra of the modelled planet and compare it to actual observations (e.g. Mol-

lière et al. (2019)). This not only gives us insight into the atmospheric processes,

but also helps us analyze our observed spectra and interpret what they can tell us

about the planet we are observing.

Atmosphere modelling is a constant compromise between accuracy and com-

putational efficiency, and as such the strength and limitations of a model often lies

in the approximations used during the computations.

One of the defining qualities of an atmosphere model is the number of dimen-

sions it covers. Atmosphere models generally divide the atmospheres into units

or boxes, in which the conditions are assumed to be homogeneous. These boxes
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1.2. Exoplanet atmospheres

are either assumed to be isolated, or they can exchange gas, particles, or energy

with the surroundings. The dimensions of the model are increased by stacking the

units in one, two, or three directions.

1D models usually divide the atmosphere into units or layers stacked vertically

through the atmospheric column. 1D models are especially suited to look at the

effect of radiation at the top of the atmosphere through radiative transfer, ion-

ization, or photochemistry, as well as the effect of surface interactions such as

outgassing (e.g. Kasting et al. (1993); Kopparapu et al. (2013); Gustafsson et al.

(2008)). These models also allow for the study of complex chemistry and they

are often used for disequilibrium chemistry and cloud formation (e.g. Rimmer

& Helling (2016a); Rimmer & Rugheimer (2019); Helling (2022); Samra et al.

(2023)).

3D models, or general circulation models (GCMs), divide the atmosphere into a

global grid based on longitude, latitude, and altitude. GCMs are especially suited

to look at global dynamics and climate, as well as global variations in tempera-

tures, winds, and chemistry (e.g. Schneider et al. (2022b); Carone et al. (2020);

Mayne et al. (2014); Showman et al. (2009) or further examples in e.g. Wolf

et al. (2019)). For planets with significant global variation, such as tidally locked

planets GCMs can reproduce the day/night side differences as well as the trans-

port between them. While GCMs are more accurate for modelling the planet as a

whole, they are also very computationally heavy, and often better suited for mod-

elling short-term processes than long-term evolution. GCMs are rarely used with

complex processes such as disequilibrium chemistry and cloud formation (this is

discussed further in Chapter 4 over Kiefer et al. (submitted 2024)).

Many physical processes of the atmosphere are driven by the effect of stellar

radiation and transfer of energy. These processes are accounted for through the

absorption, scattering, and emission of radiation, surface fluxes, radiative transfer

and convection. In some cases complex processes like condensation, cloud forma-

tion, and lightning are also included. By simulating the physical processes we gain

an insight into e.g. the temperature profiles and dynamics of the atmosphere.

The atmospheric chemistry is mainly driven by the temperature, pressure, and

external radiation. The chemical composition can be modelled from an initial el-

ement composition either assuming equilibrium or disequilibrium chemistry. As-

suming equilibrium is the least computationally heavy and can give a first approx-

imation of the gas composition of the atmosphere based on the minimization of

Gibbs Free energy (e.g. Woitke et al. (2018)). In most cases it will be more ac-
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curate to assume the atmosphere to be in chemical disequilibrium, in which case

and the chemical composition can be computed by running a chemical kinetics

network (e.g. Rimmer & Helling (2016a); Tsai et al. (2017); Lee et al. (2023)).

The network contains a list of chemical reactions with their respective reaction

rates, and the final composition is found by running these reactions iteratively

and following the evolution. Calculating the disequilibrium chemistry allows us

to include processes such as photochemistry and ionization due to external radi-

ation, or outgassing from the surface.

1.2.3 Cloud formation

One of the great advancement in exoplanet atmosphere research in recent years,

is the recognition of the critical role cloud formation plays in the energy balance

and chemistry of atmospheres. Exoplanets, as well as many Solar System ob-

jects, display a wide variety of cloud particles that differ greatly from the cloud

formation observed on Earth. In addition to the various water, ammonia, and

condensed hydrocarbon clouds, that are among the many cloud types observed

in the atmospheres of Solar System objects (e.g. Baines et al. (2009); Brooke

et al. (1998); Brown et al. (2002); Gao et al. (2021); Ohno et al. (2021); Rages

& Pollack (1992); Romani & Atreya (1988); Sagan et al. (1992); Sromovsky et al.

(2011); Wong et al. (2017)), studies predict a wide range of mineral clouds in

warmer exoplanet atmospheres (e.g. Gao et al. (2021); Helling (2020, 2022);

Marley et al. (1999); Seager & Sasselov (2000)), which is believed to greatly in-

fluence our observations of these planets (Gao et al., 2021; Helling, 2022).

Cloud particles are formed through the condensation of supersaturated gas

onto a seed particle also known as a cloud condensation nuclei (CCN). On ter-

restrial planets, such as Earth, CCNs can been ejected directly from the surface

through e.g. sandstorms, volcanic eruptions, or as spray from surface oceans

Helling (2019). Alternatively CNN can be formed directly from the gas phase

through nucleation, which makes up for „ 45 % of CNN on Earth (Merikanto

et al., 2009), and is the sole source of CNN for gas giants. Nucleation describes the

gas-to-particle transition where gas molecules form clusters that grow to become

solid particles. Studies have found that nucleation can take place for a number

of species such as H2SO4 (Svensmark et al., 2013), titanium oxides such as TiO2

(e.g. Sindel et al. (2022)), silicon oxides such as SiO (Bromley et al., 2016), vana-

dium oxides (Lecoq-Molinos et al., 2024), and a number of other metal oxides (see

reviews in Sindel et al. (2022); Lecoq-Molinos et al. (2024)).
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1.3 Exoplanet environments

The exoplanets and their systems are not the only factors that differ from the Solar

System, also the radiative environments surrounding the planets differ. The ra-

diative environment of a planet is primarily determined by two factors: radiation

from the host star and external radiation from outside the system. In this section

I will describe these two factors, especially focusing on high-energy radiation; the

topic of this thesis.

1.3.1 Host stars

A planetary system is born when a molecular cloud collapses due to gravity to

form a protoplanetary disk. As gas and dust accretes onto the center of the disk

a protostar is formed, while smaller perturbations further out in the disk initiate

the formation of the planets.

At some point the protostar can accrete enough material that the gravitational

pressure heats up the core to temperatures of 107 K. At these temperature, fusion

of H to 2H and He can begin, and the newly formed star enters the main-sequence

where it will spend most of its lifetime, until the core runs out of H and the star

will enter the final stages of its evolution.

Main sequence stars are distributed into seven categories depending on their

mass, temperatures and spectral features. These categories are shown in Fig. 1.3.

As can be seen from Fig. 1.3 the effective temperatures of main sequence

stars vary from 2000 K for the red dwarf stars to „ 60,000 K for the hot O-type

stars. The temperature is determined by the amount of energy produced in the

core, and since a higher mass leads to a higher internal pressure which in turn

increases the fusion processes, we get a correlation between the stellar mass and

temperature. The temperature of the star is directly reflected in its electromag-

netic radiation thereby its color. The majority of a stars electromagnetic radiation

is emitted from the stellar photosphere (see Fig. 1.4) that has been heated to

the effective temperature. This radiation can be described as a blackbody that

is characterized by a temperature-dependent energy distribution. As the energy

distribution is shifted towards shorter wavelengths for higher temperatures, we

see a shift towards blue for the hot, high-mass stars, while the cool low-mass stars

(the M-dwarfs or red dwarfs) are red.
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M-dwarf
T = 2000 K - 3500 K 
M < 0.6 M⊙

Cool, low-mass stars 
with high activity.
∼ 76 % of all MS stars

 

tMS ≈ 1011 yr

K-dwarf
T = 3500 K - 5000 K 
M ≈ 0.6 - 0.9 M⊙

Medium-small stars  
with magnetic activity.
∼ 12 % of all MS stars

 

tMS ≈ 0.5 · 1011 yr

G-type
T = 5000 K - 6000 K 
M ≈ 0.9 - 1.1 M⊙

Solar-like stars. 
Medium size, active.
∼ 8 % of all MS stars

 

tMS ≈ 1010 yr

F-type
T = 6000 K - 7500 K 
M ≈ 1.1 - 1.6 M⊙

Medium size stars 
with low activity.
∼ 3 % of all MS stars

 

tMS ≈ 0.5 · 1010 yr

A-type
T = 7500 K - 10,000 K 
M ≈ 1.6 - 3.0 M⊙

High-mass stars with no 
magnatic activity.
∼ 0.6 % of all MS stars

 

tMS ≈ 109 yr

B-type
T = 10,000 K - 30,000 K 
M ≈ 3.0 - 18 M⊙

High-mass stars with no 
magnatic activity.
∼ 0.13 % of all MS stars

 

tMS ≈ 108 yr

O-type
T = 30,000 K - 60,000 K 
M > 18 M⊙

Hot, massive stars with 
strong stellar winds.
< 0.01 % of all MS stars

by Nanna Bach-Møller

 

tMS ≈ 107 yr

Figure 1.3: Types of main sequence stars, listed with their respective effective tempera-
tures, radii, and life-time on the main sequence (tMS). Illustration by author.
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Convective zones and stellar activity

The mass is also the determining factor for the inner structure of the star, includ-

ing the convective zones. The energy produced through fusion in the stellar core

is transported through the envelope of the star until it reaches the surface and

is released as radiation. Depending on the conditions, this energy transport hap-

pens primarily through either radiation or convection. Convection occurs in con-

ditions where a parcel of gas moving up through the medium will continue to do

so because the cooling of the parcel is slower than the cooling of the surrounding

medium. These conditions are usually met in cooler and denser environments, or

in environments with steep temperature gradients. In environments with smaller

temperature gradients, such as many hotter stars, the energy transport will hap-

pen primarily through radiation.

In low-mass stars, the envelope surrounding the core have such low temper-

atures and high densities that the opacity becomes too high for the gas to be

radiatively dominated. This means that the energy produced through fusion in

the core cannot be transported through radiation alone, and convection will oc-

cur (reviewed by Maciel (2016)). For the smallest stars with M ă 0.2 Md, the

temperatures are low enough for this convective layer to reach all the way to the

center of the star. For slightly larger stars, like the Sun, with M ď 1 Md the region

around the core is hot enough to be radiative, but further out the temperatures

cool enough for neutral H to be present which significantly increases the opacity,

forming a deep convective envelope.

For more massive stars with M ą 1 Md the temperatures are high enough for H

to be ionized and the envelope of the star remains radiative. At approximately

the same mass threshold (M ą 1 Md) the core becomes hot enough for the fu-

sion of H to happen through the carbon-nitrogen-oxygen (CNO) cycle rather than

the proton-proton (p-p) chain. In contrast to the p-p chain, the CNO is highly

temperature-dependent and a steep temperature gradient is formed in the core,

which causes the core to become convective. The size of this inner convective core

will increase with the mass of the star, and for the stars of 20 Md the convective

core can make up to 50% of the stellar mass.

Stellar convection can have an immense impact on exoplanet companions and

on the system as a whole, through the formation of stellar magnetic fields. Studies

have found that stellar magnetic fields are generated through turbulence in the

outer convective zones of lower mass stars (reviewed by e.g. Berdyugina (2005)).
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Flare

Stellar wind

Coronal mass 
ejection Core

Radiative zone

Convective zone

Photosphere

Corona

by Nanna Bach-Møller

Figure 1.4: Illustration of internal structure and magnetic activity of M-dwarf star. Made
by author.

Combining these magnetic fields with differential rotation causes the stars to be-

come magnetically active, and leads to phenomenons such as stellar flares and

coronal mass ejections (CMEs). Both flares and CMEs are eruptions in the stel-

lar due to a build up of magnetic energy as magnetic fields explosively realign

Reames (2020). In the case of flares, this heats up the corona, chromosphere, and

photosphere to ą 107 K, releasing a flash of radiation. In the case of CMEs the

eruption of magnetic energy ejects large filaments of plasma from the corona and

release them into space. In both cases this will lead to the release of high-energy

radiation in the form of energetic particles (as will be described later) and photons

in the XUV and X-ray regime emitted by the heated gas.

The correlation between rotation and magnetic activity was first suggested by

Skumanich (1972) and has since been observed by numerous studies where the

highest activities have been found for cool stars with rapid rotations (reviewed by

Berdyugina (2005)). Among young stars we generally see higher rotation rates

for high-mass compared to low-mass stars, but since the rotational damping is

mass dependent, M- and K-dwarfs maintain their rotation for much longer than

the massive stars (see review on stellar rotational evolution in (Bouvier et al.,

2014)). Since both the existence of an outer convective zone and the long term

rotation rate is mass dependent, the magnetic activity is also highly dependent

on mass, with smaller stars generally having higher activities (e.g. Johnstone

(2016); Berdyugina (2005); Astudillo-Defru et al. (2017)). The magnetic activity

of younger stars is also generally higher due to their higher rotation rates.
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Stellar models of intermediate-mass stars (F5- to B5-type stars) have found

that the depth of the outer convective zone decreases with increasing effect tem-

peratures, until it completely disappears at Te f f « 8500 K (the temperature of

A-type stars) (e.g. Bohn (1984); Christensen-Dalsgaard & Aguirre (2018); Kupka

& Montgomery (2002). This trend is supported by observations showing that very

few massive stars are X-ray sources, indicating that these do not have flares and

CMEs (as reviewed by Fossati et al. (2018) and Kowalski (2024)). Few signs of

magnetic activity have been recorded for massive stars (F-B), and in these cases

the activity is hypothesized to originate from a temporary "magnetic rejuvenation"

caused by e.g. the star swallowing a planet or brown-dwarf companion, or the star

passing through the Hertzsprung Gap as it leaves the main sequence (reviewed by

Kowalski (2024)).

Electromagnetic radiation

As explained previously, the majority of the electromagnetic radiation observed

from stars originates from the heated photosphere and can be described by a

blackbody spectrum. This radiation is mainly dominating in the infrared, visible,

and ultraviolet wavelength ranges. The far ultraviolet (FUV), extreme ultraviolet

(XUV), and X-ray are dominated by radiation from the corona (see Fig. 1.4 and

the chromosphere (thin layer between photosphere and corona). While the heat-

ing of the photosphere is directly related to the temperature, and thereby mass, of

the star, the heating of the chromosphere and corona is less understood, but it has

been found to be related to the magnetic field (reviewed in Johnstone (2016)).

While hot massive stars are strong sources in the longer wavelengths most of

them are generally weak in the short wavelengths due to their lack of magnetic ac-

tivity. The exception from this is the OB-type stars (O-stars and the most massive

B-stars) that have long been known to emit X-ray radiation Seward et al. (1979);

Harnden et al. (1979). The X-ray survey ROSAT All Sky Survey discovered a large

number of OB-stars, marking these as X-ray sources, and X-ray emission is now

believed to be an integral part of the stellar winds of OB-stars (see review in Os-

kinova et al. (2006)). Due to their extreme luminosity, stars with masses of ą Md

have strong radiatively-driven stellar winds Oskinova (2016) and perturbations

in these hot stellar winds lead to the release of X-ray radiation independent of

magnetic activity.
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Stellar energetic particles

In addition to high-energy photons, magnetic activity also leads to the release of

energetic particles. Stellar energetic particles (SEP), also known as stellar cos-

mic rays, are high-energy particles such as protons, electrons and heavier ions

that have been accelerated from the surface of the star and are transported along

the magnetic field lines into the surrounding system (Wild et al., 1963; Reames,

2013; Rodgers-Lee et al., 2020). SEP events can be divided into two categories de-

pending on the process that accelerates the particles: 1) The gradual SEP events

are caused by CMEs, where particles are accelerated by the shock front caused

as plasma is ejected from the stellar corona (Zank et al., 2000; Li et al., 2012).

Gradual SEP events release particles with energies of ą1 GeV for a duration of ą

1 day and in the solar system they account for the majority of SEPs reaching Earth

(e.g. Rodgers-Lee et al. (2021a)). 2) The impulsive SEP events are associated

with stellar flares, where particles are believed to be accelerated in the region

where magnetic re-connection takes place (e.g. Firoz et al. (2022)). Impulsive

SEP events release particles with energies of „10 MeV (Kallenrode, 2003) for a

duration of minutes to hours (e.g. Firoz et al. (2022); Doyle et al. (2018); Reep &

Knizhnik (2019)) and while they result in lower particle fluxes than the gradual

events, they are much more frequent.

The magnetic field events releasing SEP are some of the same events that heat

up the corona to release X-ray, and SEP events have been found to correlate with

X-ray flares. Herbst et al. (2019a) has studied this correlation for G-, K-, and M-

dwarf stars and derived a peak size distribution that allows us to estimate SEP

proton fluxes based on X-ray flare intensities. This will be further explored in

Chapter 3.

Both the electromagnetic radiation, the stellar energetic particles, and the

background stellar winds of the host star can significantly impact the atmospheres

of surrounding exoplanets through photochemical reactions and inization. We

will explore this impact in Sec. 1.4, but first we will look at our last source of

high-energy radiation, the galactic cosmic rays, as well as how the exoplanet at-

mospheres are structured, modelled, and observed.
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1.3. Exoplanet environments

1.3.2 Galactic environment

The host stars are not the only source of high energy radiation, exoplanets are also

irradiated by galactic cosmic rays (GCR) from outside the system. GCR are par-

ticles such as protons and He that have been accelerated through diffusive shock

acceleration at supernova remnants (reviewed by Jasinski et al. (2020)). This ac-

celeration brings the particles to energies of 1 to „ 108 MeV (Patrignani et al.,

2016; Bazilevskaya et al., 2008) and releases them into the interstellar medium

(ISM). In addition to this, GCR of even higher energies are entering from out-

side the galaxy and observations of GCR in the Solar System indicate that their

kinetic energy spectrum extends up to „ 1014 MeV Armillotta et al. (2022). It

has been found the GCR in the solar system neighborhood form a homogeneous

background or "sea" of GCR, and it is believed that this homogeneous GCR sea is

the same throughout the entire outer galactic disk Strong et al. (2007) at galacto-

centric distances of ą 8 kpc. This is due to the fact that the lifetime of the GCR ac-

celerators is generally shorter than the GCR retention time in the ISM (Aharonian

et al., 2020). The spectrum of this GCR sea is described by the Local Interstellar

Spectrum (LIS) around the Solar System and has been measured by Voyager 1

and 2 (Cummings et al., 2016) as this mission left our heliosphere. The GCR flux

spectrum for LIS can be seen in Fig. 1.5. In this comprehensive homogeneous

sea the GCR density might vary on smaller scales, e.g. in close proximity to ac-

celeration regions or giant molecular clouds (reviewed in Jasinski et al. (2020)),

where especially the lower energy particles of ă 104 MeV are affected. Within the

galactocentric distances of 8 kpc (approximately corresponding to the Solar Sys-

tems location), the GCR density increases as the density of star forming regions

and thereby accelerators increase (Guo & Yuan, 2018; Acero et al., 2016).

The amount of GCR reaching a planet is only partly decided by the GCR den-

sity of the galactic environment. The rest is determined by the modulation of

the GCR through the astrosphere and magnetic field of the planet. The astro-

sphere (or heliosphere for the sun) is a "bubble" created by the stellar wind that

encompasses the system and makes up the distinction between the system and

the surrounding ISM. Magnetic fields from the star are transported with the stel-

lar winds creating a magnetic field for the astrosphere itself (Herbst et al., 2022;

Alfvén, 1942). As GCR encounter the astrosphere it is modulated through pro-

cesses such as diffusion, convection, and adiabatic deceleration Ferreira & Potgi-

eter (2004). This modulation breaks the GCR, thereby shielding the inner system
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Figure 1.5: GCR proton fluxes at different locations. LIS: Local Interstellar Spectrum. SS:
Flux at 1 AU in the Solar System. M-dwarf: Flux at 0.1 AU after modulation by the M-dwarf
GJ411 Mesquita et al. (2021b). ISM low/high dens.: Flux at 1 AU after modulation my the
solar system heliosphere that has extended into or been compressed by a different density
ISM. The profiles for LIS, SS, and ISM low/high dens. are all obtained from Jasinski et al.
(2020).

and the planets in it from the GCR irradiation. Since stronger stellar activity leads

to stronger stellar winds (Vidotto et al., 2014), active low-mass stars will shield

their system more from incoming GCR than the more massive inactive stars, and

so does the strong winds of the OB-stars. The modulation of GCR through astro-

spheres has been extensively studied both for the evolving sun (e.g. Rodgers-Lee

et al. (2020, 2021a); Svensmark (2006); Parker (1965); Jokipii (1971); Potgi-

eter (2013), Sun-like stars Rodgers-Lee et al. (2021a,b), M-dwarfs (e.g. Herbst

et al. (2020); Mesquita et al. (2021a,b); Sadovski et al. (2018)), and O-type stars

(Sadovski et al., 2018; Scherer et al., 2015), and all find that stellar winds can

significantly modulate GCR in all cases with especially the low-energy GCR being

affected by this modulation. We will therefore generally see a lower influx of GCR

in systems with magnetically active stars such as young stars and low-mass stars.

When Herbst et al. (2020) modelled the modulation of GCR through M-dwarf

systems a using 3D magnetohydrodynamic-based model they found that even for

active systems, the GCR influx could be substantial, and they stress that the im-

pact of GCR on exoplanets should not be neglected in the context of habitability.

The GCR spectra for the Solar System at 1 AU Jasinski et al. (2020) and for the

M-dwarf star GJ411 at 0.1 AU can be seen in Fig. 1.5.
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1.3. Exoplanet environments

The astrosphere is not only dependent on the activity of the host star, but also

on the galactic environment. The size and shape of the astrosphere depends on

the pressure balance between the stellar wind and the gas in the surrounding ISM.

As mentioned earlier, the Solar System is located in the low-density "Local Inter-

stellar Cloud", and if it was moved to a more high-density medium the heliosphere

would be compressed, leading to less modulation of the GCR that would reach the

planets. The effect of the ISM on GCR modulation has been studied by Jasinski

et al. (2020). They look at the Solar System and two M-dwarf systems (Kepler-20

and Kepler-88), and model their GCR modulation in two galactic environments:

a partially ionized warm ISM, and a dense gas similar to what 23 Ori resides in.

They find that these differences in the ISM can change the size of the heliosphere

from 26 AU to 402 AU, and that it can lead to differences in the GCR densities both

for the Solar System and M-dwarf systems of ą 2 orders of magnitude for GCR

with energies of 10-100 MeV, and an order of magnitude for energies of 103 MeV.

The GCR proton fluxes for the extended and contracted hemispheres are seen in

Fig. 1.5.

A series of studies (Rodgers-Lee et al., 2020, 2021b,a; Mesquita et al., 2021a,b;

Rodgers-Lee et al., 2023) has looked at the effect of SEP and GCR in planetary sys-

tems, how they are modulated through the astrosphere, and how they change over

time. Rodgers-Lee et al. (2020) studied the GCR intensity of the evolving Earth us-

ing a 1D GCR transport model, and confirmed a lower intensity of GCR in systems

with younger stars with higher rotation rates. Rodgers-Lee et al. (2021a) com-

pared the influx of SEP and GCR for exoplanets around Sun-like stars during the

stellar evolution. They found that despite the decrease in stellar activity over time,

SEP energies remained dominant over GCR energies. Looking at other nearby sys-

tems around solar-type stars Rodgers-Lee et al. (2021b) find that they have similar

or lower GCR fluxes in the habitable zone compared to the solar system, indicat-

ing that this might be a general trend in solar-like astrospheres. Mesquita et al.

(2021a,b) model the propagation of GCR through the astrospheres of M-dwarfs

and find that the low-energy GCR fluxes in the habitable zone of these systems

are generally significantly lower than for the Solar System while the high-energy

GCR fluxes are more comparable. Rodgers-Lee et al. (2023) modelled the ener-

getic particle transport through the system of the M-dwarf star, GJ 436. They find

that at the distances of 0.01 - 0.2 AU (where the planet GJ 436 b is located) SEP

dominates the ionization in the atmosphere and peaks at „ 10´3 bar while GCR

dominates locally in the lower atmosphere (ă 102 bar). Further out in the sys-

19



1. Introduction

100 101 102 103 104 105

Ionization rate [cm 3s 1]

0

20

40

60

80

100

120

140
A
lt
it
u
d
e
 [

km
]

XUV
SEP
GCR

Figure 1.6: Ionization rates for XUV radiation, stellar energetic particles (SEP) and galactic
cosmic rays (GCR) in Earth’s atmosphere. Figure is modified from Mironova et al. (2015)
and Baker et al. (2012)

tem, at 10 AU they find that the overall ionization from GCR equals that of SEP,

indicating that the planets location in the system will affect its influx of energetic

particles. Since exoplanets have been found in such a variety of environments,

around all types of host stars and in many different parts of the galaxy, it is im-

portant for us to understand how these environments might affect them.

1.4 Effect of high-energy radiation on planetary at-

mospheres

High-energy particles have long been known to have a significant impact on Earth’s

atmosphere, where they affect e.g. the atmospheric chemistry, temperature, dy-

namics, cloud formation, and global electric circuit (see review in Mironova et al.

(2015)). High-energy radiation is highly ionizing and different types of radiation

dominate the ionization at different layers in the atmospheric column. Fig. 1.6

shows the ionization rates for XUV radiation, SEP, and GCR in Earth’s atmosphere

(the figure is adapted from Mironova et al. (2015)).

XUV radiation

As the figure shows, XUV radiation is the dominating ionization source in the

upper atmosphere. While radiation at longer wavelengths, such as infrared and
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1.4. Effect of high-energy radiation on planetary atmospheres

visible, are the primary heat source in the deeper layers of the atmosphere, the

shorter wavelengths of XUV radiation are absorbed in the upper atmosphere where

they drive e.g. photochemical reactions and mass loss (e.g. Linsky (2014)). On

Earth, XUV radiation is known to significantly affect the chemical composition of

the atmosphere, and models predict a similar effect on exoplanets. XUV radiation

at wavelengths below ą 310 nm (and especially below ą 170 nm) cause photo-

dissociation of molecules such as H2O, CO2, and CH4. These are all abundant

and important molecules in the atmosphere, and their dissociation can lead to an

increase in O (Linsky et al., 2014) and the highly reactive radical OH. Affecting

these molecules can therefore have comprehensive effects on the chemistry of the

atmosphere.

During the Early Release Science Program for the James Webb Space Telescope

(JWST) (Stevenson et al., 2016; Bean et al., 2018), the hot-Jupiter WASP-39b was

observed. The transmission spectrum of WASP-39b shows a clear absorption fea-

ture indicating the pretense of SO2; an observation that could now be explained

by atmospheric radiative–convective–thermochemical equilibrium models (Rus-

tamkulov et al., 2023; Alderson et al., 2023). A follow-up investigation by Tsai

et al. (2023) did a detailed study of the photochemistry of WASP-39b and found

that the presence of SO2 could be explained by photochemical reactions, and con-

cluded that the sensitivity of SO2 might make it suitable as a tracer of atmospheric

properties. These studies underline the importance of XUV radiation and photo-

chemistry in interpreting our observations.

One way to look at the effect of of XUV radiation on atmospheric chemistry is

by producing grids of models over different host stellar types. Using a 1D model

for thermal structures and photochemistry, Miguel & Kaltenegger (2013) modelled

the disequilibrium chemistry of planets orbiting M, K, G, and F stars. They found

that especially CH4 and H2O were sensitive to UV flux, and that H2 was displaced

with H as the most abundant gas species in the upper atmosphere for planets

with high UV flux. A similar study was done by Baeyens et al. (2021, 2022), who

combined a 3D GCM model with a pseudo-2D chemical kinetics code to build a

grid of models for different effective temperatures (from 400 K to 2600 K) and

different host stars of the types M, K, G, and F. Baeyens et al. (2022) found that

photochemistry can significantly change the atmospheric composition and lead to

the formation of important haze precursors such as HCN and C2H2. They note that

the chemistry can be affected all the way down to pressures of several bar, and that
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the products of photochemistry can be transported from the day side to the night

side of tidally locked planets. Helling et al. (2023) build upon the grid by Baeyens

et al. (2021) by combining profiles from their 3D GCM models with a kinetic cloud

model to study the nucleation and evolution of cloud particles. They found that

planets around K-dwarf hosts are generally faster rotators compared to planets

around G-type stars, and that this rotation leads to larger cloud inhomogeneities.

A study by Shulyak et al. (2020) looks at disequilibrium chemistry of a hot-Jupiter

orbiting K, G, F, and A stars and find large changes in the mixing ratios of most

chemical species orbiting the A-type host. They argue that these changes are due

to the increased photochemistry induced by the strong XUV spectrum of A-stars.

High-energy radiation from the star can also lead to atmosphere loss, either

due to an XUV driven expansion and heating of the thermosphere, due to photo-

dissociation and subsequent H escape, or due to ionization and heating by the

stellar wind (reviewed by e.g. Johnstone (2016)).

Stellar energetic particles

Deeper in Earth’s atmosphere, below 100 km, SEP becomes the dominating source

of ionization, (Fig. 1.6). As opposed to XUV radiation and GCR, SEP events are

temporary and the SEP spectrum vary a lot: the range of SEP energies covers

four orders of magnitude while the intensities covers eight orders of magnitude

(Mironova et al., 2015). On Earth, SEP are known to increase the concentrations

of NOx in the upper atmosphere, that destroys O3 as it is transported down to the

ozone layer (Brasseur & Solomon, 2005). Studies have predicted that SEPs can

also observably alter the climate and chemical composition of exoplanet atmo-

spheres (e.g. Airapetian et al. (2020); Barth et al. (2021); Chadney et al. (2017);

Venot et al. (2016); Herbst et al. (2023, 2019b)), and destroy potential ozone

layers in Earth-like atmospheres (Segura et al., 2010). A study by Herbst et al.

(2023) looked at the impact of SEP on planets in the M-dwarf system TRAPPIST-

1. They found that strong SEP events could drastically increase the atmospheric

ionization and cause substantial changes in the ion chemistry. When creating a

synthetic spectrum for TRAPPIST-1e they found that SEP reduce the features for

H2O, CH4, and O3. Due to the importance of these molecules in biological pro-

cesses, they stress that it is essential to include high-energy particles in atmosphere

models to correctly asses biosignatures.

22



1.4. Effect of high-energy radiation on planetary atmospheres

Galactic cosmic rays

At the lowest layers of Earth’s atmosphere GCR dominates the ionization (Fig.

1.6). While the influx of GCR into the atmosphere is much lower than that of SEP,

the energies of the particles are extremely high (up to 107 MeV compared to the

„104 MeV for SEP). When high-energy GCR enter into the atmosphere and collide

with a nucleus of one of the gas atoms, it initiates a nuclear-electromagnetic-

muon cascade (Mironova et al., 2015), that will propagate down the atmospheric

column, and gradually increase the ionization, until it reaches a maximum in the

lower atmosphere. A study by Rimmer & Helling (2013) on giant exoplanets and

brown dwarfs found that the GCR ionization can extend all the way up to pressures

of 10´4 bar, and that GCR can increase the ionization by more than three orders

of magnitude in some parts of the atmosphere, indicating that GCR might play a

significantly larger role for some exoplanets.

On Earth the GCR irradiation follows the solar activity cycle (Maurchev et al.,

2024) as well as greater variations due to our location in the galaxy (Svensmark

et al., 2021). Since low-energy GCR is modulated more by the stellar wind, the

low-energy part of the GCR spectrum (10-500 MeV) varies significantly with the

solar activity on tome scales from days to 106 yr, while the high-energy part (ą

500 MeV) varies on geological time scales (Svensmark et al., 2021). It should,

however be noted that while the modulation of the solar wind is stronger for the

low-energy GCR, it can effect GCR up to 104 MeV (Patrignani et al., 2016).

Habitability and cloud formation

Due to the long life-span of the low-mass stars, these stars make up the vast major-

ity of all stars in the galaxy („ 96%, see Fig. 1.3). This occurrence rate added to

the long potential life of planets around these stars make them highly interesting

in our search for habitable planets.

As we have seen in this section, high-energy radiation can have a significant

impact on the habitablity of exoplanets, both through the chemistry and climate

of the planets (e.g. Herbst et al. (2023)). This is further studied by Scheucher

et al. (2020) looking at the habitability of Proxima Centauri b. Scheucher et al.

(2020) finds that the breakdown of CH4 by high-energy radiation might prevent

an anti-greenhouseeffect, thereby affecting the energy balance and heating the

planet into temperate climates which increases its habitability.
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A study by Barth et al. (2021) combined climate simulations from 3D GCM

runs with a chemical kinetic network to look at the effect of XUV, SEP, and GCR

on the atmosphere of a hot-Jupiter planet (HD 189733b). They found that all

three types of ionizing radiation led to an increase of key organic molecules such

as HCN, CH2O, and C2H4, thereby potentially making them available for the for-

mation of life.

Ridgway et al. (2023) coupled a 3D GCM to a photochemical kinetics scheme

to study the effect of stellar activity on terrestrial exoplanets. As opposed to the

studies (e.g. Segura et al. (2010)) Ridgway et al. (2023) finds that flares can

increase the amount of ozone in the atmosphere. They also find a significant in-

crease in the levels of potential biosignatures such as N2O, increasing the risk of

false-positive detections. Finally they find that the changes in atmospheric com-

position due to flares might decrease the amount of UV radiation reaching the sur-

face of the planet, thereby shielding potential life on the surface from this harmful

radiation.

A comprehensive 3D modelling of the radiative environment of Proxima Cen-

tauri has been performed by Engelbrecht et al. (2024), where they study the trans-

port of GCR and SEP in the system and their effect on the habitability of an Earth-

like planet in the system. They report unexpectedly large GCR intensities at the

planet orbit, and find that it couples to the stellar rotation rate. They propose

stellar rotation rate as an observable constraint to exoplanetary habitability.

High-energy radiation has long been known to influence cloud formation through

e.g. ion-induced nucleation, where the increase of ions help stabilize and promote

the growth of molecular clusters (e.g. Svensmark et al. (2013, 2020); Wagner

et al. (2017); Lee et al. (2019)). The previous studies of these effects will be

discussed further in Chapter 2.

1.5 Aim of this work

The work presented in this thesis aims to expand on the previous studies described

above and centers around the research question:

How does high-energy radiation affect exoplanet atmospheres?

We have approached this question from two different angles: 1) An experi-

mental approach studying the behavior of mineral cloud particles under gamma

radiation. 2) A modelling approach studying the disequilibrium chemistry in ex-
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oplanet atmospheres under various degrees of XUV, SEP, and GCR.

Chapter 2 presents the experimental study on how high-energy radiation af-

fects the aggregation and charging of mineral cloud particles. In this chapter we

describe our experimental setup centered around an atmosphere chamber con-

nected to a setup for aerosol production and instruments for measuring the size

distribution and charging of the aerosols. The first part of the chapter describes a

series of initial tests run on the setup, while the last part of the chapter describes

the results of a published study on how gamma radiation affects SiO2 particles.

Chapter 3 presents a modelling study on how the radiative environment of

exoplanets affects the disequilibrium chemistry of their atmospheres. In the first

part of the chapter we describe how the atmospheres are modelled using a chemi-

cal kinetics network coupled to a 1D photochemistry and diffusion code, and how

XUV, SEP, and GCR are implemented into the code. In the second part of the chap-

ter we describe the preparation and first results of an ongoing study where a test

atmosphere is modelled for a range of XUV and, SEP, and GCR inputs to simulate

planets in different radiative environments.

Chapter 4 presents a modelling study on how cloud formation can be imple-

mented in GCM models in a post-processed manner using the warm Saturn, HATS-

6b, orbiting an M-dwarf star as a case study. This chapter focuses on the disequi-

librium chemistry of the planet atmosphere including the effect of XUV radiation

and SEP.

Finally, Chapter 5 summarizes the results of the projects, and discusses poten-

tial future work.
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2
High-energy radiation and mineral

cloud particles

- An experimental approach

In this chapter, I present the work done in preparation for the publication

Bach-Møller et al. (2024), titled "Aggregation and charging of mineral cloud par-
ticles under high-energy irradiation". This work utilizes an atmosphere chamber

to investigate the aggregation and charging behaviors of SiO2 particles when ex-

posed to gamma irradiation.

The contributions to the work were as follows:

• I (first author) participated in project planning and instrument setup, con-

ducted most of the experiments, and was primarily responsible for data anal-

ysis and writing the paper.
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• Christiane Helling and Uffe Gråe Jørgensen participated in project planning,

discussions, data analysis, and paper revisions.

• Martin Bødker Enghoff participated in project planning and instrument setup,

conducted some of the experiments, supervised all lab work, contributed to

discussions and data analysis, and provided comments and revisions to the

paper.

This chapter is adapted from the publication but includes a more in-depth de-

scription of the setup and the results of several preliminary tests conducted to val-

idate the setup. The introduction, parts of the methods, main results (Sec. 2.4.2),

discussion, and conclusion are close to their original version from the publication.

2.1 Background and Aim

The effect of cosmic rays on cloud formation has been studied extensively for

Earth’s atmosphere, and it has been found that there is a significant correlation be-

tween the influx of high-energy particles and the degree of cloud formation (Dick-

inson, 1975; Svensmark & Friis-Christensen, 1997; Marsh & Svensmark, 2000;

Svensmark et al., 2021). As high-energy particles reach the atmosphere, they form

so called cosmic ray showers, where the particles interact with the gas and release

of gamma rays resulting in an ionization of the gas. The increased presence of ions

has been found to stabilize and promote the formation and growth of molecular

clusters in Earth’s atmosphere, leading to ion-induced nucleation of cloud parti-

cles (Svensmark et al., 2017; Lee et al., 2019; Wagner et al., 2017). A series of

studies (Svensmark et al., 2013; Enghoff & Svensmark, 2017; Svensmark et al.,

2020) have looked at ion-induced nucleation by imitating high-energy particles

using gamma radiation. Svensmark et al. (2013) found that gamma irradiation

increases the nucleation rate of H2SO4 clusters from the gas-phase, and induces

the nucleated clusters to grow to 50 nm sizes. Using a similar experimental setup,

Enghoff & Svensmark (2017) found that gamma radiation changes the charging

state of the particle population and that particles react differently to gamma ra-

diation depending on their size and polarization. Enghoff & Svensmark (2017)

suggest that different ions participate in the charging of positively and negatively

charged particles, and that the differences in the size and mobility of these ions

affect the charging of the particles by the gamma irradiation.

The effect of high-energy radiation is also known to apply to particles very
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different from the ones participating in Earth-like cloud formation (e.g. metallic

nanoparticles (Abedini et al., 2013)), indicating a relevance to fields other than

cloud formation. One such example is the study of interplanetary dust. Interplan-

etary dust has long played an important role in solar system space mission (Grün

et al., 1992; Jorgensen et al., 2021), and an improved understanding of the effect

of the radiation environment on particles could be highly beneficial for future so-

lar system missions, such as Comet Intercepter (Snodgrass & Jones, 2019), and

for our understanding of dust in planetary systems as a whole.

So far, the effect of high-energy particles on cloud formation has mostly been

studied for the initial molecular nucleation from the gas-phase of volatile species

characteristic to the atmosphere of Earth.

The aim of this study has been to explore the question of how high-energy radi-

ation affects the aggregation and charging of already formed mineral cloud par-

ticles. The mineral cloud particles investigated in this study are SiO2. SiO2 is

known to be relevant both as mineral cloud species on gaseous exoplanets, AGB

Stars and Brown Dwarfs Lee et al. (2016); Helling et al. (2006), and as cloud

condensation nuclei in Earth-like atmospheres.

The experimental setup used in this study is similar to the setups used previ-

ously by Enghoff & Svensmark (2017) and Motzkus et al. (2013), but differs by

allowing the introduction of solid mineral particles into an atmosphere chamber.

In Sec. 2.2 we present the experimental setup focusing on the most important

instruments used in our experiments, and describe the theory behind the mea-

surements and how the results are calculated. Since new additions have been

made to the setup for this study, Sec. 2.3 presents a series of preliminary tests

that have been done, and explain some of the choices that were made for the final

experiments based on these tests. Finally, Sec. 2.4 presents a set of experiments

done on the aggregation and charging of SiO2 particles (d « 50 nm) the majority

of which have been published in (Bach-Møller et al., 2024). In Sec. 2.5 we discuss

and summarize the results.

2.2 Experimental setup and methods

The main purpose of the experiments in this study is to address the question of

how mineral cloud particles are affected by high-energy radiation. To do this we

release mineral particles suspended liquid solution and introduce them into an

atmosphere chamber where they are irradiated with high-energy radiation under
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Figure 2.1: Experimental setup. The process begins with aerosol production (lower left),
continues to the atmosphere chamber (right), and ends with measurements at the SMPS
system (upper left). Arrows mark the airflow through the system.

different conditions. The effect of the high-energy radiation on the particle size

and charging state is measured based on their mobility in a known electric field.

The experimental setup can be separated into three parts: a) The production

of aerosols (bottom left in Fig. 2.1). b) The atmosphere chamber (right in Fig.

2.1). c) The measurements done with a Scanning Mobility Particle Sizer, SMPS

(top left in Fig. 2.1).

Parts of the setup have been used in previous studies to measure the nucleation

of particles from the gas-phase (Svensmark et al., 2013; Enghoff & Svensmark,

2017; Svensmark et al., 2017). In these previous experiments, a mixed gas com-

position of H2O, O3, and SO2 was introduced into the chamber, where it would

nucleate to form H2SO4 particles. The nucleation, growth, and charge of these

newly formed particles was measured by the SMPS system. In this study, we have

altered the setup in order to introduce already formed aerosols into the chamber,

by implementing an atomizer and diffusion dryer to the inflow into the chamber.

Similar instruments are used in other studies (Motzkus et al., 2013; Chien et al.,
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2022; Massoudifarid et al., 2022) to observe e.g. SiO2, NaCl. and the spread of

virus aerosols, but they are new additions to our setup.

2.2.1 Aerosol production

The experiment is started by separating and releasing mineral particles from a

liquid solution, to form non-interacting aerosols in an airflow with as low humidity

as possible.

The mineral particles used in this study come from MSP NanoSilica™Size Stan-

dards. The NanoSilica™Size Standards are aqueous suspensions of amorphous

SiO2 particles with a highly uniform size distribution. In this study we have looked

at two samples of particles with diameters of 20 nm and 50 nm respectively.

The samples are prepared by being lowered into a sonic bath to ensure separa-

tion of the particles in the suspension, before it is diluted in Milli-Q water (water

that has been purified and deionized using a Millipore Milli-Q lab water system).

The particle concentrations in the sample bottles and in the diluted aqueous sus-

pension can be seen in table 2.1.

Sample 20 nm 50 nm

Concentration from producer 4.6 ¨ 1015 ml´1 2.0 ¨ 1011 ml´1

Concentration in atomizer* 1.6 ¨ 1014 ml´1 7.1 ¨ 109 ml´1

Table 2.1: Concentration of SiO2 particles used in experiments. * The concentrations given
here are the standard concentrations of the sample added to the atomizer, and might differ
between experiments.

The particles are released from the aqueous suspension using an atomizer (TSI

3076) as illustrated in Fig. 2.2. In the atomizer the liquid sample is exposed to

a high-velocity jet of compressed air, which converts the liquid into an aerosol

spray where the individual SiO2 particles are moving, well separated, with the

air flow. Larger droplets are removed from the air flow through impact with the

wall opposite the jet, and will be drained as excess water. The atomizer can be

run in two settings: 1) the recirculation mode where the excess water is returned

to the sample bottle, and 2) the non-recirculation mode where the excess water

is drained into a closed reservoir. The first option allows the experiment to run

for a longer period of time compared to the second option by slowing down the

rate at which the sample is used, but it also dilutes the sample partially over time.

We have chosen to use the recirculation mode for this study, due to the extended
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Atomizer
(TSI 3076)

Aerosols out

Excess 
liquid out

Liquid in

Compressed 
air in

Figure 2.2: Illustration of atomizer (TSI 3076) showing the production of aerosols from a
liquid solution using a jet of compressed air TSI Incorporated (2005).

experiment duration and the general recommendation from TSI to use the re-

circulation for water-based solutions (TSI Incorporated, 2005). Using this setup

our experiments can run for approximately five days before the sample runs out,

which allows us to run multiple experiments before having to disturb the setup.

The atomizer is operated using a flow of clean dry nitrogen at a rate of 3 L/min

from a Parker Midigas 6 nitrogen generator with an O2 content of 10 ppm at

maximum. An additional flow of nitrogen of 1 L/min is added to the outflow of

the atomizer.

The outflow from the atomizer has a relative humidity of RH « 100% due to

the liquid solution the particles are suspended in. In order to lower the humidity,

the air flow is passed through a diffusion dryer (TSI 3062), resulting in a humidity

of RH « 60%. The diffusion dryer is designed to remove water from the sample

with a minimal aerosol loss and can be seen illustrated in Fig. 2.3. At the inlet of

the diffusion dryer the air flow passes through a water trap where larger droplets

can be collected and drained. The flow then pass through a desiccant dryer that

consists of two concentric cylinders: an outer acrylic cylinder and an inner wire

screen cylinder with silica gel in-between. By allowing the airflow to pass through

the inner wire screen cylinder while not getting into direct contact with the silica

gel, the water vapour from the flow can diffuse through the wire screen with a

minimal loss of particles.
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Aerosol flow

Excess liquid out

Aerosol flow

Silica gel Inner tube of wire screen

Water trap Desiccant dryer

Figure 2.3: Illustration of atomizer (TSI 3076) showing the production of aerosols from a
liquid solution using a jet of compressed air. TSI Incorporated (2005).

The humidity of the air flows and the effect of the diffusion dryer is tested in

Sec. 2.3.

2.2.2 Atmosphere chamber

After the mineral particles have been released as aerosols and excess water va-

por has been removed, the particles are introduced into an atmosphere chamber

where the aggregation and irradiation of the particles can take place.

The atmosphere chamber is a 2m ˆ 2m ˆ 2m cube made of electro-polished

stainless steel with the exception of one side made of teflon to allow for experi-

ments with UV from external lamps. All experiments in this study are conducted at

approximate room temperature (around 21-23 ˝C) and slightly above atmospheric

pressure (differential pressure of „0.2 mbar to the surroundings) to prevent the

inflow of contaminating air from outside the chamber. In addition to the aerosol

airflow, the pressure in the chamber is maintained by an additional airflow of 12

L/min clean nitrogen. Five UV lamps (253.7 nm) are placed along the teflon side

of the chamber. Two gamma sources (caesium-137 sources with activities of 27

MBq) are located on opposite sides of the chamber. The level of irradiation can be

controlled by varying the shielding of the radiation sources done by sheets of lead

with thicknesses of 0.5, 1, and 2 cm respectively. Varying the shielding results in

ion production rates in the chamber ranging from 16-200 cm´3s´1.

Introducing the particles into the chamber at a steady rate, it takes approxi-

mately 10 hours for the particle number density to reach a plateau, as shown in

Fig. 2.6. All measurements are therefore taken 15 hours or more after initiating
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2. High-energy radiation and mineral cloud particles

the inflow of particles. If there was a change in the irradiation of the chamber, 30

minutes or more were allowed to pass before further measurements were taken,

in order for the ionization to be allowed to take place. Over time some of the

particles will leave the gas phase through collision with the chamber walls, which

is tested in Sec. 2.3.

The relative humidity from the combined air composition in the chamber was

measured to RH « 20%. In order to increase and control the humidity of the

chamber the inflow of air can be connected an external humidifier where temper-

ature controlled water is passed through a GoreTex tube that goes through the air

stream to the chamber.

2.2.3 Scanning Mobility Particle Sizer (SMPS)

Aerosol flow in

Aerosol flow out

Excess air out

Sheath air in

Kr-85 Bipolar Charger

Filtering system

High voltage rod

𝑽ഥ

𝐫𝟏

𝐫𝟐

𝐋

𝐪𝐬𝐡

Figure 2.4: Illustration of Electrostatic Classifier (TSI 3080), with Long DMA (TSI 3081).
Left: Dimensions of the Long DMA with the values used in Eq. 2.3 and 2.4. Right: Red
arrows follow the aerosol flow through the system as it is charged by the bipolar charger,
moves through the electric field of the DMA, and is sorted based on electric mobility.

In order to follow the aggregation and charging of the particles, a Scanning

Mobility Particle Sizer (SMPS) system is connected to the outflow of the chamber.

The SMPS system is designed to measure the electric mobility distribution of the

particles and it consists of two parts: An Electrostatic Classifier (see Fig. 2.4) and

a Condensation Particle Counter (CPC).

The principle behind the SMPS system is the correlation between the size and

charge of particles and their electrical mobility. The electrical mobility (Zp) reflects
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2.2. Experimental setup and methods

the ability of a particle to move through a medium in response to an electric field,

and can be described as:

Zp “
neC

3πµDp
(2.1)

where n is the number of elementary charges on the particle, e is the elementary

charge, C the Cunningham slip correction (that depends on the gas mean free path

which is calculated continuously and Dp), µ the gas viscosity, and Dp the particle

diameter (TSI Incorporated, 2009). For small particles or aggregated clusters the

particle cannot be assumed to be spherical and Dp will be defined as the mobility
diameter rather than the physical diameter.

In order to determine the aggregation of the particles, their size distribution

must be found, and as shown in Eq. 2.1 this can be done based on the charge and

electrical mobility. The SMPS system brings the particles to a known charge dis-

tribution in the electrostatic classifier using a Kr-85 Bipolar Charger (also called

a neutralizer). The bipolar charger ionizes the air and exposes the particles to

high concentrations of bipolar ions. Through collisions with these ions the parti-

cles themselves are brought into a known steady-state bipolar charge distribution,

where a fixed percentage of the particles will carry none, one, or multiple charges.

The bipolar charge distribution has been described by Wiedensohler (1988) and

Fuchs et al. (1965), and can be expressed as follows (equation from TSI Incorpo-

rated (2009)):

f pNq “ 10

„

5
ř

i“0
aipNq

´

log
Dp
nm

¯i
ȷ

(2.2)

Where N is the number of elementary charge units, Dp is the particle diameter,

and ai is a coefficient depending on N .

The charged particles are passed into a Long Differential Mobility Analyzer

(DMA) (TSI 3081), where an electric field allows only particles in a specific elec-

tric mobility range to pass through (see Fig. 2.4). The relationship between the

electrical mobility and the parameters of the DMA has been described by Knutson

& Whitby (1975) as:

Z˚
p “

qsh

2πV̄ L
ln

ˆ

r2

r1

˙

(2.3)

Where Z˚
p is a set mobility, qsh is the sheath flow rate, V̄ is the average voltage

used for the DMA, L is the distance between the exit slit and the aerosol inlet in

the DMA, and r1 and r2 are the inner and out radius of the annular space in the

DMA.
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2. High-energy radiation and mineral cloud particles

Combining Eq. 2.1 and Eq. 2.3, the particle diameter can be related to the

number of charges on the particles, the collector rod voltage, the flow rate of the

classifier, and the geometry of the DMA (TSI Incorporated, 2009):

Dp

C
“

2neV̄ L

3µqshln
´

r2
r1

¯ (2.4)

As can be seen from Eq. 2.4 the mobility diameter of a particle can be found

based on the charge of the particle and the instrumental setup of the classifier.

As the electric field of the DMA is varied the particles are being sorted based on

their mobility, such that the number density of particles within a specific mobility

range can be measured. The final measurement is done by a Condensation Parti-

cle Counter (CPC) (TSI 3775), that functions by growing the particles to sizes that

can be detected through an optical detector. This is done by passing the particles

through a heated saturator with vaporized butanol. The butanol enters into the

aerosol flow, and together they pass into a cooled condenser. Due to the lower

temperatures the butanol becomes supersaturated and condenses onto the parti-

cles growing to larger droplets that pass to a particle counting optical detector.

The instruments are operated under the following conditions: The Electro-

static classifier is operated with a sheath flow (the additional air flow entering the

DMA) of 3 Lmin´1, and the CPC was operated on low-flow mode at 0.3 Lmin´1.

The choice of using a long DMA together with these flow setting allows us to mea-

sure particles within a size range of 13-500 nm. Scan times were chosen for the

SMPS based on the flow rates and desired particle size range in addition to the

CPC response time. The scan up time, which determines the time spent by the

classifier to increase the voltage over the DMA, was set to 180 s, whereas the scan

down time, which determines the time taken by the classifier to return to the ini-

tial voltage, was set to 60 s. This scan time of a total of 240 s is in accordance with

the settings previously used by (Motzkus et al., 2013) to measure SiO2 particles

using a similar setup. The final size distributions are found by averaging over 50

consecutive scans as explained in Sec. 2.2.4.
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Charging state

In order to study the charging of the SiO2 particles the charging state is calculated.

The charging state is a measure of the charge of the particle population in relation

to the steady-state charge distribution implemented by the Kr-85 bipolar charger

(Laakso et al., 2007). This is done by replacing the neutralizing Kr-85 charger

with a non-neutralizing "dummy", that is identical to the charger but with no Kr-85

source (as explained in Enghoff & Svensmark (2017)). While using the "dummy",

the particles will keep the charges they had in the chamber, and the measured

electric mobilities will reflect these charges in addition to the particle sizes. The

charging state is calculated by dividing measurements performed with the dummy

with identical measurements performed with the Kr-85 bipolar charger.

Since the electric field of the DMA will sort for either positively or negatively

charged particles, these will be measured separately in the SMPS system. The

polarity of the particles being measured is decided by changing the power supply

in the classifier, such that a positive power supply will result in the negatively

charged particles being measured, and a negative power supply will result in the

positively charged particles being measured (Enghoff & Svensmark, 2017).

2.2.4 Evaluation of measurements

All results in this study are based on size distribution measurements done with

the SMPS. From these measurements we calculate: average size distributions of

different "experiments", number densities of different aggregates, and charging

states. In this section we will describe these calculations as well as their associated

uncertainties.

Size distribution of experiment:

A single experiment in this study consists of 50 individual size distribution mea-

surements (scans) taken consecutively by the SMPS. Since aerosols generally fol-

low a lognormal size distribution (e.g. Heintzenberg (1994)) the SMPS system

will generally output the sizes on a logarithmic scale (log(DP)) TSI Incorporated

(2012). To allow for more easy visual comparison of plots with different size reso-

lutions, the particle concentrations are therefore given by the SMPS as normalized

concentration (dN/dlogDp), where dN is the particles concentration and Dp is the

midpoint particle diameter for the size-range in which the particles have been
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Figure 2.5: Size distribution of particles in experiment with negatively charged particles.
N1-N4 indicates the aggregate size (monomer to four aggregated particles). Black line
indicates the average and red shading indicates the standard deviation among the 50 mea-
surements constituting this experiment. Shaded areas indicate the FWHM for each peak.

measured as determined by the DMA (see Sec. 2.2.3). The correlation between

the normalized concentration (dN/dlogDp) and actual concentration (dN) can be

described as (TSI Incorporated, 2012)

dN{dlogDp “
dN

logpDupperq ´ logpDlowerq
(2.5)

To get the actual particle concentration from normalized concentration, we

therefore multiply the output of the SMPS by the width of the logarithmic size-

bin.

The final size distribution of each experiment is found as the average of the

50 consecutive measurements. The standard deviation (σ) and standard error of

the mean (σx) are found for each size bin as:

σ “

d

řn
i“1 px i ´ xq2

n ´ 1
(2.6)

σx “
σ

?
n

(2.7)
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where x i are each of the measured particle concentration, x is the average of

the consectutive measurements, and n is the number of measurements.
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Figure 2.6: Number densities of single particles, N1, and each of the aggregates, N2-N4,
over time from the moment the inflow of particles is initiated.

An example of the average size distribution for an experiment is shown in Fig.

2.5 This experiment was done on negatively charged particles from the d « 50

nm sample. The standard deviation among the 50 measurements making up the

experiment is shown in red.

As shown in Fig. 2.5 and explained in Sec. 2.4.2, the size distribution shows

distinct peaks, indicating that the particles cluster to form aggregates of different

sizes. The number of aggregates of each size is found as the sum of measured

particles within the full width half maximum (FWHM) of the peak. Fig. 2.5 shows

the FWHM shaded for the monomers (N1, the d « 50 nm particles) and aggregates

of two, three, and four particles (N2 - N4). The uncertainty of the number density

is found through linear error propagation from the standard deviation of each size

bin in the size distribution of the experiment. Linear error propagation is used for

finding the standard deviation of a function (y) that can be expressed as a linear
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2. High-energy radiation and mineral cloud particles

combination of variables (a, b, c) with each their coefficient (ka, kb, kc):

y “ ka ¨ a ` kb ¨ b ` kc ¨ c (2.8)

The error of the functions (σy) can then be expressed from the standard deviation

of its constituents (σa, σb, σc):

σy “

b

pka ¨σaq2 ` pkb ¨σbq2 ` pkc ¨σcq
2 (2.9)

Since the number density is found as the sum of particles within the FWHM the

standard deviation is found from the standard deviation of the experiments as

described in the previous section.

Fig. 2.6 shows the number density of each of the aggregates over time since

the particles were first introduced into the chamber. As can be seen the number of

single particles, N1, plateaus after „ 10 hours, while the number densities of the

aggregates continues to increase, indicating a continued aggregation over time.

We will discuss more on the number densities later.

Charging state:

As mentioned in Sec. 2.2.3 the charging state is a measure of the charge of the

particle population in relation to a bipolar charge distribution implemented by the

Kr-85 bipolar charger. In order to calculate the charging state, two experiments

are performed after each other, one with the Kr-85 bipolar charger and one with

the dummy. The number density of each aggregate size is calculated for each of

the experiments, and the charging state (CS) is found as the number density of

particles (dN) from the measurement with the dummy divided by the measure-

ment with the bipolar charger,

CS “
dNdummy

dNbipolar char ger
(2.10)

A charging state of 1.0 would indicate that the aggregates in the chamber

follow the same steady-state charge distribution as implemented by the bipo-

lar charger. Charging states different from 1.0 show that the particles deviate

from the steady-state distribution, indicating that the aggregates are actively be-

ing charged. Values above 1.0 indicate an overcharge of the particles (a higher

number of charged particles than in the steady-state), and values below 1.0 in-
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dicate an undercharge of the particles (a lower number of charged particles than

in the steady-state). The uncertainty of each charging state calculation is found

using the standard formula for error propagation from the uncertainties of the par-

ticle number densities. The standard formula for error propagation describes the

standard deviation(σ) of a function (y) that can be expressed from a combination

of variables (a, b, c) with the coefficient (k):

y “
kab
cd

(2.11)

The error of the functions (σy) can then be expressed from the standard deviation

of its constituents (σa, σb, σc):

σy “ y ¨

d

ˆ

σa

a

˙2

`

ˆ

σb

b

˙2

`

ˆ

σc

c

˙2

`

ˆ

σd

d

˙2

(2.12)

The standard deviation of the charging state is thereby found from the standard

deviations of the number densities.

In order to increase the accuracy the results the charging state calculations

are repeated for multiple experiments, and the final charging states shown in this

study are averages among these repeated experiments. The uncertainties for the

averages are found in two ways: 1) Error propagation of the errors of each charg-

ing state. 2) The standard deviation among the repeated experiments.

2.3 Preliminary tests

Before beginning the actual experiments, we ran a number of preliminary tests.

We first test two SiO2 samples (with diameters of d « 20 nm and d « 50 nm).

We then test the effect of the atomizer and diffusion dryer; the new additions

to the setup. We then test the effects of high-energy radiation (gamma and UV

respectively). Finally, we test the loss rate of particles to the chamber walls.

Notice that the results in this section are generally showing single measure-

ments and therefore do not indicate averages over repeated measurement or ex-

periments, as described in Sec. 2.2.4.

41



2. High-energy radiation and mineral cloud particles

2.3.1 Testing SiO2 samples

To test SiO2 particles samples with the setup, we aimed to reproduce the results of

Motzkus et al. (2013). Motzkus et al. (2013) is an extensive study that compares

different techniques for measuring the size distribution of airborne SiO2 particles

with diameters of „ 30 nm and „ 80nm. The measurements were performed in

15 different laboratories, many of which used experimental setups similar to ours,

with an atomizer, diffusion dryer, and an SMPS system as seen in Fig. 2.7. A major

difference between the setup used by Motzkus et al. (2013) and our setup is the

use of an atmosphere chamber in our study.

Electrostatic classifier
(TSI 3080)

with Long DMA 

Condensation 
Particle Counter 
(CPC)

Atomizer
(TSI 3076)

Diffusion dryer

Aerosol production SMPS Measurements

Water trap

Filtered Air
(TSI 3074B)

Figure 2.7: Illustration of experimental setup used by most laboratories in Motzkus et al.
(2013) as described by Fig. 1 in Motzkus et al. (2013).

Motzkus et al. (2013) measure the size distribution for a mono-species sam-

ple of „ 30 nm particles and a double-species sample of „ 30nm and „ 80nm

particles. In both cases they find distinct peaks at the diameters expected for the

respective samples „ 30nm and „ 80nm (see Fig. 3 from Motzkus et al. (2013)).

The peaks for both sample sizes have a small shoulder at higher diameters indicat-

ing the presence of larger aggregates (which will be explored more later in regard

to our own investigation).

In this study, we had two criteria for choosing the diameters of the SiO2 particle

samples: 1) The size difference between the samples should be large enough to

form distinct peaks in the size distribution. 2) It should be possible to measure

the samples within the same scanning range of the classifier. The second criteria

should still be valid as the particles would aggregate, which made it beneficial to

choose particles as small as possible (the lower size limit being 13 nm, as described

in Sec. 2.2.3), while still obeying the first criteria. We therefor chose SiO2 samples
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with diameters of 20 nm and 50 nm.

The size distribution for the 20 nm sample can be seen in Fig. 2.8 for three

cases; a high concentration (high conc) sample (where the particle concentration

in the atomizer was „ 3.2 ¨ 1012 particles ml´1) with diffusion dryer (DD), and

two low concentration (low conc) samples („ 8.0 ¨ 1011 particles ml´1), with and

without diffusion dryer.
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Figure 2.8: Size distribution for 20 nm particles. Solid line: High concentration of SiO2

particles in the atomizer, with diffusion dryer (DD). Dashed: Low concentration of SiO2

particles in the atomizer, with diffusion dryer. Dotted: Low concentration of SiO2 particles
in the atomizer, without diffusion dryer.

None of the three cases in Fig. 2.8 show the distinct peak we had expected

based on the study by Motzkus et al. (2013). Instead the distributions are domi-

nated by a wide peak at „ 60´100nm and some smaller at „ 20nm and „ 27 nm.

Comparing the high- and low concentration cases (solid and dashed lines), we no-

tice that the wide peak, especially at larger diameters, scales with concentration,

indicating that this peak might be due to particles growth that is more predom-

inant for higher concentrations. The smaller peaks seem to follow an opposite

trend. The smaller peaks at „ 20nm and „ 27nm do not scale significantly with

concentration (or they might even scale inversely), but are instead significantly

more distinct for the case without diffusion dryer (dotted line). This could in-
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dicate that these peaks are less dependent on particle concentrations, and are

somewhat related to the amount of Milli-Q water entering the chamber (this will

be further explored in Sec. 2.3.2).
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Figure 2.9: Size distribution for 50 nm particle sample. Solid line: High concentration of
SiO2 particles in the atomizer. Dashed: Low concentration of SiO2 particles in the atomizer.
In both cases the diffusion dryer is included in the setup.

The size distribution for the 50 nm sample can be seen in Fig. 2.9 for two

cases: a high concentration (high conc) sample (where the particle concentration

in the atomizer was „ 1.4 ¨ 1010 particles ml´1) and a low concentration (low

conc) sample (where the particle concentration in the atomizer was „ 7.1 ¨ 109

particles ml´1). In both cases the diffusion dryer was included in the setup. As

shown in Fig. 2.9 (and previously mentioned in Sec. 2.2.4), the measurements of

the 50 nm sample show clear peaks, not only for the individual monomers (at 50

nm) but also for larger aggregates of particles sticking together. All peaks scale

with concentration, indicating that they are created by the 50 nm particles.

The 20 nm and 50 nm samples therefore display very different behaviours.

One potential explanation for the size distribution seen in Fig. 2.8 could be that

the 20 nm particles are growing. A study by Svensmark et al. (2020) modelled

how the presence of ions affects the growth of aerosols, and found that the pres-

ence of ion-pairs increased the growth rate, but not the charged aerosol coagula-

tion. The increase in growth rate due to ion concentration was found to be largest
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for particles smaller than 25nm. As we will show in the next section, the unex-

pected distribution seen for the 20 nm particles in Fig. 2.8 is not found for 50 nm

particles (see Fig. 2.9). This might be related to the findings by Svensmark et al.

(2020) that show that aerosol growth rates are dependent on the concentration

of ion-pairs, and that the growth rate enhancement is largest for particles smaller

than 25 nm. If the concentrations of ion-pairs in the chamber are high this will

therefore promote the aggregation of the 20 nm particles more than the 50 nm

particles.

From Tab. 2.1, we notice that the concentration of the 20 nm SiO2 sample from

the producers side is 4 orders of magnitude higher than for the 50 nm sample. The

differences observed in the size distribution of the two samples might therefore

also be due to extremely high concentrations of 20 nm particle in the chamber,

rather than a size dependent growth mainly affecting the 20 nm particles. The

significant difference in he sample concentrations was not discovered until late in

the project. Due to time constraints and availability for resources, the experiments

for the 20 nm particles were not repeated. In addition to that, other preliminary

tests (see Sec. 2.3.2 and 2.3.2) shows that the Milli-Q water the particles are

suspended in also has a feature at 20 nm.

Due to the unexpected size distribution for the 20 nm particles, the potentially

high tendency for aggregation, as well as the Milli-Q feature at 20 nm conflicting

with this particle size, the 20 nm sample was excluded and we moved on with the

50 nm sample for the final study.

2.3.2 Testing the effect of atomizer and diffusion dryer

In preparation for this study an atomizer and diffusion dryer was added to an ex-

isting setup that has previously been used to measure the nucleation and growth

of molecular clusters (Enghoff & Svensmark, 2017). This is done in order to in-

troduce solid SiO2 particles into the atmosphere chamber. As explained in Sec.

2.2.1, the atomizer releases aerosols from a liquid suspension of SiO2 particles

in Milli-Q water. The diffusion dryer removes part of the excess Milli-Q water in

order to lower the humidity of the airflow.

In these tests we look at the size distributions of particles in the chamber before

and after the additions of the atomizer and diffusion dryer, as well as the humidity

of the airflow at different points in the setup.
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Atomizer

In the atomizer, the SiO2 particles are suspended in Milli-Q water. For this reason,

Milli-Q water is introduced into the experiment together with the particles.
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Figure 2.10: Size distribution of particles coming from chamber introduces by atomizer
and humidifier respectively. Solid line: The atomizer with pure Milli-Q water (no sample)
is connected to chamber. Dashed line: Humid air introduced directly to chamber with
humidifier.

Fig. 2.10 shows the size distribution of particles measured from the chamber

during two setups. Solid line: The atomizer is connected to the chamber with pure

Milli-Q water (no SiO2 particles). Dashes Line: The atomizer is disconnected, but

a humidifier containing Milli-Q water is connected to chamber. The figure shows

a significant signal at lower diameters for the atomizer that is not visible for the

humidifier, indicating that the atomizer introduces pure Milli-Q aerosols into the

chamber, and not just humid air. This signal is strongest at „20 nm which supports

our decision not to include SiO2 particles with diameters of 20 nm in this study.

Diffusion dryer

To minimize the amount of Milli-Q water introduced by the atomizer, the diffusion

dryer is connected to the output of the atomizer. In order to test the efficiency of

the diffusion dryer we measure the relative humidity (RH) of the airflow from
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the atomizer and humidifier with and without the diffusion dryer. The results are

shown in Tab. 2.2. As can be seen from the table, the diffusion dryer lowers the

relative humidity (RH) of air from the atomizer by more than 30% from over 90%

to 60%. By comparison, air from the humidifier is lowered from more than 70%

to 3%.
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Figure 2.11: Size distribution of particles coming from chamber introduces by atomizer
and humidifier respectively. Solid line: The atomizer with pure Milli-Q water (no sample)
is connected to chamber. Dashed line: Humid air introduced directly to chamber with
humidifier.

To further test the effect of the diffusion dryer, the size distribution of Milli-Q

particles (no SiO2 sample included) from the output of the atomizer are measured,

with and without the diffusion dryer. This measurement was done by connecting

the SMPS directly to the output of the atomizer-diffusion dryer setup, and as such

the chamber was not involved. The results can be seen in Fig. 2.11. The figure

indicates that the signal from the Milli-Q water is significantly lowered when the

diffusion dryer is included. It also indicates that the diffusion dryer does not

introduce additional particles to the airflow, since no other features than the Milli-

Q feature is visible.
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2. High-energy radiation and mineral cloud particles

RH No diffusion dryer Diffusion dryer

Humidifier „ 76% „ 3%

Atomizer ą 96% „ 60%

Table 2.2: The table shows the relative humidity (RH) of air passing through a humidifier
and atomizer respectively, with and without adding a diffusion dryer to the setup.

2.3.3 The effect of UV and gamma radiation

Our experimental setup has two different sources of high-energy radiation: UV

radiation and gamma radiation. In order to test these two source we look at their

effect on the aggregation and charging of the 50 nm SiO2 particles. This was

done by introducing the particles to the chamber, waiting at least 12 hours for the

particle population to stabilize and then activate either the five UV sources at 40%

intensity or removing all shielding plates from the two gamma sources. The top

row of Fig. 2.12, shows how the number densities of each aggregate change over

time with the introduction of radiation. The arrows indicate changes in radiation

as the UV or gamma sources is being turned "on" or "off". To get a clearer view of

especially the larger aggregates, linear curves were fitted to the data points shown

in Fig. 2.12A1 and B1, after each change in radiation. The change in the slopes

of each linear fit can be seen in Fig. 2.12A2 and B2. The linear fits were made for

each change in the radiation, corresponding to the sections between the arrows

in Fig. 2.12A1 and B1 and the sections before and after the first and last arrow

respectively. Each linear fit was started 30 min after the change in radiation in

order to allow for the ionization of the gas in the chamber to adapt to the change.

The values plotted in Fig. 2.12A1 and B1 are calculated as the slopes of these

linear fits subtracted from the initial slope before the first change in radiation.

Looking at 2.12A1 and B1 it can be seen that the gamma radiation has a clear

effect on the particle number densities, especially on the single particles (N1),

whereas the effect of UV is less visible. Looking more closely at the slopes in Fig.

2.12 B2 they confirm a clear trend for gamma radiation to increase the number

of single particles and decrease the number of aggregates (this will be further

explored in Sec. 2.4.2). The trends in Fig. 2.12 A2 are slightly less clear, but

indicate a trend for UV radiation to decrease both the number of single particles

and aggregates.

In this study we choose to mainly focus on the effect of gamma radiation, both

due to the clarity of the results shown in Fig. 2.12, and since release of gamma

radiation is one of the main products when high energy particles interact with
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Figure 2.12: Effects of UV radiation (A1 and A2) and gamma radiation (B1 and B2). Top
row shows the number densities of the single particles, N1, and each of the aggregated, N2-
N4, over time. Arrows indicate the precense or absence or radiation. Bottom rows show
the change in number density for each radiation setting shown in the top row (further
description in Sec. 2.4.2).

the upper atmosphere (as explained in Sec. 2.5). It would, however, be highly

interesting for future studies to look further into the effect of UV on mineral cloud

particles.

2.3.4 Testing the loss rate to the chamber walls

Over time, particles will be lost to the chamber walls due to collisions. In order

to investigate how many particles are lost to the walls, we study the decrease in

particle number density after ending the input of additional particles. The results

can be seen in Fig. 2.13.

Fig. 2.13 shows the total decrease in particle number density over a time

49



2. High-energy radiation and mineral cloud particles

Aggregate
N1 N2 N3 N4

0 5 10 15 20 25
Time [hrs]

101

102

103

104

Pa
rt

ic
le

 n
u
m

b
e
r 

d
e
n
si

ty
 [

cm
3
]

0 5 10 15 20 25
Time [hrs]

101

102

103

104

Pa
rt

ic
le

 n
u
m

b
e
r 

d
e
n
si

ty
 [

cm
3
]

No radiation Gamma radiation

Figure 2.13: Number density of single particles, N1, and each of the aggregates, N2-N4,
over time after cutting off the flow of particles into the chamber. Left: The chamber is
not irradiated. Right: The chamber is irradiated with gamma radiation. The lines show
exponential curves fitted to the data points for the last 10 hours for each of the aggregates.

period of 25 hours after the atomizer has been turned off, for non-irradiated and

irradiated particles respectively. The number density of each of the aggregates

can decrease due to three processes: 1) Aggregation leads to a decrease of one

aggregate population, and an increase of an other population. 2) Particles are lost

with the airflow, e.g. to the measurements. 3) Particles collide with the chamber

walls and stay there.

If the particles were solely lost to the airflow and the chamber walls, we would

expect the decrease to be exponential for each of the aggregates. Exponential

curves have been fitted to each of the aggregates for the last 10 hours (hour 15

to 25). The plots in Fig. 2.13 both show that the number density of smaller

aggregates (N1 and partly N2) initially decreases faster than exponential, whereas

the density of the larger aggregates initially decreases slower than exponential,

which confirms that aggregation continues to take place after the input of new

particles has stopped. For the last 10 hours, where the exponential curves have

been fitted, the aggregates follow these fits with R2-values of ě0.9. Based on

the fact that the number densities follow an exponential fit for the last 10 hours,

we assume that aggregation is insignificant for this time span. Following this

assumption the exponent for the exponential fits should reflect the loss of particles

solely due to the airflow and the chamber walls. It should be noted that the input

airflow was different for the two cases (13 L/min for the case without radiation

and 16 L/min for the case with gamma radiation), leading to the particles being
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Total Airflow Chamber walls

No radiation -0.100 -0.098 -0.002

Gamma radiation -0.142 -0.120 -0.022

Table 2.3: Loss rates of total number of aggregates in units of hr´1 to airflow, chamber
walls, and in tota.

diluted faster for the irradiated case.

Given that the exponential loss of particles follow the curve:

Nptq “ N0 ˚ ex pp´a ¨ tq (2.13)

Where N(t) is the particle number density at time, t, and a is the loss rate of the

particles. The total loss rate of the particles can be expressed as:

a “ aair f low ` awalls “ f lowair ¨ V ´1
chamber ` awalls (2.14)

The loss rate of particles lost to the airflow (aair f low) is found as the total flow

of air through the chamber (flowair) over the chamber volume (Vchamber). Values

can be seen in Tab. 2.3.

In order to find the total particle loss rate to the chamber walls, the particle

number densities shown in Fig. 2.13 have been summed up to find the total num-

ber density in the chamber (N1+N2+N3+N4). Exponential curves were fitted to

the last 10 hours similarly to what is shown in Fig. 2.13, and the loss rates to the

chamber walls was found from the exponent and the loss rate to the airflow.
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2. High-energy radiation and mineral cloud particles

2.4 Aggregation and charging under high-energy ir-

radiation

In this section, we present the results from the publication Bach-Møller et al.

(2024) on the "Aggregation and charging of mineral cloud particles under high-
energy irradiation". This study used the experimental setup described in the pre-

vious section to explore the effect of gamma radiation on SiO2 particles with diam-

eter of d « 50 nm. This section is highly adapted from the publication Bach-Møller

et al. (2024). The contributions to this work have been as listed at the beginning

of the chapter.

2.4.1 Methods

The experimental setup used in this study is described in Sec. 2.2 and shown

in Fig. 2.1, and consists of an aerosol production setup, a chamber that can be

irradiated with gamma radiation, and an SMPS system for measurements. A sin-

gle experiment in this study consists of 50 individual size distribution measure-

ments, each with a scan time of 240 s, taken consecutively, corresponding to a

total of „3.5 hours of measurements for each experiment. The sample used is

MSP NanoSilica™; an aqueous suspension of amorphous SiO2 particles with a

highly uniform size distribution around diameters of 50 nm.

The specific settings used for the experiments in this study can be seen in

Tab. 2.4. Here we list the universal setting used for all experiments, as well as

specific settings for individual experiments. Some of the differences between the

experiments include:

• Low humidity (Nr. 1-10) and high humidity (Nr. 11-19) environments.

• Positively (Nr. 1-4, 11-14, and 19) and negatively (Nr. 5-10 and 15-18)

charged particles.

• With and without gamma radiation.

• With and without the bipolar charger (to allow for charging state calcula-

tions, as described in Sec. 2.2.4).

Many experiments are repeated, as can be seen in the rightmost column, and

the results of these experiments will generally be shown as averages, as explained
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2.4. Aggregation and charging under high-energy irradiation

Universal settings for all experiment

Scan up time 180 s

Scan down time 60 s

Sheath flow 3 L/min

CPC flow 0.3 L/min

Multiple charge correction ON

Particle number density in atomizer „ 7 ¨ 109 mL´1

Particle number density in chamber „ 7 ¨ 103 cm´3

Total N2 flow to chamber 16 L/min

Specific settings for each experiment

Nr.a Chargeb Gammac Bipolar chargerd RH Duratione Repetitionsf

1 Pos No Yes „ 20% 3.5 6

2 Pos No No „ 20% 3.5 6

3 Pos Yes Yes „ 20% 3.5 6

4 Pos Yes No „ 20% 3.5 6

5 Neg No Yes „ 20% 3.5 6

6 Neg No No „ 20% 3.5 6

7 Neg Yes Yes „ 20% 3.5 6

8 Neg Yes No „ 20% 3.5 6

9 Neg No Yes „ 20% 20 1

10 Neg Yes/No Yes „ 20% 30 1

11 Pos No Yes „ 65% 3.5 3

12 Pos No No „ 65% 3.5 3

13 Pos Yes Yes „ 65% 3.5 3

14 Pos Yes No „ 65% 3.5 3

15 Neg No Yes „ 65% 3.5 3

16 Neg No No „ 65% 3.5 3

17 Neg Yes Yes „ 65% 3.5 3

18 Neg Yes No „ 65% 3.5 3

19 Pos Yes/No Yes „ 50% 22 1
a Identifier for type of experiment.
b Electric charge of measured particles.
c Irradiation with gamma radiation.
d Specifies whether measurements were done with the bipolar charger (yes) or the dummy

(no)
e Total duration of each experiment in hours.
f Number of repetitions of experiments with these settings.

Table 2.4: Settings for experiments. Top part shows universal settings for all experi-
ments. Bottom part shows experiment-specific settings for low-humidity (Nr. 1-10) and
high-humidity (Nr. 11-19) environments respectively.
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Figure 2.14: Size distribution of negatively charged particles measured with and without
bipolar charger. Red shading indicates standard deviation among the 50 measurements
constituting each experiment. Shows one repetition of experiment nr. 5 and 6 in Tab. 2.4.

in Sec.2.2.4. Most experiments are of a duration of 3.5 hours in accordance with

the scan time, but some are of a longer duration to observe changes over time.

2.4.2 Results

In this section we show the results for the charging state and aggregation of pos-

itively and negatively charged particles respectively. The results have been ob-

tained through a number of repeated experiments, all listed in Tab. 2.4. The

results presented in Sec. 2.4.2 - 2.4.2 are all done in low humidity environments

(RH « 20%), whereas the experiments in Sec. 2.4.2 are done at higher humidity

(RH ą 50%).

Size distribution

An example of the size distributions measured by the SMPS has previously been

shown in Fig. 2.5 that shows non-irradiated negatively charged particles (experi-

ment Nr. 5 in Tab. 2.4). The same size distribution can be seen in Fig. 2.14, where

the two size distributions show experiments with and without the bipolar charger

for the negatively charged particles. Measurements with the bipolar charger illus-

trate the actual size distribution of the particles, while measurements without the

charger (dummy) also reflect the inherent charging of the particles.
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Figure 2.15: Comparison of size distribution of positively and negatively particles respec-
tively. Both measurements are done with the bipolar charger. Red shading indicates stan-
dard deviation among the 50 measurements constituting each experiment. Shows one
repetition of experiment nr. 5 and 6 in Tab. 2.4.

The size distributions show 3-4 distinct peaks corresponding to the original

particles (with diameters of d « 50 nm) and aggregates of two, three and four

particles (i.e. N1, N2, N3, and N4). The mobility diameters of the aggregates,

as shown on the primary axis, do not correspond exactly to physical diameter,

but rather describe the mobility of the aggregates through the electric field of the

DMA, which depends on the physical diameter as described in Sec. 2.2.3. The

plots in Fig. 2.14 and 2.15 show only the relevant mobility diameter range for the

SiO2 aggregates and thereby exclude features at lower mobility diameters caused

by e.g. the Milli-Q water. By comparing the distribution with and without the

bipolar charger for these peaks we see that more particles are being measured

with the charger, indicating that there are fewer negatively charged particles in

the population than we would expect from the steady-state bipolar charge distri-

bution. This will be further discussed in Sec. 2.4.2.

The particles get their positive or negative charge from collisions with ions

in the gas phase. Since the positive and negative ions can have different mobil-

ity (Hõrrak et al., 1998), the ions with the highest mobility will participate in

more collisions, which can affect both the number of charged particles and their

mobility through the DMA in the SMPS system. Fig. 2.15 illustrates the size

distribution of the positively and negatively charged particles respectively. The

distributions differ slightly, both in regard to the particle count and the position of
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the peaks. The measurements show a higher number of negatively charged parti-

cles at around 50 nm. We also see that the distribution for the negatively charged

particles is shifted slightly towards higher diameters, indicating that their mobility

in the DMA is lower than for the positively charged particles. These differences

are not a major concern as charging state calculations are relative.
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Figure 2.16: Effect of gamma radiation on the aggregation of particles in a low-humidity
environment (RH « 20%). a) Number density of single particles, N1, and each of the ag-
gregates, N2-N4, over time . Arrows indicate the presence of absence of gamma radiation.
b) The change in number density found as the slope of linear fits for each radiation setting
shown in (a) in relation to the initial slope. Each linear fit is started 30 min after the change
in radiation (gamma being turned on or off), in order to allow for ionization to take effect,
and ended just before the next change. Dashed line at 0.0 indicates no change in particle
number. Plots show experiment Nr. 10 in Tab. 2.4

In order to study the effect the gamma radiation on the aggregation of the

particles, we looked at the change in the production rate of the aggregates before

and after gamma radiation was introduced. The plots shown in Fig. 2.16 show

the same particle number densities and slopes as Fig. 2.12. As noticed previously

there is a clear trend for gamma radiation to cause an increase in the number of

single particles (N1) and a decrease in the number of aggregates (N2-N4), as indi-

cated by positive and negative slopes respectively in Fig. 2.16b. Similarly, turning

the gamma radiation off caused a decrease in the number of single particles (N1)

and an increase in the number of aggregates (N2-N4). This indicates that gamma
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radiation inhibits the aggregation of the particles.
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Figure 2.17: Charging state of positively (left) and negatively (right) charged particles.
(a) and (b) show charging state of all repeated experiments with error bars indicating
propagated errors. (c) and (d) show average charging states for each aggregate, with
dark error bars indicating propagated errors (notice that they are so small that they fit
within the data points), and light error bars indicating standard deviation among repeated
experiments. Horizontal dotted line at 1.0 indicates bipolar charge distribution. Show
experiments nr. 1-8 in Tab. 2.4

As explained in Sec. 2.2.3 the charging state is a measure of the fraction of

charged particles in the population compared to the fraction of charged particles

in a steady-state bipolar distribution. As such the charging state indicates the

charging relative to a standard distribution, and potential changes in the charg-

ing state due to irradiation with gamma radiation can indicate how high-energy
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radiation affects the overall charging of the particle population.

Fig. 2.17 shows the charging state, individually and averaged, of all experi-

ments of positively and negatively charged particles respectively. Each plot shows

the charging state for both non-irradiated particles, and particles irradiated with

gamma radiation. The experiments plotted are listed in Tab. 2.4. Experiments

with and without bipolar charger are done consecutively, and charging states are

calculated for each pair. A total of six individual charging state measurements are

plotted in Figs. 2.17a and 2.17b and used to find each average shown in Figs.

2.17c and 2.17d.

For the non-irradiated case, the positively charged particles in Fig. 2.17c have

charging states just above the steady-state distribution, as illustrated by the hori-

zontal dotted line. This corresponds to a slight overcharging of the particles, and

indicates that there are more positively charged particles than expected from the

steady-state distribution. Gamma radiation decreases the number of positively

charged particles, thereby lowering the charging state, resulting in the particle

population becoming undercharged compared to the steady-state distribution.

For the non-irradiated case, the negatively charged particles in Fig. 2.17d

generally have charging states below the horizontal line, indicating a lack of neg-

atively charged particles in the population compared to the steady-state distri-

bution. Gamma radiation increases the number of negatively charged particles,

bringing the charging state close to the steady-state distribution.

Both plots’ averages in Fig. 2.17 indicate a shift towards more negatively

charged particles in the population as a result of the gamma radiation.

Statistical T-test of charging states

In order to test the effect of gamma radiation on the particles we compare the

mean charging state of irradiated and non-irradiated particles. Since the test

needed would be a comparison of the means of two independent samples, an

independent T-test was chosen. The test was performed for positively and nega-

tively charged particles separately, and the samples tested correspond to the data

plotted in Fig. 2.17 (a) and (b).

The probability values (p-values) from the T-test are shown in Tab. 2.5. For the

positively charged particles we find p-values that are all outside the a significance

level of 5% (i.e. all p-values are above 0.05). For the negatively charged particles,
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2.4. Aggregation and charging under high-energy irradiation

N1 N2 N3 N4

Positively charged 0.31 0.33 0.16 0.16

Negatively charged 0.07 0.04 0.02 0.03

Table 2.5: P-values for t-test of two independent samples comparing irradiated and non-
irradiated particles. Low-humidity environment, Fig. 2.17.

most of the aggregates have p-values within a significance level of 5%, the only

exception from this is the N1 particles showing a p-value of 7%. These results

indicate that the effect of gamma radiation seen for the average charging states

shown in Fig. 2.17 is statistically significant for the negatively charged particles

(d), but not for the positively charged particles (c).

Relative humidity

As mentioned in Sec. 2.2 the lowest relative humidity reached in the chamber

was RH « 20%, and all measurements in the previous sections were done at this

RH value. In order to test the effect of relative humidity on the aggregation and

charging of the particles a set of experiments were repeated at higher relative

humidities with RH ą 50%. The experimental settings can be seen in Tab. 2.4 (nr.

11-19), and the results are shown in Fig. 2.18. The top row of the figure, (a and

b), shows that gamma radiation also inhibits the aggregation of the particles in a

high-humidity environment, similarly to the low humidity cases in Fig. 2.16. Fig.

2.18a, show a trend of an increase in the number of N1 particles under irradiation

with gamma, similarly to what was seen for the low-humidity case. The changes

observed for the N1 particles shown in Fig. 2.18b are even more pronounced than

those seen for the low-humidity case in Fig. 2.16b, with average changes in slopes

of „250 ˘ 60 cm´3hr´1 in high humidity compared to „170 ˘ 20 cm´3hr´1 in

low humidity. The trend for the aggregates (N2-N4) is less clear in this high-

humidity case compared to the low-humidity. The bottom row of Fig. 2.18, (c

and d), show the average charging states of positively and negatively charged

particles respectively, corresponding to the low-humidity cases, Fig. 2.17c and

Fig. 2.17d. The positively charged particles in Fig. 2.18c show a general trend for

the irradiated particles to be more undercharged than the non-irradiated particles.

This indicates that the number of positively charged particles decreases under

gamma radiation. The opposite trend is seen for the negatively charged particles

in Fig. 2.18d, where the irradiated particles are significantly more overcharged

compared to the non-irradiated particles indicating an increase in the number of

negatively charged particles under gamma radiation. Both these trends are similar
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Figure 2.18: Experiments conducted in a high humidity environment (RH ą 50%). Top:
Number densities of aggregates over time. The change in density caused by gamma radia-
tion is shown in (b) as slopes from linear fits for the different radiation settings as marked
by arrows in (a). Experiment nr. 19 in Tab. 2.4. Bottom: Average of the charging states
calculated for each of the repeated experiments (nr. 11-18 in Tab. 2.4). (c) shows the pos-
itively charged particles, and (d) shows the negatively charged particles. Dark error bars
indicate propagated errors (notice that they are so small that they often fit within the data
points), and light error bars indicate standard deviation among repeated experiments.

to what was seen in the low-humidity environment, where gamma radiation was

observed to shift the particles population towards a more negative charge.

To test the statistical significance of the effect of gamma radiation on the charg-

ing state in a high-humidity environment a T-test was performed, and the resulting

p-values can be seen in Tab. 2.6. For the positively charged particles it is found

that the effect of gamma radiation is not statistically significant for most of the
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N1 N2 N3 N4

Positively charged 0.05 0.11 0.64 0.60

Negatively charged 0.03 0.02 0.04 0.02

Table 2.6: P-values for t-test of two independent samples comparing irradiated and non-
irradiated particles. High-humidity environment, Fig. 2.18 (c) and (d).

aggregates (the exception being the N1 particles). For the negatively charged

particles it is found that the effect of gamma radiation is statistically significant

for all aggregates, with p-values that are well within the 5% significance level. The

fact that the changes caused by gamma radiation are more statistically significant

in the high-humidity environment, could indicate that the increase in the number

of negatively charged particles is more pronounced at higher humidity.

2.5 Discussion

If we wish to understand exoplanets in different planetary systems it is important

to understand how the radiation field of the host star influences the exoplanet

atmospheres. Here high-energy radiation plays an important role.

The radiation environment caused by the host star and galactic environment has

been found to have an impact on both chemistry and climate of exoplanets (re-

viewed by e.g. Airapetian et al. (2020)). High-energy particles, such and cosmic

rays and SEPs, have been found to affect both the chemical composition (Barth

et al., 2021) and ionization (Rodríguez-Barrera et al., 2018) of the atmospheres.

Due to the importance of ionization and charging in ion-induced nucleation (Wag-

ner et al., 2017), high-energetic particles might play a significant role in cloud

formation in environments with low presence of primary aerosols (Jokinen et al.,

2018), such as gas planets.

The majority of all stars in the Milky Way are M-dwarfs, and given our current

observation biases, these make for interesting targets for transit observations of

exoplanets in the habitable zone (Mesquita et al., 2021a). Due to the low luminos-

ity of M-dwarfs their habitable zone is very close to the star (Kasting et al., 1993;

Selsis et al., 2007), which allows for smaller planets to be observable in the hab-

itable zone. M-dwarfs have been found to remain magnetically active for longer

than Sun-like stars (West et al., 2004; Scalo et al., 2007; Guinan et al., 2016),

which creates a very different radiative environment than in the Solar System.

The high activity causes the stars to have stronger flares (Vida et al., 2017; Tilley

et al., 2019), and release more stellar energetic particles and gamma radiation
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(Grießmeier et al., 2005; Obridko et al., 2020; Sadovski et al., 2018; Fraschetti

et al., 2019). Exoplanets in these systems might therefore be exposed to a higher

degree of high-energy radiation from the host star, both due to the higher activity

and due to the potentially closer proximity to the star.

The exact correlation between the activity of the host star and the total influx

of high energy radiation to an exoplanet is, however, nontrivial. While the particle

influx from the star itself increases with stellar activity, the corresponding increase

in magnetic flux and stellar wind has also been found to shield the system from

the influx of GCR from outside the system (Mesquita et al. (2021a,b); Nandy et al.

(2021), and reviewed in e.g. Potgieter (2013)). The nature of the high-energy

particles in a system will therefore change depending on the activity of the host

star during its evolutionary phases, such that SEPs might be dominating during

the younger active phase of the star, while GCRs will be dominating later in the

evolution or for less active stars (Rodgers-Lee et al., 2021a).

In this study we imitate the high-energy radiation of SEPs and GCRs with

gamma radiation, similarly to what has been done previously (Enghoff & Svens-

mark, 2017). Gamma radiation is one of the products released in the interaction

between SEPs and GCRs and celestial atmospheres, and high-energy particles will

therefore release gamma radiation both from the host star and from the atmo-

sphere of the planet itself, making the Earth atmosphere a bright source of gamma

radiation (as reviewed by e.g. Mazziotta et al. (2020) and Dean et al. (1988)).

The Cs-137 sources used in this study release gamma radiation with energies of

0.66 MeV which lies within the energy range of SEPs and low-energy GCRs (e.g.

Barth et al. (2021)) as well as the range of cosmic ray showers caused by higher

energy GCRs. The duration of each experiment has been determined by the scan

times and number of desired consecutive measurements, and the chamber has

therefore been irradiated with gamma radiation for periods of „4 hours at a time.

This is longer than the average SEP event, but still lies well within the general

time scales from minutes to hours (e.g. Firoz et al. (2022); Doyle et al. (2018);

Reep & Knizhnik (2019)),while the influx of GCRs is more continuous. It should

be noted that studies have found that in the case of ion-induced nucleation the

nature of the ionizing radiation is not important as long as the ionizing effect is

the same (Enghoff et al., 2011).

The aim of this paper has been to study how the aggregation and charging

of mineral cloud particles are affected by high-energy radiation and humidity.
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Using experiments with SiO2 particles in an atmosphere chamber we observed

two trends: 1) gamma radiation inhibits the aggregation of the particles, and

2) gamma radiation causes a higher number of particles to become negatively

charged. These trends, of less aggregation and more negative charge, are ob-

served both in environments with lower relative humidity (RH « 20%) and higher

relative humidity (RH ą 50%).

The coupling between the effects of gamma radiation (i.e. the inhibited ag-

gregation and the negative charge of the particles) is uncertain, but it might be

related to a change in the mobility of the particles. As can be seen from Fig. 2.15,

the mobility size of the negatively charged particles is slightly larger than for the

positively charged particles. As the mobility diameter is linked to the size of the

particles, as described in Sec. 2.2, this indicates a slight difference in the size of

the positively and negatively charged particles with the negatively charged parti-

cles being larger. Since the gamma radiation leads to an increase in the number

of negatively charged particles it leads to an overall increase in particle size in the

chamber. At these particle sizes the coagulation coefficient between similar sized

particles decreases with increasing particles size (Fujimoto et al., 2021; Fuchs

et al., 1965) leading to fewer collisions overall in the chamber. Thus the decrease

in aggregation might be linked to a decrease in the number of collisions caused by

a lower mobility of the negatively charged particles. It is uncertain what causes

the difference in mobility diameter between negatively and positively charged

particles in this study.

The effect of gamma radiation on the charging state, as shown in Fig. 2.17

and 2.18, indicates that gamma radiation causes a decrease in the charging state

for positively charged particles and an increase for negatively charged particles

for both the low-humidity and high-humidity case. However, this change is only

found to be statistically significant for the negatively charged particles and not

the positively charged particles. It is yet unknown whether the decrease in the

number of positively charged particles would get more statistically significant with

more repetitions of the experiments, or it is caused by an actual physical process

allowing the particles to maintain their positive charge under gamma radiation.

The overall negative charging of the particles might be linked to the mobility

of the ions created by the gamma radiation. In Earth’s atmosphere, high-energy

radiation, such as SEPs and GCRs, lead to the formation of ions and ionic clusters

through the separation of electrons from N2 or O2, that will subsequently be cap-
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tured by neutral molecules (reviewed in Harrison & Carslaw (2003)). Depending

on the composition of these ions, they will have different mobility and thereby

different rate of uptake by aerosols. In Earth’s troposphere, the negative ions

generally have higher mobilities than the positive (e.g. Hõrrak et al. (1998); Har-

rison & Carslaw (2003)), and some of the dominating negative ions are O´

2 (H2O)n

and NO´

3 (H2O)n, while some of the dominating positive ions are H3O`(H2O)n,

H`(H2O)n, and NO`(H2O)n. Most of these ions could also be present in our ex-

periments, since they can be formed through ionisation of N2 and H2O (the gas

composition used in this study), and the Cs-137 gamma sources we use can ionize

both N2 and H2O. This could indicate that we might also expect a higher mobility

of the negative compared to the positive ions in our setup, similar to what is seen

in Earth’s atmosphere. A noticeable difference between the gas composition in

this study and Earth’s atmospheric composition is the lack of O2 in the chamber. A

previous study by (Wiedensohler et al., 1986), looked at the charging distribution

of positively and negatively charged particles in different gas composition. They

found a larger split in the charging state of positively and negatively charged par-

ticles in N2 gas compared to air, with a significantly higher number of negatively

charged particles. They suggest that this might be due to the lack of O2 since this

results in a lack of electron receptors, leading to more free electrons and thereby

potentially a higher average mobility of all negative ions. Exactly how the number

and mobility of the small air ions will affect the final charging of particles is non-

trivial, and depends on a series of chemical and ion exchange reactions where ion

clusters build up before they collide with and are absorbed by the larger particles

(Harrison & Carslaw, 2003). But as observed by Wiedensohler et al. (1986) the

initial composition of air ions can affect the final charging.

Different degrees of relative humidity were tested in this study, and as men-

tioned, gamma radiation is shown to have a similar effect on the SiO2 particles in

low- and high-humidity environments. Previous studies have suggested that water

molecules structure themselves differently on silicates, depending on the relative

humidity of the environment (Asay & Kim, 2005). Based on the terminology from

Asay & Kim (2005), the two humidity ranges we are observing lead to structures

that are ice-like (RH = „ 20%) and transitional/liquid (RH ą 50%) respectively.

The fact that we observe similar effects of gamma radiation in the two cases, could

indicate that the charging and inhibition of aggregation is not dependent on the

structuring of water molecules on the surface of the particles. However, the adhe-

sion of water molecules to solid surfaces (reviewed in e.g. Zhou & Huang (2021);
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Sacchi & Tamtögl (2023)), and the resulting effect on charging and aggregation

of particles (He et al., 2019, 2020), is complex and depends on both the physical

and chemical properties of the surfaces, and we have not accounted for it in this

study.

Based on the results of this and previous studies we suggest that high-energy

environments might promote the formation of smaller cloud particles. Previous

studies have shown that high-energy radiation induces the nucleation of cloud

particles in Earth-like atmospheres, thereby increasing the number of new par-

ticles (Lee et al., 2019; Wagner et al., 2017; Svensmark et al., 2013). In this

study, we show that high-energy radiation may inhibit aggregation of the existing

particles, thereby favouring a high number of smaller particles rather than a low

number of larger particles. Together this could indicate that high-energy radia-

tion increases the number of particles overall. Under the right conditions, these

particles might act directly as cloud particles or potentially as cloud condensa-

tion nuclei for other cloud forming species. For Earth, it has been speculated that

the required size of a cloud condensation nuclei is 50 nm (e.g. Svensmark et al.

(2013); Sarangi et al. (2015); Fan et al. (2018)), and under Earth-like conditions,

previous studies (Svensmark et al., 2013) have found that gamma radiation pro-

motes the growth of nucleated particles up to ą 50 nm. Since this study has found

that gamma radiation inhibits aggregation of d « 50 nm particles, this could in-

dicate that high-energy radiation will increase the number of cloud condensation

nuclei overall by promoting their formation and preventing the loss in number

through aggregation. We note that the studies promoting nucleation and growth

of smaller aerosols were performed on a different set of species than in this study.

With telescopes such as James Webb Space Telescope (JWST) our understand-

ing of cloud formation is being put to the test as it becomes essential in our anal-

ysis of transit spectra. Already the early release observations from JWST (Pon-

toppidan et al., 2022) presented planets such as WASP-96b with strong H2O fea-

tures, that are also predicted to have mineral cloud particles including silicate

species (ě40%) (Samra et al., 2023), indicating the relevance of understanding

the behaviour of mineral cloud particles in humid environments. The presence

of mineral cloud particles is not unusual, and has been observed for e.g. WASP-

107b both with Hubble Space Telescope (Kreidberg et al., 2018) and later with

JWST (preprint Dyrek et al. (2023)). Another potential JWST target of inter-

est is HD189733b, that is both expected to have silicate cloud particles (Lee et al.,

2016; Barth et al., 2021), and where observations have shown flares from the host
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star (Bourrier et al., 2020), indicating that an increased level of gamma radiation

might be present in the upper atmosphere of the planet. These observations and

models all show the importance of understanding the interplay between mineral

cloud particles and high-energy radiation.

The results of this study have been primarily qualitative and solely focused on

SiO2 as an analogue to mineral cloud particles. In order to get a better under-

standing of the behaviour of mineral cloud particles in general, it would be highly

beneficial to conduct further extensive studies with more repetitions and other

predicted cloud formation species, such as silicate and magnesium species, like

enstatite (MgSiO3) and forsterite (Mg2SiO4) (e.g. Lunine et al. (1986); Helling

et al. (2008b); Carone et al. (2023); Gao & Powell (2021)), or titanium species

such as TiO2 (e.g. Kohn et al. (2021); Helling et al. (2008c)).

2.6 Summary

In this study we have explored the question of how high-energy radiation affects

the aggregation and charging of mineral cloud particles. We here present the

results of a series of experiments with mineral SiO2 particles in an atmosphere

chamber under varying degrees of high-energy radiation and relative humidity.

Based on the experiments we observe the following:

1. The d « 50 nm SiO2 particles (N1) aggregate in the chamber to form clusters

of two, three, and potentially four particles (N2 - N4).

2. Gamma radiation inhibits the overall aggregation of the SiO2 particles. This

is observed as an increase in the number of single particles (N1) and a de-

crease the number of larger aggregates (N2 - N4). It is unknown if the

trend reflects a prevention of the N1 particles to aggregate, or if it reflects

a fragmentation of existing aggregates (N2-N4), but it could be linked to a

lowered mobility of the N1 particles due to a change in their charging state.

3. Gamma radiation causes the particle population to become more negatively

charged. This is observed as an increase in the charging state of the neg-

atively charged particles and a decrease in the charging state of positively

charged particles, when gamma radiation is present. This change in charg-

ing state is only found to be statistically significant for negatively charged

particles.
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4. The effect of gamma radiation is visible both at lower („20%) and higher

(ě50%) relative humidity.

We suggest that gamma radiation may favour the formation of many smaller

particles based on: 1) previous studies have found that gamma radiation increases

ion-induced nucleation, and 2) this study has found that gamma radiation de-

creases aggregation. Depending on the environment, the many smaller particles

might act directly as cloud particles or as cloud condensation nuclei for other cloud

forming species.
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3
High-energy radiative environments

and atmospheric chemistry

- A modelling approach

In this chapter, I present the work done in preparation for a future publication

on the effect of the high-energy radiative environment on the complex chemistry

of exoplanet atmospheres. This work utilizes a chemical network in combination

with a photochemistry and diffusion code to model a test planet in different ra-

diative environments. A great part of the chapter focuses on the preparation of

the input files, as this work is relatively novel, and we have had to gather a lot of

new material.

The contributions to the work were as follows:

• I (first author) participated in project planning and was primarily respon-
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sible for doing background research, preparing the input files, running the

models, and data analysis, and I have done all writing for this chapter.

• Christiane Helling, Uffe Gråe Jørgensen, and Martin Bødker Enghoff partic-

ipated in project planning, discussions, and data analysis.

• David Lewis, Patrick Barth, Lidia M. Oskinova, Luca Fossati, and Fernando

Cruz Aguirre have provided data for input files, guidance, and discussion.

3.1 Background and Aim

When we observe exoplanet atmospheres, we are limited to information that can

be gained from the emission or absorption of light in the upper parts of the at-

mosphere. Our observations are therefore greatly affected by the chemistry of

the upper layers of the atmosphere and any processes that target these parts. The

upper part of the atmosphere is also the part that is most exposed to external radi-

ation. Understanding the effect of radiation is therefore crucial for understanding

our observations and what they can tell us about the deeper atmosphere.

As we have explained in previous chapters, high-energy radiation is known

to have a significant effect on exoplanet atmospheres, both with regard to the

temperature structure (Sinnhuber et al., 2012), global electric circuit (Rycroft &

Harrison, 2012), mass loss (Murray-Clay et al., 2009), cloud formation (Svens-

mark, 2006; Enghoff & Svensmark, 2017; Bach-Møller et al., 2024), and gas phase

chemistry (e.g. Barth et al. (2021); Miguel & Kaltenegger (2013); Linsky et al.

(2014). As described in detail in Sec. 1.3, the main sources of high-energy ra-

diation entering the atmosphere are XUV radiation and stellar energetic particles

from the host star, as well as galactic cosmic rays from outside the system.

XUV radiation is known to impact planetary atmospheres through the ioniza-

tion and heating of the upper atmosphere, as well as driving photo chemistry and

mass loss (e.g. Linsky (2014); Johnstone (2016)). Since XUV radiation can vary

significantly for different stellar types, this can lead to very different environments

for exoplanets depending on their host star. The effect of photochemistry on ex-

oplanet atmospheres has been studied for different host stellar types by Baeyens

et al. (2021, 2022). Using a GCM in combination with a pseudo-2D chemical

kinetics code, Baeyens et al. (2021) built a grid of models for tidally locked ex-

oplanet atmospheres with different effective temperatures and host stellar types

(M-, K-, G-, and F-type stars). Baeyens et al. (2022) built upon this grid by in-
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corporating photochemical reactions, and find that photochemistry can strongly

change the chemical composition of atmosphere down to atmospheric layers of

several bars. They find that the products of these photochemical reactions can be

transported all the way to the night-side of the planet, and therefore also affect

the terminator regions that are targets for transmission spectroscopy observations.

As reviewed in Sec. 1.3, while radiation in the UV, visible, and IR wavelength

is dependent on the temperature of the stellar photosphere and thereby the stellar

mass, radiation in the FUV, EUV, and X-ray is dependent on the heating of the chro-

mosphere and corona, which is believed to be linked to the magnetic activity of the

host star (reviewed by Johnstone (2016)). Magnetic activity is generally found to

be higher in low mass stars, due to there deep outer convective zone longer ro-

tational breaking (e.g. Berdyugina (2005); Bouvier et al. (2014); Astudillo-Defru

et al. (2017). Studies have found that the thickness of the outer convective zone

decreases with increasing temperature, until in completely disappears for temper-

atures above „ 8500 K Bohn (1984); Christensen-Dalsgaard & Aguirre (2018);

Kupka & Montgomery (2002). Both factors lead to higher magnetic activity and

stronger X-ray emission for low mass stars, while the more massive F-, A-, and

B-type are weak X-ray sources. The exception for this trend is the O-type stars,

which are X-ray sources due emission from perturbations in their strong stellar

winds Oskinova et al. (2006).

The host star can also effect the atmosphere through the emission of stellar

energetic particles (SEP). As shown by previous studies, such as (Barth et al.,

2021), SEP can significantly alter the concentrations of complex organic molecules

in the atmosphere, and can in some layers of the atmosphere act as the primary

source of ionization. As described in Sec. 1.3.1 SEP are released during magnetic

activity events such as stellar flares and CMEs, and the SEP flux will therefore also

depend on the stellar type.

As explained in 1.4, galactic cosmic ray from outside the system can also have

a significant effect on the atmosphere. In addition to the effect on nucleation and

cloud formation explored in Chapter 2, GCR are known to be one of the primary

sources of ionization on Earth in the lower atmosphere at altitudes from 3 to 60

km. Due to the high energy of GCR, the energetic particles can penetrate deeper

into the atmosphere than their stellar counterparts. Alternatively, they can react

with the gas of the upper atmosphere creating cascades of ionizing radiation that
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propagates through the atmospheric column (reviewed in e.g. Mironova et al.

(2015)). This causes the ionizing effect of GCR to peak at lower altitudes where

the ionization can, for example, lead to the formation of ion clusters of H+(H2O)n.

Since the influx of high-energy radiation can change drastically depending on

the host star and surrounding galactic environment, it needs to be included in

our models and taken into consideration when we analyse the observations of

exoplanet atmospheres.

As described in detail in Sec. 1.4, a lot of work has already been done to

understand the effect of high-energy radiation on exoplanet atmospheres. The

focus of most of these previous studies has been M-, K-, and G-type stars, due to

their majority in the stellar population, known magnetic activities, and potential

for habitability. In addition to this many previous studies focusing on SEP and

GCR have been centered around individual case studies, and as such much of the

parameter space for XUV, SEP, and GCR is still unexplored.

In this work we wish to expand on the previous studies by exploring the full

range of potential radiative environments exoplanets might be found in. We uti-

lize a photochemistry and diffusion code in combination with a chemical kinetics

network to model the chemical composition of a hot-Jupiter under a varying irra-

diation by XUV radiation, SEP, and GCRs.

In Sec. 3.2 we describe our modelling approach as well as some of the required

input files. In Sec. 3.4 we go through the preparation of the input files for the

different radiative environments. In Sec. 3.4 we present the results of a series

of models for different radiative inputs. In Sec. 3.5 the methods are discussed.

Finally in Sec. 3.6 we summarize our findings.

3.2 Modelling approach

In this study we model exoplanet atmospheres using the 1D photochemistry and

diffusion code, ARGO, in combination with the chemical kinetics network STAND2020.

In this section, I will describe our modelling approach as well as how to prepare

some of the specific input files related to high-energy radiation.
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3.2.1 Photochemistry/diffusion code, ARGO

ARGO was developed by Rimmer & Helling (2016a) as a one-dimensional photo-

chemistry and diffusion code with the purpose of running the chemical network

STAND2015 (the precusor to STAND2020) in a stepwise manner for each layer in

an atmospheric column. ARGO is based on the numerical code NAHOON (Wakelam

et al., 2012), that computes the chemical evolution of a medium in a pseudo time-

dependent manner by solving a set of differential equations for a chosen chemical

network. ARGO differs from NAHOON by including wavelength-dependent photo-

chemistry, cosmic-ray transport, condensation, and chemical mixing. ARGO op-

erates by developing a gas parcel from its initial conditions at the bottom of the

atmosphere as it moves up and down through the layers of the atmospheric col-

umn. Each of these cycles up and down through the atmosphere is called a global
run. For each atmospheric layer, ARGO runs two sets of calculations: it (1) solves

the chemical transport, and 2) calculates the rate constants for reactions induced

by photochemistry and cosmic rays.

Chemical transport

The chemical transport is modelled by solvingthe continuity equations for each

chemical species (i) of the atmosphere:

Bni

Bt
“ Pi ´ Li ´

BΦi

Bz
(3.1)

where ni is the number density, Pi is the production rate, and Li is the loss rate.

The last term describes the vertical change in the flux (Φi) represented both by

Eddy and molecular diffusion. The molecular diffusion coefficients are determined

by the Chapman–Enskog theory (Enskog, 1917; Chapman & Cowling, 1990). The

Eddy diffusion coefficients are given as an input for the specific planet being mod-

elled and are either determined empirically or derived by GCMs. The production

and loss rates in the continuity equations are calculated using STAND2020, which

will be described in further detail in Sec. 3.2.2.

Chemical rate constants for photoionization and cosmic rays

After the first global run through the atmosphere, the XUV flux and cosmic ray

ionization are introduced into the model. This is done by computing the direct

and approximate diffusive actinic flux for different altitudes in the atmosphere
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(z).

Fpλ, zq “ Fpλ, ztopqe´τpλ,zq{µ0 ` Fdiff (3.2)

where Fpλ, ztopq is the actinic flux spectrum for the specific host star given as a

model input, τpλ, zq is the total optical depth taking into account the photoabsorp-

tion and Rayleigh scattering, and Fdiff is the actinic flux of the diffusive radiation

calculated by the δ-Eddington two-stream approximation.

The effect of XUV radiation on the atmospheric chemistry is calculated based

on the actinic flux as the rate constants kph,i:

kph,ipzq “ t f

ż 104Å

1Å
σi Fpλ, zqdλ (3.3)

where i is indexed over the molecules for which photochemistry is considered,

σi is the cross section of species i, and t f is the fraction of time over which the

atmosphere is irradiated.

The effect of galactic cosmic rays (GCR) is implemented as the ionization pa-

rameter, ζ. This parameter reflects both the direct ionization by the cosmic rays

and the secondary ionization caused by air showers as cosmic rays interact with

the atmosphere and generate cascades of subatomic particles and electromagnetic

radiation.

The actual chemical ionization rate depends on the atmospheric composition,

as different species have different cross sections for photons released by the cosmic

rays. The chemical rate constant for cosmic rays kCR,i is therefore found as:

kCR,ipzq “ κCR,iζpzq (3.4)

where the constant κCR,i is specific for the specific atmospheric species.

ARGO treats low-energy cosmic rays (LECR, E ă 1GeV) and high-energy cosmic

rays (HECR, E ą 1GeV) separately. The low energy cosmic rays are implemented

based on Rimmer & Helling (2013) that assumes that the LECR flux density reach-

ing the planet follows a broken power law spectrum (Indriolo et al., 2009):

jpEq “

$

’

’

’

&

’

’

’

%

jpE1q

´

ppEq

ppE1q

¯γ

i f E ą E2

jpE1q

´

ppE2q

ppE1q

¯γ ´

ppEq

ppE2q

¯α

i f Ecut ă E ă E2

0 i f E ă Ecut

(3.5)
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where ppEq “
1
c

a

E2 ` 2EE0. Here E0 is the proton rest energy (E0 “ 9.38 ¨ 108

eV), and E1 and E2 and constants determined by the observed shape of the power

law (Indriolo et al., 2009) (E1 “ 109 eV and E2 “ 2¨108 eV). jpE1q is the measured

cosmic ray flux at 109 eV ( jpE1q “ 0.22 cm´2 s´1 sr´1 (109 eV nucleon´1)´1). γ

and α are both fitting parameters, where the first is well-constrained by observa-

tions Mori (1997) (γ« -1.35) while the second is chosen based on its agreement

with the CR ionization in the ISM (Indriolo et al., 2007) (α “ -2.15). Ecut is the

low-energy cut-off and is set to Ecut “ 106 eV, since GCR with energies lower than

this have been found to not travel further from their source than „ 1 pc (Rimmer

et al., 2012; Rimmer & Helling, 2013).

Based on these LECR fluxes, ionization of the atmospheric column was simu-

lated through Monte Carlo simulations (Rimmer & Helling, 2013). The resulting

ionization parameter ζ is determined based on the column density Ncol [cm´2]
as:

ζGCRpNcolq “ ζGCR,0 ˆ

$

’

’

&

’

’

%

480 i f Ncol ă N1

1 ` pN0{Ncolq
1.2 i f N1 ă Ncol ă N2

ex pp´kNcolq i f Ncol ą N2

(3.6)

where ζ0 is the standard ionization rate in a dense interstellar medium (ζ0 “

10´17s´1), and the column densities N0 “ 7.85 ¨ 1021cm´2, N1 “ 4.6 ¨ 1019cm´2,

and N2 “ 5.0 ¨ 1023cm´2, and the constant k “ 1.7 ¨ 10´26 cm2 are fitting param-

eters.

3.2.2 Chemical kinetics network, STAND2020

The production and loss rates (Pi and Li) in Eq. 3.1 are calculated by calling

the chemical kinetics network STAND2020. STAND2020 is an updated version

of the chemical network STAND2015 Rimmer & Helling (2016a,b); Rimmer &

Rugheimer (2019) that now contains more than 6000 reactions involving 327

atmospheric species. It is an H/C/N/O network that covers all reactions for species

with up to six H, two C, two N, and three O atoms (for which reaction rates have

been published), and it also includes a smaller number of reactions with He, Na,

Mg, Si, Ar, K, Ti, and Fe, as well as ions for these. It is valid for temperatures

between 100 and 30.000K and has been tested against modern Earth and Jupiter

(Rimmer & Helling, 2016a), and validated against other models with hot-Jupiters
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3. High-energy radiative environments and atmospheric chemistry

(Barth et al., 2021; Hobbs et al., 2021; Tsai et al., 2023, 2017; Hobbs et al., 2019).

The network consists of a list of rate constants for each reaction that have been

obtained from databases such as the NIST Chemical Kinetics Database (Manion

et al., 2013) and the KIDA database Wakelam et al. (2012), and publications such

as Ikezoe et al. (1987); Sander et al. (2011) and Harada et al. (2010). Depending

on the reaction, the rate constants can be of zeroth (e.g. source terms Si), first (k1,

interactions between species i and particles not included in the network, such as

photons and cosmic rays), second (k2, interactions between species i and j of the

network), or third order (k3, interactions between species i and j of the network

and a third body). By combining all reaction rates for each species, the production

and loss rates for species i can be found as follows:

Pi “ Si `
ÿ

k1n j `
ÿ

k2n jnk `
ÿ

k3ngasn jnk (3.7)

Li “
ÿ

k1ni `
ÿ

k2nin j `
ÿ

k3ngasnin j (3.8)

Where ni is the number density of species i and ngas is the total gas number

density. As can be seen, the production of species i will depend on the rate con-

stants and concentrations of the reactants, j and k, forming i, while the loss of i
will depend on the concentration of i itself, and the species it reacts with.

For the photochemical and ionization reactions, the rate constants indicated in

Eq. 3.8 are found as shown in Eqs. 3.3 and 3.4. Each reaction in the network will

have a reverse reaction, and for each of these reaction pairs the most well deter-

mined reaction rate (usually for the exothermic reaction) is listed in STAND2020.

The reverse reaction rate is then calculated based on the description by Burcat

& Ruscic (2005). These calculations are described in more detail in Rimmer &

Helling (2016a).

3.2.3 Required input files

In addition to the chemical network containing all of the reaction rate constants,

ARGO requires a number of other inputs:

• Pressure-temperature profile of the planet’s atmosphere

• Vertical eddy diffusion coefficient profile

• Atmospheric element abundances
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3.2. Modelling approach

• Boundary conditions for top and bottom of atmosphere

• Actinic flux from host star at the top of the atmosphere

The atmospheric layers that ARGO steps through are defined by the pressure-

grid of the P-T profile, which is given as an input file to the model. Both the input

P-T profiles and the eddy diffusion profiles are often obtained from GCM runs,

that have modelled the radiative transfer and dynamic of the atmosphere based

on the host star’s irradiation. Alternatively the profiles can be estimated based

on observations or measurements of Solar System objects. The P-T profile used

by ARGO remains constant throughout the run, and as such there is no feedback

between the chemical processes and the temperature of the atmosphere.

The atmospheric element abundances are initially assumed to be identical

throughout the atmosphere, and is often set based on the composition of the host

star. Based on these element abundances an initial chemical composition is set for

the bottom layer of the atmosphere, often assuming chemical equilibrium. During

the first global run, new chemical concentrations are calculated from the initial

composition based on the reaction rates and the conditions for this specific layer.

This new composition is used to calculate the chemistry of the above layers as

ARGO steps up through the atmosphere.

The actinic flux is scaled to the planetary orbit based on the SED of the host

star in the wavelength range 1 to 10,000 Å. As explained in Sec. 3.2.1 the direct

and diffusive actinic flux is calculated for the different atmospheric layers, and

based on this the photochemical reaction rate is calculated and applied when the

chemical network is run.
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3. High-energy radiative environments and atmospheric chemistry

3.3 Model inputs for radiative environments

The aim of this project is to model the atmosphere of a test planet, as it is moved

around to different host stars in different galactic environments, thereby covering

the range of high-energy radiation that exoplanets can be expected to encounter.

As previously explained, we focus on three different sources of high-energy radia-

tion: the XUV radiation and stellar energetic particles (SEPs) of the host star, and

galactic cosmic rays (GCR) originating from outside the system.

3.3.1 Test planet

In order to isolate the effect of high-energy radiation, all models in this study are

run on the same "test planet". Due to their relevance for transmission spectroscopy

observations we chose a hot-Jupiter and to allow for photochemical reactions to

take place in the upper atmosphere, we prioritized profiles that were extended to

lower pressures. As mentioned in Sec. 3.2.3 the planet-specific inputs to the model

are: pressure-temperature profiles, vertical mixing (eddy diffusion), atmospheric

composition, as well as a few other parameters that can be read in Tab. 3.1.

We obtain the P-T and eddy diffusion profiles for our test planet from Helling

et al. (2023), originally modeled by Baeyens et al. (2021). Baeyens et al. (2021)
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Figure 3.1: Extended pressure temperature profiles for test planet at four different co-
ordinates. Profiles extracted from GCM model by Baeyens et al. (2021) and extended by
Helling et al. (2023). Pressures lower that 10´12 bar are excluded due to the low collisional
cross section in these regions.
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Effective temperature, Te f f 1600K

Surface gravity, log10(g) 3.0 [cgs]
Semi major axis, a 0.025 AU

Period, Por b 1.55 days

Host star type G5V

Mean molecular weight, µ 2.3

Element abundances Solar

Table 3.1: Settings for test planet used for all model runs

conducted a series of GCM simulations to create a grid of models for atmospheres

with different effective temperatures and host stars. Our test planet was modelled

for an effective temperature of 1600K based on a G-type host star, corresponding

to a semi-major axis of a “ 0.025 AU. Helling et al. (2023) extracted four 1D

profiles (substellar point, antistellar point, morning terminator, and evening ter-

minator) from the 3D GCM output and extended these profiles to lower pressures.

The P-T profiles of the test planet at the four coordinates can be seen in Fig. 3.1.

The original GCR profiles from Baeyens et al. (2021) span from 102 bar to 10´4

bar, whereas the Helling et al. (2023) profiles extend to 3.6¨10´15 bar. For the two

terminators regions the extension to lower pressures was assumed to be isother-

mal. For the substellar and antistellar points the extension was done following

the methods by García Muñoz (2007) and Yelle (2004) and the temperature for

the substellar point was increased to 10,000 K, while the temperature for the an-

tistellar point was decreased to 100 K.

Even though the extrapolation reaches 3.6 ¨ 10´15 bar, Helling et al. (2023)

note that unless the gas is sufficiently ionized, the collisional cross section will

most likely be too low at the upper parts of the atmosphere for the atmosphere

to remain collisionally dominated. Following this reasoning, they do not consider

the extrapolation beyond 10´12 bar, and we will implement the same cut-off in

this study.

The settings shown in Tab. 3.1 and the input profiles for the test planet are kept

constant throughout all model runs. This means that there is no feedback of the

stellar spectrum on the P-T profiles or the effective temperature of the planet. This

approach isolates the direct effect of the high-energy radiation on the chemistry

from potential effects from changes in the temperature profile.
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Figure 3.2: Spectral energy distribution (SED) of the M-dwarf GJ667 C obtained from
the MUSCLES Treasury Survey (France et al., 2016; Youngblood et al., 2016; Loyd et al.,
2016). The data for the SED are combined from different sources, as indicated by the
labeled sections separated by vertical dashed lines.

3.3.2 Host stars

This study looks at planets around host stars of all seven main sequence types: M,

K, G, F, A, B, and O. As mentioned in Sec. 3.2.3, the high-energy inputs from the

host stars are the actinic flux in the XUV range (0 to 10,000 Å) and the SEP.

Stellar spectra

In order to get the actinic flux for the XUV radiation at the top of the atmosphere,

we need to scale a SED for the host star to calculate the flux reaching the orbit of

the planet.

Except for the Sun, none of our observations or models of stars cover the en-

tire XUV wavelength range from 1 to 10,000 Å. The SEDs for most host stars are

therefore combined from different observations and models. An example can be

seen in Fig. 3.2 that shows the spectrum of the M-dwarf GJ667 C obtained from

the MUSCLES Treasury Survey (France et al., 2016; Youngblood et al., 2016; Loyd

et al., 2016). This database contains a list of M-, K- and G-star spectra for differ-

ent exoplanet host stars, that have all been combined from data from different

sources. As can be seen in the figure: The shorter wavelength from 0 to „ 102 Å

are obtained from the Astrophysical Plasma Emission Code (APEC) using obser-
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vations from the X-ray observatories Chandra and XMM-Newton and Swift X-ray

Telescope (Smith et al., 2001). The wavelength from „ 102 to „ 103 Å are an

empirical scaling of EUV emission based on Lyα observations (Linsky et al., 2014)

or Differential Emission Measure models (Duvvuri et al., 2021). The wavelength

from „ 103 to „ 5 ¨ 103 is a reconstruction of the Lyα and UV emission based on

observations from Hubble Space Telecope (Youngblood et al., 2016). For longer

wavelength the spectra are synthetic and produced with the stellar atmosphere

code PHOENIX (Husser et al., 2013; Allard, 2016).

Based on these SEDs, the actinic flux is calculated. The actinic flux Fλ is the

total number of photons with a specific wavelength received from all directions,

and it has the unit [cm´2s´1Å
´1
]. It is calculated by dividing the flux of each

wavelength bin by the energy of the photons in that specific bin. The final ac-

tinic flux spectrum is scaled based on the orbit of the planet to get the final XUV

irradiation at the top of the atmosphere.

The scaled actinic flux spectra for the seven different host star types are shown

in Fig. 3.3. Tab. 3.2 lists the SEDs the actinic flux spectra have been calculated

from, in addition to which stars the SEDs are based on, and where the spectra are

obtained from.

Stellar Spectrum based on
Reference

type Te f f log(g) Inspiration

M „ 3,400 K GJ667 C (M1.5V) MUSCLES survey *

K 5,050 K 4.0 HD189733 A (K1.5V) Barth et al. (2021) **

G 5780 K 4.4 Sun (G2V) Rimmer & Helling (2016a)

F 6,500 K 4.0 Procyon A (F5 IV -V) Aguirre et al. (2023)

A 10,000 K 4.5 Sirius A, (A1) Kurucz ***

B 16,000 K 4.0 29 Persei (B3V) Kurucz ***

O 36,000 K 4.0 10 Lacertae (O9V) ****

Table 3.2: Information on host stars used in study including the inspiration for the stellar
spectrum and the source of the data.
* France et al. (2016); Youngblood et al. (2016, 2017); Loyd et al. (2016, 2018)
** Originally from Fares et al. (2017)
*** Castelli & Kurucz (2003)
**** Hainich et al. (2019) + X-ray model provided as a courtesy of Prof. Lidia Oskinova
(Potsdam University)

The SEDs for M-, K-, and F- stars are all composite spectra that have been used

by previous studies, as listed in the references. The SEDs from the A- and B-stars
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Figure 3.3: Actinic flux spectra for the different host stars host star scaled to the test
planet orbit at 0.025AU. The spectra have been obtained from the following sources: M-
type: MUSCLES survey. K-type: Barth et al. (2021); Fares et al. (2017). G-type Rimmer &
Helling (2016a). F-type: Aguirre et al. (2023). A-type and B-type: Kurucz Castelli & Kurucz
(2003). O-type: Hainich et al. (2019) for wavelength longer than 100 Ang and X-ray model
provided as a courtesy of Prof. Lidia Oskinova (Potsdam University) for wavelength shorter
than 100 Ang.

are therefore obtained solely from the Kurucz models for the UV and FUV range,

which is reasonable since A- and B-stars are generally not X-ray sources due to

their lack of surface convection zone (as reviewed by Fossati et al. (2018) and

described in Sec. 1.3.1). In contrast to A- and B-star, O-stars are known to have

X-ray emission due to perturbations of the hot gas in their strong stellar winds (e.g.

Oskinova (2016)). The UV and FUV range of the Kurucz model is therefore not

enough to cover the radiation of O-stars so a Kurucz model has been combined

with an X-ray model provided as a courtesy of Prof. Lidia Oskinova (Potsdam

University).

Stellar Energetic Particles

In addition to the stellar spectrum, the host star can also introduce stellar en-

ergetic particles (SEP) into the system. The effect of stellar energetic particles

is implemented as an ionization rate that is added to the ionization by GCR, as
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mentioned in 3.2.1 and as further described in the following section on GCR.
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Figure 3.4: Proton flux spectrum (a) and ionization rate (b) for the Sun (Rab et al., 2017),
HD189733b (Barth et al., 2021), and a T-tauri star (Rab et al., 2017). The spectra have
been calculated based on X-ray flare intensities following Herbst et al. (2019a). All spectra
are scaled to 1 AU.

As explained previously in Sec. 1.3.1, SEP are released from stellar flares or

coronal mass ejections and it has been found that the energetic particles and the

X-ray radiation emitted during these events follow an almost linear relation (Belov

et al., 2005; Hudson, 1978; Herbst et al., 2019a). The amount of SEP released

can therefore be estimated based on the intensity of the X-ray flares at the same

events. The correlation between the peak size distribution of the SEP (Ip) and the

X-ray flare intensity (IX ) for G, K, and M stars has been described by Herbst et al.

(2019a) as follows:

IppE ą 10MeVq “ pa ¨ IX ` pb ¨ ex pp´0.001 ¨ IX qqqγ (3.9)

where a “ 1.22 ¨ 105p˘7.17 ¨ 104q, b “ 3.05p˘1.79q and γ“ 1.72p˘0.397q.

These SEP proton intensities are scaled based on the orbit of the planet to get

the SEP influx into the atmosphere. The ionization rates for the SEP in this study

are estimated by assuming that the SEP spectrum of other stars follow the same

distribution as the Sun. This is done following the procedure by first Rab et al.

(2017) and later Barth et al. (2021) that estimate the SEP spectra of a T-Tauri star

and the K-star HD189733b respectively by scaling the solar SEP spectrum. Rab

et al. (2017) assume that the integrated proton flux of the solar event described in

Eq. 3.9 also can be used to describe SEP events of other stars. They thereby scale
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3. High-energy radiative environments and atmospheric chemistry

the spectrum of the solar event (shown in Fig. 3.4) to estimate the SEP spectrum

of other stars based. Fig. 3.4a shows the SEP spectrum of the solar SEP event

plotted with one of the T-tauri stars studied by Rab et al. (2017) and HD189733b

studied by Barth et al. (2021).

The ionization rate can then be calculated following the approach by Rab et al.

(2017) based on the total hydrogen column density (pNxHy):

ζSEPpNxHyq “ ζSEP,0pNxHyq ˆ

$

&

%

1 if NxHy ď NE

exp
”

´

´

NxHy

NE
´ 1.0

¯ı

if NxHy ą NE

(3.10)

where

ζSEP,0pNxHyq “

»

—

–

1

ζL

´

NxHy

1020cm´2

¯a `
1

ζH

´

NxHy

1020cm´2

¯b

fi

ffi

fl

´1

rs´1s (3.11)

where NE describes the column density for the exponential drop of the ionization

rate, ζL and ζH account for the ionization rates at low and high column densities

respectively, a “ 0.61, and b “ ´2.61.

NxHy “ NH ` 2NH2

NE “ 2.5 ¨ 1025cm´2

ζL “ 1.06 ¨ 10ls´1

ζH “ 8.34 ¨ 10hs´1

Here the exponents l and h are fitting parameters depending on the peak proton

flux at the top of the atmosphere. Fig. 3.4b shows the ionization rates calcu-

lated based on the SEP intensities in Fig. 3.4a. The final SEP ionization rates are

implemented together with the GCR ionization rates described in Sec. 3.2.1.

In this study we are focusing on SEP for the M-, K-, and G-type stars, since these

are generally known to be magnetically active with regular flaring, and are thereby

also active SEP and X-ray sources. The X-ray flare intensities and corresponding

SEP spectra for K- and G-type stars are already known from Barth et al. (2021),

and have been listed in Tab. 3.3.
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Stellar-type IX at 1 AU [W m´2] Reference

M-Dwarf 1.0 ¨ 10´1 See Tab. 3.4

K-type 2.2 ¨ 10´2 Barth et al. (2021)

G-Type 1.3 ¨ 10´4 Barth et al. (2021)

Table 3.3: Values for X-ray flare intensities (IX ) used to scale SEP spectrum.
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Figure 3.5: Proton flux spectrum (a) and ionization rate (b) for an M, K, and G-type star.
The spectra have been calculated based on X-ray flare intensities of the host stars (Herbst
et al., 2019a) and scaled to the orbit of the test planet (0.025 AU). See X-ray flare intensities
and references in Tab. 3.3.

In order to estimate the SEP of M-dwarfs we have done a literature search

on X-ray flare observations on M-dwarfs and have listed a number of observed

objects in Tab. 3.4. The X-ray flare intensities are here either listed directly from

the publications, or have been calculated (calc) based on X-ray flare luminosities

(LX ) as:

Ix p1AUq “

LX rer g ¨ s´1s ¨ 10´7
”

W
er g¨s´1

ı

4πp1rAUsq2
“

LX ¨ 10´7

2.8 ¨ 1023
rW ¨ m´2s

“
LX

2.8 ¨ 1030
rW ¨ m´2s

(3.12)

Based on the values in Tab. 3.4 we choose an X-ray flare intensity of 0.1 W m´2

as being representative for M-dwarfs. The scaled SEP spectra for the three stellar

types can be seen in Fig. 3.5 together with the ionization rates that have been

calculated from the spectra. These rates are used as input files for the models.
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Star Type IX at 1AU [W m´2] Reference

AD Leo / GJ 388 M3.5V 0.23 Segura et al. (2010)

Proxima centauri M5.5V 6.0 Herbst et al. (2019a)

GJ876 M4V 0.1 Herbst et al. (2019a)

X128 M2V 0.39 (calc) Hünsch et al. (2003)

X151 M0V 0.28 (calc) Hünsch et al. (2003)

EV Lac M4.5V 0.019 (calc) Mitra-Kraev et al. (2004)

UV Cet M5.5 0.0012 (calc) Mitra-Kraev et al. (2004)

YZ CMi M5V 0.013 (calc) Mitra-Kraev et al. (2004)

AU Mic M1V 0.107 (calc) Mitra-Kraev et al. (2004)

AT Mic M4.5V 0.103 (calc) Mitra-Kraev et al. (2004)

Table 3.4: List of reported X-ray flares for M-dwarfs. (calc) indicates that IX has been
calculated from reported luminosities using Eq. 3.12.

3.3.3 Galactic cosmic rays

The GCR radiation implemented in this study is the ionization rate of low-energy

GCR as expressed in Eq. 3.4. This ionization profile was calculated by Rimmer

& Helling (2013) for a hydrogen dominated atmosphere exposed to the local in-

terstellar spectrum (LIS) for GCR. In order to study the effect of GCR on our test

planet atmosphere, we would like to vary this GCR ionization, to imitate environ-

ments that are more and less exposed to GCR.

The more accurate way to do this would be to recalculate the ionization of

the atmosphere for different GCR spectra dependent on the environment of the

planet. The spectrum of GCR reaching the planet’s atmosphere depends both on

the galactic environment around the system, the modulation of the GCR through

the astrosphere, and the modulation of the GCR through the magnetic field of the

planet. These recalculations were outside the scope of the project, but will be

further discussed in Sec. 3.5.

To get a first approximation of different radiative environment we scale the

ionization rates from Eq. 3.4 based on the expected GCR proton densities of the

environment. These approximations allow us explore the effect of varying the

GCR irradiation, despite not knowing the exact ionization of the atmospheres in

different environments. The final ionization rates are found by multiplying the

ionization calculated by Rimmer & Helling (2013) with the scale factors.

We choose seven different scale factors for the GCR: five that are based on

different GCR spectra to represent specific radiative environments and two addi-
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tional high GCR values to mimic more extreme cases. In this section we will first

give an overview of the different environments, and then describe how the scale

factors were calculated:

• High-activity host star, low-energy environment, GCR0:

This environment imitates planets in a system completely shielded by the

astrosphere of a very active host star located in a low-energy area of the

galaxy. In this case we assume that there is no GCR ionization.

• High-activity host star, LIS* environment, GCRlow:

This environment imitates planets in a highly shielded system with an active

host star that is located in a galactic environment similar to the solar system.

In this case we estimate the GCR ionization based on the proton flux around

an M-dwarf star.

• Active host star, LIS environment, similar to Earth, GCR‘:

This environment imitates planets in a shielded system with a low-activity

host star that is located in a galactic environment similar to the solar system.

In this case we estimate the GCR ionization based on the GCR flux around

Earth.

• Medium exposure, similar to the LIS, GCRLIS:

This environment imitates planets in either an exposed system with an in-

active host star in a galactic environment similar to the solar system, or a

shielded system with a high-activity host star that is located in a high-energy

environment. In this case we use the GCR ionization calculated for the local

interstellar GCR spectrum (LIS) by Rimmer & Helling (2013).

• Inactive host star, high-energy environment, similar to the high-energy

interstellar medium, GCRhigh:

This environment imitates planets in an exposed system located in a high-

energy environment. In this case we estimate the GCR ionization based on

the GCR flux in high-energy parts of the atmosphere.

• Very high-energy environment, GCR50‘ = 50 GCR‘.

• Extremely high-energy environment, GCR150‘ = 150 GCR‘.

*Local Interstellar Spectrum, as described in Sec. 1.3.2
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Figure 3.6: Intensity ˆ Energy profiles for GCR radiation at the M-dwarf GJ411, the Solar
System (SS), and the local interstellar spectrum (LIS). The intensity profiles have been
obtained from Mesquita et al. (2021b) for GJ411 and from Jasinski et al. (2020) for the
Solar System and LIS. The vertical line indicates the separation between low-energy (LECR)
and high-energy (HECR) GCR.

We already know the scale factors for GCR0 (GCR0 = 0, since there is no ion-

ization) and GCRLIS (GCRLIS = 1, since this is the original ionization profile cal-

culated by Rimmer & Helling (2013)). GCR50‘ and GCR150‘ are both dependent

on GCR‘.

In order to estimate scale factors for the remaining environments, we look at

the differences in the GCR proton fluxes between each of the environments and

LIS. Figure 3.6 shows the GCR intensities for three of the environments. Since

the ionization rate in a gas will not only depend on the proton flux, but also on

the energy of the individual protons, the intensities have been multiplied with

the energies (IE) as indicated by the y-axis. The scale factors are then found by

calculating the average IE for the low energy GCR (< 1GeV) for each of the cases,

and dividing them with the average IE for LIS.

The spectra shown in Fig. 3.6 for each environment have been chosen as

follows:

GCRlow is estimated based on proton densities of GCR in an M-dwarf system.

The modulation of GCR through M-dwarf systems has been simulated by multiple

studies (Herbst et al., 2020; Mesquita et al., 2021a,b). Mesquita et al. (2021b)

investigated the propagation of GCR through the stellar winds of five different
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Figure 3.7: ionization rates as a function of the atmospheric column density for the dif-
ferent GCR environments studied in this project. The rates are estimated by scaling the
LIS ionization rates (GCRLIS , marked by full red line), as calculated by Rimmer & Helling
(2013).

M-dwarfs. This was done by combining a model for 1D magnetohydrodynamic

Alfvén-wave-driven stellar wind with a model for 1D GCR transport. Among the

simulated systems from Mesquita et al. (2021b) we choose a representative: the

M2 V star GJ 411. This star is chosen due to its size and spectral type being similar

to that of GJ667C, which is the spectrum we are using for M-dwarfs in this study

(see Tab. 3.2). The GCR proton density of GJ 411 is also closest to average among

the five simulated systems. The GCR flux for GJ 411 at 0.1 AU is shown in Fig.

3.6.

GCR‘ is estimated based on the proton densities of GCR reaching Earth through

the solar system. Jasinski et al. (2020) study the propagation of GCR through the

solar system, and how this if affected by changes in the heliosphere caused by dif-

ferences in the surrounding interstellar medium. They estimate the GCR proton

flux at 1 AU for heliospheres that have been extended to 402 AU and compressed

to 26 AU, and compare these to the current solar system proton flux at 1 AU (as

reported by Adriani et al. (2013)) and the LIS proton flux outside the system (as

described by Bisschoff et al. (2019)). The GCR fluxess for the current solar system

at 1 AU and LIS are shown in Fig. 3.6.

GCRhigh is estimated based on the proton densities of GCR in high-energy en-

vironments in the galaxy. A study by Aharonian et al. (2020) looked at the galac-
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Environment Scale factor ˆ GCR‘

GCR0 0 0

GCRlow 0.06 0.4

GCR‘ 0.14 1

GCRLIS 1 7.3

GCRhigh 3 22

GCR50 7 50

GCR150 21 150

Table 3.5: Calculated scale factors for each of the GCR environments modelled in this
study. The rightmost column shows each of the scale factor in relation to the Earth.

tic distribution of GCR based on gamma ray observations from giant molecular

clouds. They find that GCR further out in the galaxy (8kpc or more from the

galactic center) can be described as a homogeneous "sea" with a constant proton

density and spectral shape. Further into the galaxy the GCR density varies more,

and they report the highest proton density (ą 10 GeV) to „3 times the local den-

sity. As a first approximation, we therefore choose GCRhigh = 3 GCRLIS .

The scale factors for each of the cases can be seen in Tab. 3.5. The ionization

rates for each environment are finally calculated by multiplying the ionization

rates described by Rimmer & Helling (2013) with the scale factors, and the results

are shown in Fig. 3.7.

3.3.4 Location differences

When we model tidally locked exoplanets different parts of the globe will expe-

rience widely different irradiation. The model inputs should therefore be varied

accordingly.

The sub-stellar of tidally locked planets will always be facing the star. The sub-

stellar point will therefore be fully irradiated by both the stellar spectrum and SEP,

and both are therefore included to their full effect.

The anti-stellar point will always be facing away from the star, and neither the

stellar spectrum nor SEP are included.

The terminator regions make up the boundary between the day- and night-side

of the planet. They will therefore experience some irradiation, but not nearly

the same amount as the sub-stellar point. How this irradiation is implemented

into the model depends on the pressure range of the atmosphere being modeled.

The shallow angle of incidence will cause the radiation from the host star to pass

through a lot of atmospheric gas before it reaches the column of the 1D profile of
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the simulated atmosphere above the terminator. This is accounted for by scaling

the XUV spectrum based on the average cosine inclination angle, going from 1 at

the substellar point to 0.1 at the terminator regions Moses et al. (2011).

Many models simulate a pressure range of „ 102 bar to „ 10´5 bar (e.g. Baeyens

et al. (2021); Barth et al. (2021); Rimmer & Rugheimer (2019); Helling (2020)).

For this pressure range the upper part of the atmosphere is not included in the

model, and since XUV radiation is easily scattered and absorbed by these upper

parts of the atmosphere, the effect of the radiation further down is therefore negli-

gible. The stellar spectrum might therefore be excluded for the terminator regions

for many models, as we will see in Chapter 4. SEP, on the other hand, have been

shown to penetrate deeper into the atmosphere (Barth et al., 2021) and should

therefore be included for the terminator regions.

In this study, we scale the XUV radiation based on the incident angle for the

terminator regions, but due to the approximate nature of the SEP calculations,

SEP are not scaled based on the incident angle but are included at the terminators

at their full effect.
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3. High-energy radiative environments and atmospheric chemistry

3.4 Results for radiative environments and atmospheric

chemistry

In this section, I describe the results of an on-going project where we model the at-

mosphere of a test planet, as it is moved around to different host stars in different

galactic environments. We do this using the models and methods described pre-

viously in this chapter, and the end goal is a grid of models that can be compared

to observations, enabling future studies to place their targets in a wider context

of radiative environments.

3.4.1 Global variations in Chemistry

To get an idea of the chemistry taking place at different locations on the planet, Fig.

3.8 and 3.9 show the relative concentration of a selection of neutral and ion species

on four locations along the equator: substellar and antistellar point (Fig. 3.8)

and morning and evening terminators (3.9). The gas species plotted are selected

to represent a broad range of chemistry, and also include some observationally

interesting species, such as H2O, CO, HCN , CH4, NH3, and C2H2 (e.g. Giacobbe

et al. (2021); Barth et al. (2021)). The models for the substellar point and the

two terminators were run with XUV of a G-type host star, and all four models

were run without SEP and GCR irradiation. The differences in the chemistry are

therefore caused by both differences in the P-T profiles and the XUV radiation.

The P-T profiles have been plotted in grey on each plot and the temperatures can

be read on the upper x-axis.

Comparing the substellar and antistellar points (Fig. 3.8), we notice a signif-

icant difference in the concentration profiles of both neutral molecules and ions.

For the substellar point the concentrations of many neutral species decrease sig-

nificantly in the upper atmosphere while for the antistellar point most neutral

molecules remain stable throughout the atmospheric column. Similarly we see

an increase in many ion species in the upper atmosphere for the substellar point,

indicating that the neutral molecules are ionizes as illustrated for e.g. H/H+ and

Fe/Fe+. For both locations we see that the concentration profiles of many species

in the lower atmosphere are also dependent on the P-T profiles such that the con-

centration of species such that H, HO, O, NH +
4 , and Fe+ are positively dependent

on the temperatures, while CO2, Fe, and H2 are inversely dependent on the tem-

peratures.
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Figure 3.8: Relative concentration for a selection of gas species in the test planet atmo-
sphere under irradiation of XUV from a G-type host star, no SEP, and GCR0. Top: Substellar
point. Bottom: Antistellar point. Left: Neutral molecules. Right: Ions. The grey line
indicates the P-T profiles for each coordinate, as indicated on the upper x-axis.

Comparing the morning and evening terminators (Fig. 3.9), we notice that

they follow the same trends, but that the concentrations still differ significantly.

These differences are solely caused by differences in the P-T profiles, since the XUV

irradiation is the same for both locations. From this it becomes apparent that the

decrease in the concentrations of e.g. H, HO, and Na+ at around 1 bar is highly

dependent on the P-T profile, while the increase in the concentration of these and

other species at around 10´2 bar depends on the external radiation rather than the

temperature, since these features are visible both in the terminator regions and
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Figure 3.9: Relative concentration for a selection of gas species in the test planet atmo-
sphere under irradiation of XUV from a G-type host star, no SEP, and GCR0. Top: Morning
terminator. Bottom: Evening terminator. Left: Neutral molecules. Right: Ions. The grey
line indicates the P-T profiles for each coordinate, as indicated on the upper x-axis.

substellar point but not in the antistellar point. The fact that the terminators and

substellar point shows very similar increases in concentration at 10´2 bar could

indicate that these are caused by SEP rather than XUV, since the XUV irradiation

is significantly lower for the terminators, while the SEP irradiation is the same.

Comparing the two terminator coordinates in Fig, 3.9 to the substellar point in

Fig. 3.8 we notice that the decrease in the concentrations of many neutral species

in the upper atmosphere is more pronounced for the substellar point and begins

further down in the atmosphere (at „ 10´8 bar rather than „ 10´9 bar for the
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3.4. Results for radiative environments and atmospheric chemistry

terminators). We also notice that the metals (e.g. Fe, FeH, Fe+, Si+, and Ti+), get

significantly less ionized in the upper atmosphere of the terminators, as shown

by higher concentrations of neutral molecules and lower concentration of ions,

which shows that this ionization must be mainly caused by the XUV radiation.

3.4.2 Species of interest for different types of high-energy ra-
diation

To study the effect of each type of high-energy radiation on the atmosphere, we

would like to identify which gas species are most susceptible to high-energy radi-

ation. We do this by first looking at some of the species that previous studies have

identified as species of interest, and then by calculating which species are most

affected by high-energy radiation in our study.

Species of interest from previous studies

As reviewed in Sec. 1.4, previous studies have looked at the effect of high-energy

radiation, and identified a number of gas species that a sensitive to the radiation.

In Fig. 3.10 we show the relative concentrations of some of these under different

radiation inputs. All models are run for the substellar P-T profile, and the radiation

input is varied from no radiation (black solid line), to one type of radiation (blue

dotted/dashed lines), and finally all high-energy radiation (red solid line). The

radiation input used in some of these models are for a G-type host star (XUV and

SEP) and the GCR input is the one corresponding to the local interstellar spectrum

(GCRLIS).

The figure shows that the XUV model (dashed) follows the fully irradiated

model (red, solid) closely for all gas species. This indicates XUV radiation is the

most important type of high-energy radiation in determining the concentration

of these species. The significant impact of XUV is in line with the findings of

the previous studies (Linsky, 2014; Miguel & Kaltenegger, 2013; Baeyens et al.,

2022; Barth et al., 2021; Scheucher et al., 2020) and emphasize the importance

of photochemistry. The GCR models (dotted), on the other hand, overlap with

the non-irradiated model (black, solid) for all species, indicating that GCR has no

significant effect on the concentration profiles of the species. The SEP models (dot-

dashed) generally follow the non-irradiated models for many of the species, but for

some species (CH4, HCN, N2O, C2H2, CH2O, and C2H4) the SEP models diverge,

indicating that these species are affected significantly by SEP (in correspondence
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Figure 3.10: Relative concentration profiles for some of the neutral molecules that have
previously been found to be affected by high-energy radiation (Miguel & Kaltenegger, 2013;
Baeyens et al., 2022; Mironova et al., 2015; Herbst et al., 2023; Scheucher et al., 2020;
Barth et al., 2021; Ridgway et al., 2023). The legend indicates models run with either no
radiation (None), only one type of radiation: GCRLIS (GCR), G-type SEP (SEP), or G-type
XUV (XUV), or all three types of radiation (All). All models are run for the substellar P-T
profile, as plotted in grey and indicated on the upper x-axis.

with Herbst et al. (2023); Barth et al. (2021)). In a few cases (CH4,C2H2, and

C2H4) the fully irradiated models follow the SEP models rather than XUV in the

deeper part of the atmosphere (from „ 10´3 to „ 10´4 bar), indicating that SEP

is the dominating type of high-energy radiation in these layers (as seen in Sec.

1.4).
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Case Maximum relative difference Maximum total difference
Neutral Ion Neutral Ion

SEP (M) C4H6, C4H4, C4H,
C4H3, C4H2

CHO +
2 , C4H2N+

C3H +
6 , C3H +

7 ,
C3HN+,

H, H2, He, O,
CO

H+, He+, C+,
O+, N+

SEP (K) C4H10, C4H4,
CH3OCH2, C4H,
C4H3

He+, CHO +
2 , O+,

C4H +
9 , N +

2

H2, H, He, Si,
Fe

H+, He+, Si+,
Fe+, Mg+

SEP (G) C4H6, C2H3O,
CH2CHO, C4H,
C3H3

C +
3 , He+, CHO +

2 ,
O+, CH2O +

2

H, H2, He, Si,
H2O

H+, Si+, He+,
O+, C+

GCR C4H6, ClS2,
CH3OCO, Cl2S,
C2H5

C +
3 He+, CHO +

2 ,
CH2O +

2 , O+
H, H2, He,
H2O, CO

H+, He+, C+,
N+, O+

Table 3.6: Potential species of interest that show the highest relative and total differences
in their concentration due to irradiation by SEP or GCR. The SEP(M), SEP(K), and SEP(G)
cases indicate differences calculated between two models with and without SEPs, for M-, K-
, and G-type host stars respectively (GCR0 in all cases). The GCR case indicates differences
calculated between a model with GCR0 and a model with GCR150, both for G-type host stars
and with no SEP.

While our models agree that XUV has a significant impact on the concentration

of these species, the impact of SEP and GCR is not as compelling on these species

for our test planet as for the cases presented by previous studies. In the following

we therefore calculate which species might be of interest in our modelled envi-

ronments.

Species that are most affected by radiation

To study the effect of each type of high-energy radiation on the atmosphere, we

would like to determine which gas species are most affected by the radiation.

We do this by calculating the difference in the relative concentrations
´

ni
ntot

¯

of all

species between two different models with different irradiation. We calculate two

differences: The total difference
´

ˇ

ˇ

ˇ

ni´n j

ntot

ˇ

ˇ

ˇ

¯

and the relative difference
´

ˇ

ˇ

ˇ

ni´n j

ni

ˇ

ˇ

ˇ

¯

.

Based on the relative and total differences we select five potential species of

interest for each model pair, that have the highest maximum differences across the

atmospheric column. We exclude species where the relative concentration or the

maximum total difference of the species are below 10´30, since the concentration

of these species will most likely be too low for the effect of high-energy radiation

to be observed, even if the radiation affects them significantly. The species of

interest are shown in Tab. 3.6-3.8, and in this section we will describe the models

the species have been selected based on and what they indicate.
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Star None M K G
Neutral Ion Neutral Ion Neutral Ion Neutral Ion

M C3H3N
C2H3N
HCCN
NCCN
C3H5

He+

C3H +
8

C3H +
9

C4H +
9

C4H2N+

K C4H6
C4H
C4H3
C4H2
C4H5

He+

C3H +
8

C3H +
9

C4H +
9

C3H +
6

CH3NO2
CH3NO
C4H6
C3H3N
S4

C +
3

C3H +
9

C3H +
8

C4H +
9

C4H2N+

G C4H6
C3H4
C2H5OO
C3H5
C4H

He+

C3H +
8

C3H +
9

C4H +
9

C3H +
6

C3H5
ClS2
C3H4
HNNH
C4H6

C3H +
9

C3H +
8

C –
2

C4H +
9

N +
2

C2H4O
ClS2
C3H3
C2H4
CH3COOH

C2H4O+

C2H +
4

C –
2

CO+

He+

F C3H5
C3H4
C4H
HCCN
CNC

He+

C3HN+

CN+

C2N +
2

C3N +
3

C3H5
C3H4
ClS2
C3H3
HCCN

CN+

C3HN+

C2N +
2

C3H +
2

CH+

C3H4
C3H3
CH2N2
C2H4
ClS2

He+

CN+

C2H +
4

CH+

C2N +
2

C3H4
ClS2
C3H3
C2H4
HCCN

C +
3

He+

CN+

C2N +
2

C3H+

A C4H
C2
N2O3
HCCN
C2O

C+

CN+

O+

N+

C3HN+

N2O3
C4H
C2
Cl2S2
NO3

C+

O+

CN+

N+

H+

ClS2
N2O3
Cl2S2
N2
NO3

C+

CN+

O+

N+

CH+

C2
C4H
N2O3
He
N2

CN+

N+

CH+

O+

C+

B N2O3
Cl2S2
NO3
S2O
C2

C+

CN+

O+

C3H+

N+

N2O3
Cl2S2
NO3
S2O
C2

C+

CN+

N+

O+

CH+

N2O3
NH2O
Cl2S2
NO3
C2H3NO2

C+

CN+

N+

CH+

C2N+

C2H3NO2
N2O3
C2N
NH2O
C2

CN+

C+

CH+

N+

C3H+

O C3H5
C3H3N
Cl2S2
HO3
N2O3

He+

C+

C +
3

CN+

O+

C4H6
C3H5
C3H3N
Cl2S2
C3H4

He+

C+

CN+

C +
3

O+

C3H3N
C3H4
Cl2S2
C3H3
HO3

He+

C+

CN+

O+

C +
3

C3H5
C3H3N
C3H3
C2H5NO2
Cl2S2

He+

C+

CN+

O+

C +
3

Table 3.7: Potential species of interest that show the highest relative differences in their
concentration due to XUV radiation from different spectra. The differences are calculated
between two models with different host stellar types, as indicated by the row- and column
headers. The first column compares models with each of the host stars to a model with no
XUV radiation. All models are with no SEP and GCR. The remaining host star combinations
can be seen in Fig. 3.8

The potential species of interest for SEP and GCR irradiation are shown in Tab.

3.6. The three top rows show the potential species of interest for SEP selected

based on models with M, K, and G-type host stars. In these cases the differences

are calculated between models with and without the SEP irradiation for the re-

spective host star, all with XUV spectra for the respective star, and with no GCR
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Star F A B
Neut Ion Neut Ion Neut Ion

A H2N2
HNNH
NH2NH
HOCN
CH3CN

NH +
4

N +
2

CN+

CH4N+

NH +
3

B C2H3NO2
ClS2
C4H
Cl2S
C2N

C4H+

CN+

C+

C +
2

C3H +
2

C2H3NO2
H2CN
C4H6
C4H
C2H4O2

CN+

C +
2

CH4O+

N+

C5HN+

O C3H3
C4H4
C2H5NO2
ClS2
H2NNO2

C+

CN+

CH+

C2N+

O+

C3H4
C2H5NO2
C4H
C3H3
NaCl

C+

C3H+

CN+

CH+

C3H5O+

NCN
C3H3
HC3N
C2H4
C2N

C3H4O+

C3H +
8

C3H +
9

CN+

C +
2

Table 3.8: Potential species of interest that show the highest relative differences in their
concentration due to XUV radiation from different spectra. The differences are calculated
between two models with different host stellar types, as indicated by the row- and column
headers. All models are with no SEP and GCR. The remaining host star combinations can
be seen in Fig. 3.7

irradiation. The fourth row shows the potential species of interest for GCR. In this

case the differences are calculated between models with GCR inputs of GCR0 and

GCR150, both for a G-type host star with no SEP.

As can be seen from the table, the SEP irradiation has a significant effect on

the carbon chemistry. There are especially a lot of C4Hx and C3Hx species among

both the neutral molecules and the ions with the highest maximum relative dif-

ference. There are also metals among the species with the highest maximum total

difference, where both Si, Fe, Si+, Fe+, and Mg+ are listed for the models with K-

and G-type stars.

The GCR irradiation also affects the carbon chemistry, with a few of the most

affected species being the same as for the SEPs. In addition to this some of the

species with the highest relative differences are ClS2 and Cl2S, indicating an effect

on the Cl and S chemistry.

The potential species of interest for XUV irradiation are shown in Tab. 3.7

and 3.8. The species listed here are the ones with the highest relative difference

in their concentrations between models with different host stars. The host star

combinations are indicated by the row- and column headers, and in all cases both

neutral molecules and ions are listed.
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The first column in Fig. 3.7 shows the potential species of interest calculated

from the differences between models with each of the host stars and a model with

no XUV radiation. This column indicates that many of the neutral species are

significantly affected by multiple XUV spectra across different stellar type. This

is especially organic molecules such as: C4H4, C3H5, HCCN, and C3H3N, which

indicates that the carbon chemistry is affected by radiation over a wide wavelength

range, since e.g. HCCN is listed for the A-type host that only has radiation at

the longer wavelength, but even more organic molecules are listed for the low

mass stars that are weaker at the longer wavelength, but also has radiation in the

X-ray range. Some species such as N2O3, C2, and Cl2S2 are only listed for the

more massive stars, which could indicate that these especially are affected by the

radiation at the longer wavelength. In regards to the ions, it can be seen that the

high-mass stars mainly affect the concentrations of small ions, such as C+, O+,

and N+, whereas the low-mass stars especially affect larger more complex organic

molecules which indicates that longer wavelength radiation highly affects smaller

ions, while more high-energy radiation affects the complex carbon chemistry.

The rest of the columns show the species that are most affected by the dif-

ferences in radiation between the different host stars. These results confirm that

especially organic molecules are affected by changes in the XUV radiation, but also

some N-bearing species and a few ClxSx species are affected. Among the ions, we

notice that a lot of smaller ions such as C+ and CN+ are listed for the pairings

between the high- (A, B, and O) and low mass stars (M, K, G, and F), which

again indicates that the characteristics of high mass stars (such as high intensities

at longer wavelengths) especially affect these ions. Among low mass stars and

among stars of similar sizes larger organic ions are listed as being most affected.

3.4.3 Effect of different types of radiation

To look at the effect of the different types of high energy radiation we have selected

some of the most reoccurring neutral species and ions listed in Tab. 3.6, 3.7,

and 3.8 and plotted them in Fig. 3.11 and Fig. 3.12. Similarly to Fig. 3.10,

these figures show the relative concentration of the chosen species in atmosphere

modelled with different radiation inputs. Again the different lines indicate no

radiation (black solid line), one type of radiation (blue dotted/dashed lines), and

all high-energy radiation (red solid line).

Looking at the neutral species in Fig. 3.11 we notice that the GCR and SEP
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Figure 3.11: Relative concentration profiles for some of the neutral species most affected
by changes in the radiation. The legend indicates models run with either no radiation
(None), only one type of radiation: GCRLIS (GCR), G-type SEP (SEP), or G-type XUV (XUV),
or all three types of radiation (All). All models are run for the substellar P-T profile, as
plotted in grey and indicated on the upper x-axis.

models (dotted and dot-dashed) are mainly following the no radiation model

(solid black), while the XUV model (dashed) is following the fully radiated model

(solid red). This indicates that the concentration profiles of the neutral species are

primarily determined by the XUV radiation, since there is little difference between

the fully irradiated model, and the model with only XUV radiation.

The exception from this is seen from the CxHx species in the pressure range 10´3

to 10´5 bar. In in this range the SEP model diverges significantly from the non-

irradiated model, and the fully irradiated model is following the SEP. This shows

us that the ionization by SEP plays a larger role in this atmospheric layer.

The GCR model follows the non-irradiated model extremely closely for the entire
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Figure 3.12: Relative concentration profiles for some of the ions that are most affected by
changes in the radiation. The legend indicates models run with either no radiation (None),
only one type of radiation: GCRLIS (GCR), G-type SEP (SEP), or G-type XUV (XUV), or all
three types of radiation (All). All models are run for the substellar P-T profile, as plotted in
grey and indicated on the upper x-axis.

atmospheric column, indicating that GCR has very little effect on these neutral

species, even for the species that are most effected by GCR (C4H6 and ClS2) ac-

cording to Tab. 3.6.

Looking at the ions in Fig. 3.12 we notice that the concentration of the ions dif-

fer significantly between the models. Here we notice that in the upper atmosphere

(p ă 10´5 bar) the fully irradiated model (solid red) is still primarily determined

by the XUV radiation (dashed blue), but for the lower atmosphere it is determined

by the SEP and GCR input. For all four ions the fully irradiated model overlaps

with the GCR model (dotted blue) for pressures of „101 to „10´1 bar and fol-

lows the SEP model (dot-dashed blue) for pressures of „10´1 to „10´5 bar. This
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indicates that SEP and GCR generally has a greater effect on the ion chemistry

of the atmosphere, and that these energetic particles can be the primary factor

determining the concentrations of some ions in the lower atmosphere.

3.4.4 Effect of XUV

To look at the effect of the XUV radiation of the different host stars we have plot-

ted the concentration profiles for four of the most abundant neutral species in

the atmosphere (He is excluded due to its lack of participation in the atmospheric

chemistry). Fig. 3.13 shows a grid over models run for different locations on the

test planet (antistellar point, morning terminator, substellar point, and evening

terminator) under irradiation from different host stars. Each of the coordinates

were run for their respective P-T profiles (indicated in grey) and with XUV radia-

tion accounting for incident angles as explained in Sec. 3.3.4. Notice that since

the antistellar point experiences no XUV, the first column is identical for all host

stars. All models were run without SEP and GCR.

Fig. 3.13 shows that the concentration profiles for all host stars largely follow

the same trends as we saw in Fig. 3.8 and Fig. 3.9, where irradiation causes a

decrease in the concentrations in the upper atmosphere due to photolysis, and a

dip for some species (O and H) deeper in the atmosphere due to a combination

of XUV and the P-T profile. The greatest differences between the stellar types is

seen in the upper atmosphere, where the more massive star (O and B) show a

more extreme decrease in the concentrations due to the higher intensity of the UV

radiation of these stars.

3.4.5 Effect of stellar energetic particles

To look at the effect of SEP, we have plotted the relative concentrations of the

neutral species and ions that are most affected by SEP in Fig. 3.14. The figure

shows the species listed with the maximum relative differences in Tab. 3.6 plotted

for models with M-, K-, and G-type host stars, with and without SEP. All models

are run for the substellar point with no GCR.

Fig. 3.14 shows a visible difference between the models with and without SEP

for both neutral species and ions. For the neutral species (top grid), the effect

of the SEP generally becomes visible at pressures below 10´3 bar. For the K-

and G-type host stars the SEP causes an increase in the concentrations of all four
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Figure 3.13: Relative concentration of some of the most abundant neutral species for
different locations (columns) and host stars (rows). The axes can be read in lower left and
upper right corners.
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Figure 3.14: Relative concentration of the neutral gas species (top) and ions (bottom) that
are most affected by SEP according to Tab. 3.6. Rows indicate stellar type of host star. The
axes can be read in lower left and upper right corners.
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species in the pressure range 10´3 to 10´5 bar. For the M-dwarf host star the

SEP affects the concentration for the entire upper part of the atmosphere, leading

to an increase in the concentration of the species from 10´3 to 10´6 bar, and a

decrease in the concentration for atmospheric layers above this point.

The effect of SEP on the ions (bottom grid) is similar to the effect on the neutral

species. We see an increase in the concentration of ions in the lower atmosphere

(100 to 10´4 bar) for all stellar types, and a decrease in the concentration of ions

in the upper atmosphere for the M-dwarf stars.

The differences between the effect of the K- and G-type SEP and the M-dwarf

SEP indicates that the effect of the SEP scales significantly with the influx of SEP

from the host star, and thereby also the activity of the star.

3.4.6 Effect of galactic cosmic rays

To look at the effect of GCR we have plotted the relative concentrations of the

neutral species and ions that are most affected by GCR in Fig. 3.15. The figure

shows the species listed with the maximum relative differences in Tab. 3.6 plotted

for seven different models covering all the GCR inputs described in Sec. 3.3.3. All

models are run for the substellar point with a G-type XUV spectrum and no SEP.

Among the neutral species (Fig. 3.15, top) only one of the species (C2H5)

show a visible difference in the concentrations for different GCR inputs, and the

difference only occurs at the top of the atmosphere at relative concentrations be-

low 10´50. This is in accordance with what we saw in Fig. 3.11, that GCR has

very little effect on the concentrations of the neutral species.

Among the ions (Fig. 3.15, bottom) the differences are more pronounced.

Comparing the model with no GCR input (GCR0, solid lines) with the models

with GCR inputs (GCRlow to GCR150, dotted/dashed) we notice that there is a sig-

nificant difference between the non-irradiated model and the irradiated models,

while the differences among the irradiated models are smaller.

The general effect of the GCR is an increase in the concentrations of the ions in

the pressure range „101 to „10´5 bar in accordance with the ionizing effect seen

in Fig. 3.12. From the Fig. 3.15 (top) we notice that also the concentrations of

the neutral species, C2H5 is increased as a result of the GCR radiation, indicating

that this species is a bi-product of ionization.
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Figure 3.15: Relative concentration of the neutral gas species (top) and ions (bottom) that
are most affected by GCR according to Tab. 3.6. Colours indicate species and line styles
indicate GCR irradiation.

Since the differences among the different irradiated models (GCRlow to GCR150,

dotted/dashed) are smaller in the following we will move forward with only four

models that cover the entire range: GCR0, GCR‘, GCRLIS , and GCR150.
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Figure 3.16: Relative concentration of the ions that are most affected by GCR according
to Tab. 3.6. Rows indicate stellar type of host star. The axes can be read in lower left and
upper right corners.
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Figure 3.16 shows a grid of models for different host stars and GCR inputs.

The plots show the concentrations of four of the ions that most affected by GCR

(He+ has been excluded it generally does not participate in the chemical reactions

of the atmosphere). Comparing the models for the different host stars we notice

that GCR causes an increase in concentration of ions in the lower atmosphere for

all stellar types, and that these GCR-caused features remain similar even when the

rest of the profile (determined by XUV) changes.

The fact that the concentration profiles remain so similar for the entire range

of GCR (from GCRlow = 0.4 GCR‘ to GCR150 = 150 GCR‘) could indicate that

the effect of GCR remains largely the same, regardless of the intensity of GCR in

the environment.

3.4.7 Global run 10 vs global run 20

In this study, the models are run for 10 global runs, meaning following the parcel

of gas up and down through the atmosphere 10 times (as explained in Sec. 3.2.1).

This choice was made based on Rimmer & Helling (2016a) stating that depending

on the input parameters ARGOwill usually reach convergence within 5 to 12 global

runs.

To test the validity of this choice we have selected some of the more extreme

input cases and run them for 20 global runs, to look at the difference. Fig. 3.17

compares models run 10 and 20 global runs for four cases: 1) No radiation. 2)

An M-dwarf case with XUV and SEP suitable for M-dwarfs and no GCR (GCR0).

3) A G-type star case with XUV and SEP suitable for G-type stars and medium

GCR (GCRLIS). 4) An O-type star case with XUV for a O-type star and high irra-

diation by GCR (GCR150). These cases cover the full range of XUV (from none,

to M-dwarfs, to O-type), SEPs (from none to M-dwarf), and GCR (from none to

GCR150), as well as the standard case we have used throughout for a G-type host

star.

Comparing the solid colored lines (indicating the 10 global run models) with

their corresponding dashed black lines (indicating the 20 global run models), we

see that in most cases they are completely overlapping. This indicates that there

is very little difference in the chemistry between the 10th and the 20th global

runs, and that the models are almost completely static in-between. The greatest

difference is seen for the O-type case. By calculating the maximum and relative

differences between the concentrations (as done in Sec. 3.4.2), we find that the
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Figure 3.17: Relative concentration profiles for some of the most abundant neutral species
run for different radiation cases (indicated by labels). Each setting is run for 10 and 20
global runs, indicated by solid colored lines and overlapping dashed lines respectively. All
models have been run for the substellar P-T profile.

highest maximum difference is seen for H, that has a maximum difference of 5.9 ¨

10´1. Looking more closely at the profiles, it is how ever seen that this difference

is a numerical feature caused by a single shift in the data points along the pressure

axis of otherwise identical profiles, and that the medium difference even in this

radiation case is 0. Due to the insignificant differences between the models run

for 10 and 20 global runs we conclude that 10 global runs are sufficient for this

study.
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3.5 Discussion

The discovery of exoplanets has revealed that planetary environments can differ

significantly from our Solar System, particularly in terms of high-energy radia-

tion. High-energy radiation is known to impact the Earth’s atmosphere through

photochemical reactions and ionization of the upper atmosphere (see review in

Mironova et al. (2015)). Similar effects are expected on exoplanets, where models

predict that high-energy radiation can significantly change the chemical compo-

sition (e.g. Baeyens et al. (2022); Barth et al. (2021)), cause atmosphere loss

(Johnstone, 2016), promote cloud formation (e.g. Svensmark et al. (2013)), and

change the overall habitability of the planets (e.g. Ridgway et al. (2023); En-

gelbrecht et al. (2024)). With missions such as JWST and CHEOPS, and soon

potentially ELT, PLATO, and Ariel, we are starting to get detailed exoplanet at-

mosphere observations. In order to analyse and interpret these observations, we

need to understand the processes taking place in the atmospheres, and here high-

energy processes such as photochemistry have already proven to be a challenge

(as shown by Rustamkulov et al. (2023); Alderson et al. (2023); Tsai et al. (2023),

reviewed in Sec. 1.4).

In this study, we have aimed to explore the effects of high-energy radiation on

the chemistry of exoplanet atmospheres. This study has focused on two primary

sources of high-energy radiation: 1) the host star, through XUV radiation and stel-

lar energetic particles (SEPs), and 2) the galactic environment, through galactic

cosmic rays (GCRs).

We estimate the effect of GCR on our test planet by scaling the modelled GCR

ionization described by Rimmer & Helling (2013) based on the proton density

of the environment. The ionization rates modelled by Rimmer & Helling (2013)

assume a H dominated atmosphere irradiated by the GCR spectrum outside the

Solar System (LIS: The Local interstellar spectrum). Scaling a known ionization

profile is a first approximation to explore the effect of GCR. However, the actual

influx of GCR into a system, and the resulting ionization rate in an environment

is non-trivial, and should not be expected to scale directly with proton density. A

more accurate approach to calculate the ionizing effect of GCR would therefore be

to directly model first the GCR propagation through the astrosphere of the specific

host stars (similarly to, e.g. Rodgers-Lee et al. (2023); Mesquita et al. (2021a);

Svensmark (2006), see more references in Sec. 1.3), second the propagation of

GCR through the magnetosphere of the planet (similarly to e.g. Grießmeier et al.
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(2015, 2005)), and thirdly the energy-dependent propagation and ionization of

the individual GCR particles entering into the atmosphere (similarly to, e.g. Rim-

mer & Helling (2013)). In all three cases the behaviour of the GCR will be strongly

dependent on the energy of the GCR, with lower energy GCR particles being more

strongly affected by the modulation through both the astrosphere and the plane-

tary magnetosphere (e.g. Patrignani et al. (2016); Grießmeier et al. (2015)), and

the ionization of the atmosphere also being energy dependent (Mironova et al.

(2015)). It is therefore not only important to understand the behaviour of the

GCR particles inside the system, but also the energy distribution of the particles

entering the system. As mentioned in Sec. 1.3, the GCR distribution seems to be

forming a homogeneous "sea" at galactic distances of ą 8 kpc, with a potential

increase in the GCR density closer to the galactic center, either due to a global

change of the sea or due to an increased number of GCR accelerators (Aharonian

et al., 2020; Peron et al., 2021). The exact GCR distribution is, however, uncertain

and the potential changes in the GCR energy distribution are not yet understood.

In this study, we seek to understand the overall effect of GCR on the atmo-

sphere in comparison with SEP and XUV radiation. As such, the exact propagation

and ionization profiles of the individual systems and environments are less impor-

tant. In addition to this, the GCR influx into the atmosphere can vary significantly

over time due to e.g. changes in the stellar activity, and as shown by Herbst et al.

(2020), this can cause uncertainties in the GCR intensities of several orders of

magnitude. We therefore believe that our GCR estimate is a valid approach for

an investigation of the effect on the GCR parameter space. However, if we wish

to truly understand the radiative environments in the specific systems and their

effect on the atmosphere, it would be beneficial to expand this study with more

detailed models of the GCR ionization.

A potential advancement for understanding the radiative environments of ex-

oplanets could come with the mission Athena+ (Nandra et al., 2013; noa, 2024).

Athena+ (Advanced Telescope for High ENergy Astrophysics) is a space-based X-

ray observatory set to be launched in the 2030s, that aims to explore the hot and

energetic universe. One of the goals of Athena+ is to observe the X-ray radiation

of exoplanet systems, which will allow a more in-depth study of host star activity

and some of the effects of stellar energetic particles and stellar wind on close-in

exoplanet atmospheres (Branduardi-Raymont et al., 2013). Athena+ is also set

to observe GCR (Meidinger, 2018), and through their observations of the high-

energy areas of the galaxy this could give us new insight into the formation and
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distribution of GCR in the galaxy.

In this study, we have scaled the energetic particles for galactic environment

and stellar activity of the host star, but we have not taken the planet’s magnetic

field into account which has been found by Grießmeier et al. (2015) to be able to

change the influx of GCR by three orders of magnitude. Since a potential magnetic

field would function to shield the atmosphere from energetic particles, the actual

influx of SEP and GCR into the atmosphere could therefore be expected to lie

in-between the irradiated and non-irradiated models presented in this study.

3.6 Summary

In this study, we have explored the question of how the high-energy radiative

environment affects the complex chemistry of exoplanet atmospheres.

Using the 1D photo-chemistry and diffusion code ARGO in conjunction with the

chemical kinetic network STAND2020, we modeled the disequilibrium chemistry

of a hot-Jupiter in a series of simulated radiative environments. The radiative

inputs for these environments were varied as follows:

XUV radiation: Composite spectra, obtained from the literature for seven main

sequence host stars: M-, K-, G-, F-, A-, B-, and O-type stars.

Stellar energetic particles (SEP): SEP proton flux spectra for M-, K-, and G-type

stars obtained by scaling the solar SEP spectrum based on observed X-ray flare

luminosities.

Galactic cosmic rays (GCR): Seven GCR environments are estimated based on

GCR proton densities in the ISM and GCR propagation through astrospheres as

described in the literature.

We will here summarise our main findings:

• XUV radiation is the most important type of high-energy radiation for de-

termining the concentration of most atmospheric species.

• The neutral species that are most affected by SEPs are hydrocarbons. For

some species such as CH4, C2H2, C2H4, and C4H, as well as many ions, SEP is

the most important type of high-energy radiation in the deeper atmosphere,

from 10´3 to 10´5 bar.

• SEP radiation leads to an increase in the concentration of many C4Hx species

in the lower atmosphere
`

ă 10´6
˘

for M-, K-, and G-type stars. For M-type
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stars there is a decrease in the concentration of the same species in the upper

atmosphere.

• GCR has little effect on the neutral species, but has a significant effect on the

concentrations of many ions. For some species such as O+, C3H +
6 , CHO +

2 ,

and C3HN+, GCR is the most important type of high-energy radiation in the

lower atmosphere, from 101 to 10´1 bar.

• Comparing the non-irradiated model to the models irradiated with GCR we

see a significant difference in the concentration of the species that are most

affected by GCR. The variation between the different GCR-irradiated models

is, however, very small, despite the GCR ionization changing by a factor of

ą 350.

The study presented in this chapter is still ongoing and the results are not yet

published. The next step in the project will be to identify molecules that can act

as observable tracer for the different types of high-energy radiation. We will test

the observabilities of these tracer molecules by producing synthetic transmission

spectra of the test planet, and see if the change in concentration caused by the

high-energy radiation leads to a feature that is observable within the accuracy of

JWST. We will present more on this approach in Chapter 4. When we have found

observable tracer molecules they can be used as a reference when analysing and

interpreting atmosphere observations.
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4
Cloud formation on warm Saturn

around M-dwarf star

- A case study of HATS-6b

In this chapter, I present the work done for the submitted publication Kiefer

et al. (submitted 2024), titled "Under the magnifying glass: A combined 3D model
applied to cloudy warm Saturn-type exoplanets around M-dwarfs". This work com-

bines several state-of-the-art models to assess whether cloud formation can be

added to General Circulation Models (GCMs) in a post-processed manner, pro-

ducing results that are credible within the accuracy limits of JWST observations.

The study focuses on HATS-6b, a warm Saturn orbiting an M-dwarf star.

The contributions to the work were as follows:

• Sven Kiefer (first author) designed and ran the integration between the GCM

115



4. Cloud formation on warm Saturn around M-dwarf star

and the cloud model outputs, modeled the synthetic spectra, and was pri-

marily responsible for project planning, writing, and data analysis.

• I (second author) modeled the disequilibrium chemistry of the atmosphere,

wrote most sections concerning the disequilibrium chemistry, and partici-

pated in project planning, data analysis, and paper revisions.

• Dominic Samra and David Lewis ran the microphysical cloud formation

models, wrote the sections on this topic, participated in data analysis, and

contributed to paper revisions.

• Aaron Schneider ran the cloudless GCMs and participated in project plan-

ning.

• Flavia Amadio ran the initial equilibrium chemistry model and participated

in project planning.

• Helena Lecoq-Molinos participated in project planning, assisted with data

analysis, and contributed to paper revisions.

• Ludmila Carone, Leen Decin, Uffe Jørgensen, and Christiane Helling super-

vised the project, contributed to the writing, and performed revisions on the

paper.

This chapter is adapted from the publication with a focus on the sections au-

thored by me. All sections related to disequilibrium chemistry are included in a

form close to their original version, while I have rewritten and summarized the in-

troduction, discussion, and conclusion, as well as methods and results contributed

by other co-authors.

4.1 Introduction

Warm Saturns are a class of Saturn-sized gas giants that are promising obser-

vation targets due to their size, close proximity to their host star, and slightly

lower equilibrium temperatures (500 - 1200 K) than hot Jupiters. When observ-

ing the atmospheres of warm Saturns, Hubble Space Telescope found muted or

absent spectral feature, which could suggest either an extensive cloud coverage

or a cloud-free atmosphere with a high metallicity composition (Komacek et al.,

2020; Carone et al., 2021; Wong et al., 2022). The James Webb Space Telescope

(JWST) is expected to provide clearer insights into these atmospheres.
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Warm Saturns have previously been observed around K-, G-, and F-type stars

(Buchhave et al., 2018), with a few detections around M-dwarfs (Cañas et al.,

2022; Lin et al., 2023; Hartman et al., 2015). Warm Saturns around M-dwarf

stars are especially interesting targets due to the favorable stellar-to-planetary ra-

dius ratio caused by the significant size of the planet compared to the small host

star. Atmosphere observations of warm Saturns around M-dwarf stars have pre-

viously been difficult, since M-dwarfs are faint at the wavelengths that have been

covered by telescopes like HST, and instead peak at longer wavelength. However,

this makes them ideal targets for infrared transmission spectroscopy with JWST,

where they provide an opportunity to study the cloud formation and chemistry of

gas giant planets around a different host stellar types. Initial studies with Gen-

eral Circulation Models (GCMs) suggest that warm Saturns have more uniform

temperatures compared to hot Jupiters, with efficient heat circulation along the

equator (Christie et al., 2022; Helling et al., 2023; Kataria et al., 2016; Komacek &

Showman, 2016). This likely leads to global, mixed composition cloud coverage

(Christie et al., 2022; Helling et al., 2023), which impacts atmospheric tempera-

ture by scattering incoming radiation from the star, while also creating a green-

house effect by absorbing and re-emitting thermal radiation from the planet itself

(Rowe et al., 2008). Understanding these processes requires 3D modeling of cloud

properties and their distribution, as demonstrated previously for hot Jupiters and

rocky exoplanets (Lines et al., 2018a; Powell et al., 2019; Parmentier et al., 2021;

Lee et al., 2023; Yang et al., 2014; Turbet et al., 2021).

Accurate characterization of cloud properties, gas-phase chemistry, and wind

flow in exoplanet atmospheres requires complex cloud models. These models

range from simplified cloud descriptions assuming phase equilibrium (Demory

et al., 2013; Webber et al., 2015; Crossfield, 2015; Kempton et al., 2017; Roman

& Rauscher, 2017; Roman et al., 2021) to fully self-consistent micro-physical the-

ories (Woitke & Helling, 2003; Helling & Woitke, 2006; Helling & Fomins, 2013;

Powell et al., 2018; Woitke et al., 2020; Gao et al., 2020). While 1D models are

useful for modelling radiative transfer and microphysical cloud formation (Helling

et al., 2008a; Witte et al., 2011; Juncher et al., 2017; Gao et al., 2020), they can-

not capture the complex atmospheric processes like equatorial wind jets, day-night

cold traps, and patchy clouds (e.g. Showman & Guillot, 2002; Parmentier et al.,

2013; Pelletier et al., 2023; Perez-Becker & Showman, 2013; Komacek et al., 2017;

Helling et al., 2019a; Line & Parmentier, 2016; Tan & Showman, 2021).

To study cloud formation globally we need to combine a 3D GCM with a de-
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4. Cloud formation on warm Saturn around M-dwarf star

tailed cloud formation model, which is very computationally intensive if the mod-

els are coupled directly (Lee et al., 2016, 2017; Lines et al., 2018a,b). To lower

the computational cost we can use a hierarchical approach where the output of

GCMs can be used to post-process cloud structures (Helling et al., 2016; Kataria

et al., 2016; Parmentier et al., 2016; Helling et al., 2019b, 2021; Robbins-Blanch

et al., 2022; Savel et al., 2022; Helling et al., 2023). While this allows for a full

modelling of both the global climate and the detailed cloud formation, there is no

feedback between the two models so it does not include the interactions between

clouds and climate.

HATS-6b was discovered by the HATSouth survey in 2015 and has well-constrained

planetary and stellar parameters, as listed in Tab. 4.1. HATS-6b is an interesting

case for multiple reasons.

• Warm Saturns around M-dwarfs challenge or theories of planet formation

where models predict that gas giants mainly form around massive host stars,

since these have more material in their protoplanetary disk (e.g. Pascucci

et al., 2016).

• Due to the relative sizes of the planet and star, HATS-6b has one of the

deepest transit depths known with pRP{R‹q2 “ 0.0323 ˘ 0.0003 around

600 nm.

• M-dwarfs have a higher magnetic activity than solar-type stars (Mignon

et al., 2023), which causes a higher emission of stellar energetic particles

(SEPs, e.g. Fraschetti et al., 2019; Rodgers-Lee et al., 2023). HATS-6b there-

fore presents and opportunity to study the effect of SEP on an observable

gas giant.

• The host star, HATS-6, has a J band magnitude of 12.05, making HATS-6b

very well suitable for atmospheric characterisation in the infrared. HATS-

6b is therefore among eight warm Saturns, that have been selected as tar-

gets for two general observer programs for the James Webb Space Telescope

(JWST) Cycle 2 (GO 3171 and 3731).

This study has two aims. Firstly, we aim to explore the atmospheric, micro-

physical cloud and gas-phase structure of the warm Saturn HATS-6b orbiting an

M-dwarf. For this, we use a combined model in the form of step-wise iterations

between a detailed cloud formation description and expeRT/MITgcm, a 3D GCM
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Equilibrium temperature, Teq 700 K

Mass, MP 0.319 ˘ 0.070 MJ

Radius, RP 0.998 ˘ 0.019 RJ

Surface gravity, log10pgq 2.9 [cgs]
Semi major axis, a 0.036 AU

Period, Por b 3.32 days (Tidally locked)

Mean molecular weight, µ 2.35

Element abundances Solar, scaled to [Fe/H] = 0.2 ˘ 0.09

Host star type M1V

Stellar effective temperature, Te f f ,˚ 3724 K

Stellar mass, M˚ 0.57 Md

Stellar radius, R˚ 0.57 Rd

Table 4.1: Planetary (top) and stellar (bottom) parameters, and settings for test planet
used for all model runs

with full radiative transfer and deep atmosphere extension. Secondly, we aim

to demonstrate how the combined modelling approach can help to support the

interpretation of the data from space missions (e.g. JWST) for warm Saturn type

planets. The step-wise iterative approach between the GCM and cloud structure

is described in Sect. 4.2.1. The evaluation of the combined model for the warm

Saturn HATS-6b as well as the resulting atmospheric solution and transmission

spectra of HATS-6b are presented in Sect. 4.3. The discussion is in Sect. 4.4 and

the conclusion in Sect. 4.5.

4.2 Methods

This study constructs a combined 3D cloudy atmosphere model for HATS-6b, by

iteratively running a 3D GCM model and a detailed kinetic cloud formation model.

After each iteration the disequilibrium gas-phase chemistry is calculated, and syn-

thetic spectra are produced to assess the observable differences from iteration to

iteration. The settings used to model HATS-6b and HATS-6 can be seen in Tab.

4.1, and the iterative procedure for running the models can be seen in Fig. 4.1.

4.2.1 Summary of general methods and iterative process

The GCM model used in this study is expeRT/MITgcm (Schneider et al., 2022b;

Carone et al., 2020), that solves the hydrostatic primitive equations and radi-

aitve transfer throughout the atmospheric column over a global grid on a rotating

sphere. expeRT/MITgcm is run based on chemical gas-phase concentrations cal-
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4. Cloud formation on warm Saturn around M-dwarf star

Iteration 0 Iteration 1

GCM

Chemistry

Spectrum

GCM

Chemistry

Spectrum

Clouds

Repeat for 
Iteration 3 - 5

Iteration 2

GCM

Chemistry

Spectrum

Clouds

Figure 4.1: Iterative procedure applied in Kiefer et al. (submitted 2024). The four
main models participating are illustrated on the left: Kinetic cloud formation model,
expeRT/MITgcm to run GCMs, ARGO/STAND2020 to model the disequilibrium chemistry,
and petitRADTRANS as well as gcm_toolkit to produce spectra. to produce spectra.
Six iterations were run in total: Iteration 0 without cloud formation, and Iteration 1-5 with
clouds.

culated using the chemical equilibirum model GGchem (Woitke et al., 2018). After

running the GCM for 2000 simulation days, a grid of 1D profiles for pressure, tem-

perature, and vertical velocity are extracted from the GCM output. The profiles

are extracted at the following coordinates for longitude: (φ = {-135˝, -90˝, -45˝,

0˝, 45˝, 90˝, 135˝, 180˝ }) and latitude: (θ = {0˝, 23˝, 45˝, 68˝, 86˝}).

The output profiles from expeRT/MITgcm are used as inputs for our kinetics

cloud formation model. The model calculates the micro-physical cloud formation

processes of nucleation, bulk growth, and evaporation, as well as gravitational

settling, element depletion, and replenishment. The model considers four nu-

cleating species (TiO2, SiO, KCl, and NaCl) and 16 condensing species (TiO2[s],
Mg2SiO4[s], MgSiO3[s], MgO[s], SiO[s], SiO2[s], Fe[s], FeO[s], FeS[s], Fe2O3[s],
Fe2SiO4[s], Al2O3[s], CaTiO3[s], CaSiO3[s], KCl[s], NaCl[s]). The model calcu-

lates the cloud particle composition, average particles size, and cloud particle

number density, and these are fed back into expeRT/MITgcm as inputs for the

opacity calculations.

As illustrated in Fig. 4.1, this approach of passing the outputs of the GCM as

inputs to the cloud formation model and vice versa makes up for one iteration in

the iterative approach. After each iteration, the disequilibrium chemistry is mod-
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elled for eight 1D profiles extracted from the GCM. These methods are described

in further detail in the next section.

To study the observable reliability of the iterative approach synthetic spectra

are produced and compared. The spectra are produced using and petitRADTRANS
(Mollière et al., 2019) and gcm_toolkit (Schneider et al., 2022a) based on the

gas-phase concentrations from ARGO/STAND2020 and the cloud opacities from

the cloud formation model.

As can be seen in Fig. 4.1, a total of six iterations are performed. For Itera-

tion 0, the GCM is run without a cloud formation input, resulting in a cloud-free

model. For Iteration 1-5, the cloud formation is calculated based on the previous

iteration and the results are implemented into the GCM runs. The iterative process

is continued until the difference in the spectra of two consecutive iterations is so

small that it would not be observable within the accuracy of the JWST instruments

NIRSpec and MIRI LRS, which we will later show happened after 5 iterations in

our study.

4.2.2 Methods for disequilibrium gas-phase chemistry

The disequilibrium chemistry for the H/C/N/O complex of HATS-6b is modelled

to assess how each iteration affects the atmospheric chemistry, and as a result the

transmission spectra. This is done using ARGO and STAND2020 as described in

Sec. 3.2.

The inputs for ARGO and STAND2020 have been chosen as follows:

1. (Tgas, pgas) profiles and vertical eddy diffusion profile: Eight different 1D

profiles are extracted from the output of the expeRT/MITgcm by averaging

over areas of the 3D grid. The eight profiles are six terminator regions with

the longitudes (φ “ t90˝, 270˝u) and latitudes (θ “ t0˝, 23˝, 68˝u), and

the sub-stellar and anti-stellar points.

2. Atmospheric element abundances: Solar abundances adapted for metallicity

([Fe/H] = 0.2) in accordance with the initial abundances used for the GCM.

3. Stellar XUV spectrum driving photochemistry: Spectrum obtained from the

MUSCLES survey where the M1.5V star, GJ667C, is chosen as a proxy to

HATS6 (shown in Fig. 3.2).
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4. Cloud formation on warm Saturn around M-dwarf star

4. Cosmic rays: Implemented based on the ionization rate of low energy cos-

mic rays (LECR) as explained by Rimmer & Helling (2013) and Barth et al.

(2021).

5. Stellar energetic particles: The solar SEP event has been scaled based on

a X-ray flare intensity of IX = 0.1 W m´2 at 1AU, in accordance with the

description in Sec. 3.3.2.

As described in Sec. 3.3.4, the different locations on the planet will experi-

ence a different influx of stellar radiation and SEPs, and the model inputs are

varied accordingly. For the sub-stellar point, both the stellar spectrum and SEPs

are included. For the anti-stellar point, neither the stellar spectrum nor SEPs are

included. For the terminator coordinates, only SEPs are included. The reasoning

behind excluding the stellar spectrum for the terminator regions in this study, is

that the shallow angle of incidence for radiation from the host star causes the ra-

diation to pass through so much atmosphere before it reaches the bulk of the 1D

simulated atmosphere profile that its influence is negligible. Since XUV radiation

is easily scattered by the atmosphere, the stellar spectrum is not included for the

terminator regions, whereas SEPs have been shown to penetrate deeper into the

atmosphere (Barth et al., 2021) and are therefore included.

The output of STAND2020-ARGO is the relative concentration of more than 511

gas-phase species. Based on these concentrations and the cloud opacities from the

cloud formation model, the transmission spectra can be produced.

4.3 Results

In this section I will present a summary of the general results of the study as well as

a more detailed description of the results regarding the disequilibrium chemistry.

4.3.1 Summary of general results

The results from the GCM runs can be seen in Fig. 4.2 and 4.3. Fig. 4.2 shows P-T

profiles extracted from each of the iterations of the GCM at the substellar, antis-

tellar, morning, and evening terminator. Comparing the profiles for the cloudless

model (Iteration 0) we notice that P-T structure is relatively similar across the

different coordinates. Introducing clouds into the model (Iteration 1-5) creates

a significant variation of the P-T profiles among the coordinates. Most noticeable
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Figure 4.3: Isobaric slices of the expeRT/MITgcm runs at t = 2000 simulation days. The
white lines indicate the horizontal wind velocity fields.

is a temperature inversion appearing at the substellar point and evening termi-

nator in the upper atmosphere above 10´2 bar. Below the temperature inversion

(100 to 10´2 bar) we see a cooling of the atmosphere for the cloudy (Iteration
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1-5) compared to the cloudless (Iteration 0) models, which can be explained by

an anti-green house effect caused by the clouds. The cloud formation model re-

vealed a significant cloud coverage over the entire exterior of HATS-6b (results

can be seen in Kiefer et al. (submitted 2024)). These cloud layers reach into the

upper atmospheres (at pressures lower than 10´3 bar), at considerable particle

number densities and particle sizes. This high cloud deck might lead to scattering

and absorption of the incoming radiation, thereby heating the upper atmosphere

and preventing the radiation from reaching the lower atmosphere. The result is

an anti-green house effect and over-all cooling of the lower atmosphere, in accor-

dance with what we see from Fig. 4.2.

The only outlier among the cloudy models is the morning terminator for iteration

2, where a temperature increase of up to 350 K can be seen around 10´4 bar. This

increase in temperature reduces the nucleation rate which in turn leads to fewer

but larger particles (results can be seen in Kiefer et al. (submitted 2024)). The sud-

den change in the morning terminator is the result of dynamical instability caused

by the cloud structure in this iteration which leads to hot air being advected from

the day-side into the morning terminator. The general thermal instabilities of the

morning terminator are discussed in more detail in Kiefer et al. (submitted 2024).

While an instability is present in all cloudy iterations, it is more pronounced in

iteration 2. Since no other iteration shows a similar behaviour, the temperature

increase in the morning terminator of iteration 2 is considered an artefact of the

specific configurations of the static clouds.

Fig. 4.3 shows isobaric slices over the global temperatures and horizontal wind
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velocities from the GCM output. Slices are shown for two pressures (10´3 bar and

10´2 bar) for each of the six iterations. Looking at the cloudless model (Iteration

0) in the upper left corner we see a very uniform global temperature, with little

difference between the two pressure points. For the cloudy models (Iteration 1-5)

we see a significant heating on the dayside of the planet for the lower pressure

(10´3 bar), that is not observed deeper in the atmosphere (10´2 bar). This again

illustrates the heating of the upper atmosphere caused by the cloud layer. Further-

more, the cloudy models show a stronger and narrower equatorial wind jet than

iteration 0 (results can be seen in Kiefer et al. (submitted 2024)). This matches

the results of Baeyens et al. (2021), who showed that for the temperature range

of warm Saturns (500 K to 1200 K) an increase in equilibrium temperature results

in a faster and narrower jet. Furthermore, the weak polar jets of iteration 0 are

not observed in the cloudy models.

The cloudy models all show the same general characteristics of: a temperature

inversion around 10´3 bar, a cooling around 0.1 bar to 1 bar, a narrow equato-

rial wind jet, and global cloud coverage. However, the temperature between the

iterations (Iteration 1-5) still vary by up to „130 K. Similarly, differences in the

temperature structure around 10´3 bar can be seen in the isobaric plots (Fig. 4.3)

and in the zonal mean winds (results can be seen in Kiefer et al. (submitted 2024)).

The cloud particle properties on the other hand vary little between iterations 3,

4, and 5. In particular the nucleation rate between iteration 4 and 5 is close to

identical. However, there are still changes in the cloud particle number density

and average size between iteration 4 and 5. The observable effects of the changes

in the temperature structures and cloud formation are shown in Fig. 4.4.

Transmission spectra were produced using the temperature structure of the

GCM, the chemistry of ARGO, and the cloud structures. Spectra for all six iter-

ations are shown in the top panel of Fig. 4.4. The residuals (difference in the

relative transit depth) between consecutive iterations are shown in the bottom

panel of the same figure. The bottom panel also shows the spectral precision for

the JWST instruments NIRSpec Prism (Birkmann et al., 2022; Ferruit et al., 2022)

and MIRI LRS (Kendrew et al., 2015, 2016). If we compare the residuals to the

spectral precision we can see whether the differences between the iterations are

observable: If the residuals are significantly larger than the spectral precision, the

differences between the iterations are observable. If the residuals are of the same

order or lower, the differences between the iterations will be difficult to observe.
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4. Cloud formation on warm Saturn around M-dwarf star

There is a significant difference between the transmission spectra of iteration

0 and 1 due to the introduction of clouds in iteration 1 (top panel of Fig. 4.4).

Iteration 1 shows more muted molecular features than iteration 0, especially for

wavelengths below 2 µm. An additional increase in the relative transit depth is

seen around 10 µm, indicating silicate species within the cloud particles. Both

these effects are expected if clouds are present in exoplanet atmospheres (Wake-

ford & Sing, 2015; Powell et al., 2019; Grant et al., 2023).

The residuals between the cloudy iterations are generally below 100 ppm for

wavelengths between 0.7 µm to 10 µm. The residuals can be related to shifts

in the cloud top, which is defined as the pressure level at which clouds become

optically thick (see e.g. Estrela et al., 2022). A clear CH4 feature can be seen

at 3 µm to 4 µm with a residual depth of around 100 ppm. This indicates that

the differences between the (Tgas, pgasq profiles for each iteration are still strong

enough to significantly impact the disequilibrium chemistry of the planet, and that

CH4 might be particularly susceptible to these differences.

The residuals between iteration 4 to 5 are around 25 ppm, and consistently be-

low the spectral precision of NIRSpec Prism (illustrated by the black data points).

The only exception to this is the CH4 feature around 3 µm to 4 µm, that still has a

residual depth of around 50 ppm. However, even this feature is only slightly above

the spectral precision, which will make detections difficult. Since the differences

between the transmission spectra of iteration 3, 4, and 5 are close to or below the

spectral precision of JWST NIRSpec Prism, we stop our iterative procedure after

iteration 5.

4.3.2 Results for disequilibrium Chemistry

To assess the impact of the kinetic gas-phase chemistry and photo-chemistry on

the observable atmosphere, and more specifically on the transmission spectra of

HATS-6b, the disequilibrium chemistry was modelled. This is done for each itera-

tion at six coordinates along the terminator region (longitudes (φ “ t90˝, 270˝u)

and latitudes (θ “ t0˝, 23˝, 68˝u)). The resulting gas concentration profiles were

averaged over the six coordinates. The relative number densities (ni{ngas) of H,

H2, CO, CO2, H2O, CH4, HCN, and NH3 can be seen in Fig. 4.5 (top). These eight

molecules have been chosen due to their high concentrations in the atmospheres

or because they are some of the more interesting atmospheric species when look-

ing at the effects of external radiation (e.g. Barth et al. (2021); Baeyens et al.
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Figure 4.5: Concentrations of non-equilibrium gas species for the warm Saturn example
HATS-6b. Top: Complete terminator region (both morning and evening) averaged over all
six coordinates for all iterations. Middle: Sub- and anti-stellar point for the final iteration
(Iteration 5). Bottom: Morning and evening terminators for the final iteration (Iteration
5).
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(2022)). The concentration profiles show very little variation among the five it-

erations with clouds, whereas the difference between the cloudless (iteration 0)

and cloudy iterations (1 - 5) is somewhat larger. The largest differences between

the cloudless and cloudy iterations occur between pgas „ 10´2 - 100 bar (Fig. 4.5,

top). This pressure range corresponds to the cloud-induced cooling of the lower

atmosphere observed in iterations 1 - 5 (as described in Sec. 4.3.1). Some species

(e.g. NH3, CO2, and CH4) also show a difference between cloudy and cloudless

at lower pressures corresponding to a cloud-induced heating of the upper atmo-

sphere in iterations 1 - 5. The cloud-induced heating in the upper atmosphere in

combination with a cooling of the lower atmosphere comprises the temperature

inversion (see Fig. 4.2).

The chemical variations along the equator are illustrated in Fig. 4.5 middle

(sub-stellar and anti-stellar point) and bottom (morning and evening terminator).

Comparing these two figures we notice that the relative number densities of all

species show significantly larger differences between the day- and night-side (the

solid and the dashed lines in Fig. 4.5, middle) than the differences between the

different iterations (all lines in Fig.4.5, top).

The variations along the equator are caused both by differences in the (Tgas,

pgasq profiles for the four coordinates, and by differences in the stellar XUV ra-

diation and the SEPs. The sub-stellar point is irradiated both by XUV radiation

and SEPs, the terminators are irradiated only by SEPs, and the anti-stellar point is

irradiated by neither. Comparing the four cases it can be seen that the sub-stellar

point and the two terminators are relatively similar, whereas the anti-stellar point

differs significantly from the rest. By comparing the sub- and anti-stellar point, we

notice a steep decrease in the concentration of many of the gas species at the sub-

stellar point (incl. H2, CH4, and NH3) in the upper atmosphere, indicating a break

down of these molecules through photolysis by the XUV radiation or ionisation by

the SEPs. Other species (such as H, HCN, and partly CO and CO2) show an in-

crease in concentration for the sub-stellar point compared to the anti-stellar point

as we move further up into the atmosphere, indicating that these are positively

influenced by photochemical reactions. Comparing model runs for the sub-stellar

point with and without SEPs (Fig. 4.5, middle), we notice a significant contribu-

tion by the SEPs on the gas-phase concentrations and that this effect reaches far

down into the atmosphere. The middle and bottom plots in Fig. 4.5 show that the

sub-stellar point with SEPs bear a strong resemblance to the terminator regions,

which could indicate that SEPs can have a larger effect than the XUV radiation on
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the concentrations of the gas species, including observationally interesting species

such as CH4 and HCN. The bottom plot Fig. 4.5 shows that the differences between

the terminator regions are generally higher at lower pressures, with the exception

of H that also show differences deeper into the atmosphere.

As mentioned in Sect. 1.3.1, M-dwarf stars such as HATS-6 are known to

have higher magnetic activities compared to more massive stars like the Sun. This

increased activity leads to increased amounts of SEPs. As explained in Sect. 1.3.1,

the amount of SEPs has been found to scale with the X-ray flare intensity of the

star, which for M-dwarf stars has been reported to range from 0.001 to 0.2 Wm´2

at 1AU (listed in Tab. 3.4 in Chapter 3). In this study we scale our SEP spectrum

based on a X-ray flare intensity of 0.1 Wm´2 at 1AU, indicating that the amount of

SEPs could be significantly higher than what we show, leading to a greater impact

on the disequilibrium gas-phase chemistry.

4.4 Discussion

In this work we combine detailed models for 3D climate simulations, micro-physical

cloud formation, and disequilibrium chemistry calculations, and apply them to the

warm Saturn HATS-6b. In this section, we will relate some of our findings to pre-

cious work regarding the anti-greenhouse effect (Sect. 4.4.1) and the study of

warm Saturns (Sect. 4.4.2).

4.4.1 Anti-greenhouse effect

We observe a temperature inversion for HATS-6b when we include cloud formation

in our models that is not present in the cloudless model. We find that the clouds in

the upper atmosphere of HATS-6b (P ă 10´3 bar) have considerable cloud particle

sizes and number densities. The high cloud deck scatters and absorbs incoming

short-wavelength radiation, which cools the layers below the clouds while heating

the upper layers. This causes the temperature inversion, also known as the anti-

greenhouse effect. An anti-greenhouse effect was first observed on Titan (McKay

et al., 1991) and has been predicted for exoplanets with extensive clouds or hazes

(Heng et al., 2012; Morley et al., 2012; Steinrueck et al., 2023).

Direct observation of a temperature inversion requires emission from the lower

atmosphere to escape into space, but due to the dense cloud layer in between this

is most likely impossible. In order to gain information from the cooler lower lay-
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ers, we would therefore need an upwelling of material through the cloud deck.

Fig. 4.4 shows a CH4 feature that is visible despite the cloud layer, which indicates

that the CH4 extends into the upper layers of the atmosphere. In the upper atmo-

sphere, CH4 is exposed to photolysis and high degrees of SEPs, and since CH4 is

very susceptible to photochemical reactions (Moses et al., 2011; Line et al., 2011;

Baeyens et al., 2021, 2022; Konings et al., 2022), the molecule cannot be stable

above the cloud deck. A visible CH4 feature could therefore indicate that verti-

cal mixing has connected the observable gas-phase chemistry above the clouds to

deeper atmosphere layers, thereby forming a probe through the temperature in-

version and into the layers cooled by the anti-greenhouse effect (Agundez et al.,

2014; Fortney et al., 2020). This work confirmed the influence of stellar energetic

particles (SEP) on the dayside chemistry of a planet around a relatively active star,

as was already pointed out by Barth et al. (2021) for HD 189733b.

4.4.2 Comparison to other models

The cloud structure and climate of HATS-6b were simulated as a first example of a

warm Saturn around an M-dwarf host star. To extend our findings from HATS-6b

to general warm Saturns, the results are compared to other studies focusing on

3D cloud and climate structures of warm Saturn-type exoplanets.

Helling et al. (2023) conducted a grid study of post-processed cloud structures

for temperatures between 400 K and 2600 K for F, G, K and M-dwarf stars based

on a previous study by Baeyens et al. (2022). For exoplanets with an equilibrium

temperature of 700 K around M-dwarf stars (corresponding to HATS-6b), they

predict strong uniform cloud coverage. HATS-6b thereby falls into their "class (i)"

category of planets, characterized by global, mainly homogenous cloud coverage.

Our findings suggest that this cloud coverage might cause an anti-greenhouse ef-

fect for these "class (i)" planets around M-dwarf stars.

Christie et al. (2022) studied the impact of clouds on the climate of the warm

Neptune, GJ 1214b. They model phase equilibrium clouds with KCl and ZnS as

their cloud particle material in line with similar studies of cloud composition of

GJ 1214b (Gao & Benneke, 2018; Ormel & Min, 2019). Christie et al. (2022)

found that clouds cause cooling in the lower atmosphere, matching our results,

but did not observe a significant upper-atmosphere temperature increase.

Another planet similar to HATS-6b, is the Saturn-mass exoplanet WASP-39b

that is part of the JWST Early Release Science program (Feinstein et al., 2023;
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Ahrer et al., 2023; Rustamkulov et al., 2023; Alderson et al., 2023; JWST Tran-

siting Exoplanet Community Early Release Science-Team et al., 2023). WASP-39b

is at the upper limit of the "class (i)" (Helling et al., 2023) with Teq „ 1100 K.

Similar to HATS-6b, cloudless GCMs of WASP-39b show small day-night temper-

ature differences, and post-processed cloud modeling predicts global cloud cov-

erage (Carone et al., 2023; Lee et al., 2023). Pre-JWST observations indicated a

relatively cloud-free atmosphere (Sing et al., 2016; Nikolov et al., 2016; Fischer

et al., 2016; Wakeford et al., 2018), but JWST revised these findings, indicating

cloud presence with some models suggesting inhomogeneous cloud coverage (Fe-

instein et al., 2023). JWST observations could reveal cloud asymmetries between

the morning and evening terminator, as predicted by Carone et al. (2023), in line

with our findings in this study.

4.5 Summary

In this study we explore the global climate, cloud formation, and gas-phase chem-

istry of the warm Saturn HATS-6b orbiting an M-dwarf star. This is done using

a combined model in the form of step-wise iterations between a 3D GCM with

full radiative transfer and deep atmosphere extension (expeRT/MITgcm) and a

detailed cloud formation description. At the end of each iteration the resulting at-

mosphere profiles are used to calculate the disequilibrium chemical composition

using a kinetics chemical network, ARGO/STAND2020. We demonstrate how the

combined modelling approach can help to interpret the data from space missions,

such as JWST, for warm Saturn type planets.

Our findings relating to the case study of HATS-6b are as follows:

• We find a global cloud coverage on HATS-6b, which is to be expected for

temperature range (500 K < T < 1200 K) of warm Saturn type exoplanets.

• We find that cloud formation causes a temperature inversion in the upper

atmosphere (p < 10´2 bar) at the substellar point and evening terminator.

Cloud particles in the upper atmosphere cause a cooling of the lower atmo-

sphere (10´2 bar < p < 1 bar) consistent with an anti-greenhouse effect.

• We find that cloud formation leads to a stronger and narrower equatorial

jet.

• We find that cloud formation leads to a characteristically flat transmission
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spectrum in the optical, while there are molecular absorption features for

CO2CH4 and H2O in the infrared.

• We find a silicate cloud feature in the transmission spectra around 10 µm.

• We find that concentration of many gas-phase molecules is affected by pho-

tochemistry in the upper atmosphere.

• We find that stellar energetic particles affect the concentration of many gas-

phase molecules, including observationally interesting species such as CH4

and HCN, and that this effect reaches deep into the atmosphere.

The small radii of M-dwarf stars compared to more massive stars lead the to a

’magnifying effect’ of spectral features within transmission spectra. This makes

planets like HATS-6b prime targets for deciphering gas chemistry and cloud com-

positions for warm Saturn type exoplanets. For wavelengths up to 8 µm, it may

even be possible to identify morning and evening terminator differences with the

CH4 feature around 3 µm.

Our findings relating the iterative modelling approach are as follows:

• We find that it takes five iterations between the GCM and the cloud model,

before the differences in the atmospheric structure of HATS-6b drop below

the observational accuracy of the JWST NIRSpec Prism and MIRI LRS.

• We find that the difference between the synthetic spectrum of the first iter-

ation (GCM Ñ Clouds Ñ GCM) and the fifth iteration differs by less than

200ppm.

• We find that the differences between the spectra of the morning and evening

terminators are larger than the differences between each iteration.

• We find a greater variation in chemical composition between the day- and

night side of the planet, than between the different cloudy iterations.

We propose that a combined model that enables the full complexity of all mod-

elling components (here 3D GCM, cloud formation, and disequilibrium chemistry)

can be useful for the interpretation of observational data for exoplanets to be stud-

ied with CHEOPS, JWST, and also ELT, PLATO, and Ariel in the future.
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Due to their expected cloud coverage and deep transits, warm Saturns are

prime candidates for studying cloud particle composition and cloud-induced ther-

mal inversions. Limb asymmetry studies could be particularly useful for examining

the feedback of clouds on the atmospheric structure, and the resulting effect on

the gas-phase chemistry and cloud top. By combining models iteratively allows

us to gain the full physical complexity of each model in a computationally feasi-

ble manner that enables a detailed interpretation of observational data within the

accuracy of JWST NIRSpec and MIRI LRS.
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Summary & Outlook

5.1 Summary

This thesis has explored some of the effects of high-energy radiation on exoplanet

atmospheres. We have done this on through two approaches: experiments on

cloud particles, and modelling of atmospheric chemistry. In this section I would

like to summarize our work as well as the main conclusions.

Chapter 2 - High-energy radiation and mineral cloud particles

This chapter investigated the effect of gamma radiation on mineral cloud particles

in an atmosphere chamber. Gamma radiation is one of the main products in the

interaction between high-energy particles and the atmosphere, and the mineral

particles investigated were SiO2 particles that are known as a cloud species on

gaseous exoplanets and act as cloud condensation nuclei here on Earth.
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We found that the SiO2 particles naturally cluster to form aggregates, and that this

aggregation was inhibited by gamma radiation. Gamma radiation was also found

to charge the particles negatively.

Our findings suggest that high-energy radiation might favour the formation of a

high number of small rather than a lower number of large particles.

Chapter 3 - High-energy radiative environments and atmospheric chemistry

This chapter investigated the effect of different types of high-energy radiation on

atmospheric chemistry. We focused on XUV radiation and stellar energetic parti-

cles (SEP) from the host stars, as well as galactic cosmic rays (GCR) from outside

the system.

We found that all three types of high-energy radiation can affect the concentra-

tion of key molecular species in the atmosphere, but that XUV is generally the

most impactful. Our findings suggest that SEP might especially affect the carbon

chemistry of the atmosphere, while GCR mainly affect the concentration of ions.

Chapter 4 - Cloud formation on warm Saturn around M-dwarf star

This chapter investigated an iterative approach to combine a cloud formation

model with a 3D general circulation model (GCM). For each iteration the dise-

quilibrium chemistry of the atmosphere was modelled and synthetic spectra were

produced. This study was done on the warm-Saturn planet, HAST-6b, that orbits

an M-dwarf star. HATS-6b is an interesting case since its size and type of host

star makes it a great target for studying the effect of stellar activity on exoplanet

atmospheres through both models and observations.

We found that after five iterations between the cloud model and GCM, the changes

in the spectra are no longer observable within JWST accuracy. Additionally, the

chemical variations across the planet are larger than the variations between the

different iterations. We found that the chemical composition of the atmosphere is

significantly affected by photochemistry and that SEP affect the concentration of

observationally interesting species.

We propose that a combined modelling approach can allow the full complexity of

each model, while yielding results that are accurate within the limits of state-of-

the-art telescopes.
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5.2 Outlook

The time frame of a PhD project is surprisingly short, and while a lot of work has

been done there is still much left to do. In this section, we would like to describe

the next natural steps in our work, as well as potential projects that could be done

in the future.

Identifying molecular tracers for high-energy radiation

As mentioned in Chapter 3, the work presented there in an ongoing study, and our

next planned step is to identify observable molecular tracers. As described in Sec.

3.4.2 we determine which species are most affected by the different types of high-

energy radiation by calculating the differences in the concentration of each species

between models with and without the radiative input. In these calculations, we

have a cutoff where we exclude species with a maximum relative concentration

change of less than 10´30, since these concentrations are too low to be observed.

However, despite this cutoff, we still see a lot of species with very low concentra-

tions, and many of the species showcased throughout the chapter will probably

not be observable. Next, we plan to increase the cut-off concentration, and sys-

tematically go through the species to identify the ones that are most affected by

the radiation while having the highest chances of being observable according to

existing literature. The observability of these species can be tested using similar

methods to the ones by Kiefer et al. (2024) explained in Chapter 4. Here syn-

thetic spectra were produced from different models, and it was tested if changes

between models are observable within e.g. the accuracy of JWST instruments.

This will allow us to identify tracer molecules that can be used by observation

studies to accurately interpret their data or give indications about the radiative

environment of the planets.

Accurately calculating ionization in different environments

In Chapter 3 we investigated the effect of different types of high-energy radiation

by scaling ionization profiles calculated by other studies (e.g. Rimmer & Helling

(2013) and Rab et al. (2017)). This allowed us to explore the parameter space for

the radiation, but did not provide a fully accurate representation of the radiative

environment within each type of system. As discussed in Sec. 3.5, we believe

it might be beneficial for a future study to fully model the expected ionization

profiles for atmospheres in different systems. To do this one would have to account
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for e.g. 1) Variations in GCR spectrum for different galactic environments. 2)

Modulation of energetic particles (stellar or cosmic) through the astrosphere (e.g.

Rodgers-Lee et al. (2021a)). 3) Modulation of energetic particles through the

planetary magnetic field (e.g. Grießmeier et al. (2015)). 4) Propagation and

ionization by energetic particles through the atmosphere (e.g. Rimmer & Helling

(2013)).

Exploring the full range of SEP intensities

In Chapter 3 we studied the effect of SEP for three different host star types, M-,

K-, and G-type. The ionization caused by SEP was calculated based on proton

densities scaled from observed X-ray flare luminosities, in accordance with the

methods by Rab et al. (2017) and Barth et al. (2021). Each host stellar type was

represented by one X-ray flare luminosity, as indicated in Tab. 3.3. However, stars

within the same stellar type can have a wide range of stellar activity, as illustrated

by the X-ray flares measures for M-dwarfs and listed in Tab. 3.4. In addition to

this some F- and A-type stars have also been known to have flare-like activity (e.g.

Balona (2012)), but since this is not believed to be a regular occurrence we did not

include SEP for these stellar types in the study. We believe it could be beneficial for

a future study to look into the effect of the full range of SEP intensities by scaling

the SEP ionization based on all measured X-ray flare intensities for as many stellar

types as possible.

Expanding the aggregation and charging study to other mineral species

In Chapter 2 we studied the aggregation and charging of SiO2 particles as repre-

sentative of mineral cloud particles. However, a number of other mineral particles

are expected to form clouds in exoplanet atmospheres, including TiO2, SiO, and

NaCl (e.g. Bromley et al. (2016); Sindel et al. (2022); Helling (2022)). Due to a

time constraint, we did not have time to test the behaviour of these other mineral

particles, but we believe it could be beneficial for other studies to do so. By re-

peating the experiments with other cloud species we would be able to recognize

if the observed trends are general for mineral particles or specific for SiO2.
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