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Abstract
Deterministic quantum emitters able to generate multiphoton entangled states are
essential building blocks for a plethora of quantum information applications. Solid-
state spin-photon interfaces integrated into nanophotonic structures show great
potential as they can form basic elements of scalable photonic circuits that enable on-
chip quantum operations. Particularly, InGaAs (indium gallium arsenide) quantum
dots (QDs) integrated into planar nanophotonic circuits have made significant
technological achievements. An essential component is the interface of a QD and
a photonic crystal waveguide (PhCW), as it enables engineering the interaction
between the QD and guided light. This thesis explores topologically non-trivial
PhCW and a novel type of QDs for advancing scalable photonic quantum technology.

Advances such as the design of broken-symmetry PhCWs have led to chiral
light-matter interfaces and non-reciprocal devices, which are essential for proposed
quantum gates. However, chiral interfaces have yet to achieve as high interac-
tion enhancements as conventional PhCWs and are limited in their performance
by backscattering losses. The first part of this thesis explores the potential of a
topological PhCW for chiral interfaces with QDs.

Specifically, planar nanophotonic circuits with embedded topological PhCWs
with InGaAs QDs are designed and analyzed. Although the devices show ade-
quate transmission in the spectral region of InGaAs QDs, the capabilities of the
utilized nanofabrication method limit their practical application as chiral interfaces.
The potential of topological PhCWs to support and enhance chiral interactions
while suppressing backscattering losses is examined by finite-element calculations
and backscattering theory. It is shown that topological PhCW can outperform
dispersion-engineered conventional waveguides due to reduced backscattering on
fabrication-induced imperfections for high interaction enhancements. The integra-
tion of topological PhCWs into nanophotonic circuits of the state-of-the-art InGaAs
QD platform and the numerical performance benchmark promise high-performance
designs of efficient, on-chip non-reciprocal devices and scalable circuits based on
topological PhCWs and may enable the design of optical isolators, circulators, and
quantum gates.

Technological developments of planar nanophotonic circuits are confronted with
intrinsic limitations of InGaAs QDs in their coherence properties, fine-structure
splitting, and spin-photon entanglement fidelity. The second part of this thesis
explores the potential of planar nanophotonic circuits with a novel type of QDs:
local droplet-etched GaAs QDs.

More concretely, planar nanophotonic circuits are presented that feature in-
terfaces of PhCWs and GaAs QDs, fabricated from an ultra-thin semiconductor
heterojunction. The demonstration of charge-state control and optical transition
energy tuning of QDs in planar nanophotonic circuits marks an essential step
for realizing scalable spin-photon interfaces with GaAs QDs. Embedded QDs are
characterized as a source of single photons for quantum information by resonant
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excitation and using time-resolved, high-resolution, and phonon-sideband resolved
spectroscopy. Hanbury Brown and Twiss interferometry confirms the single-photon
nature of the QDs’ photoemission and low blinking probability in timescales up to
25 µs. The single photon purity, the demonstration of mutual coherence between
photons created, and coherent optical driving promise prospects for realizing a
scalable deterministic source of indistinguishable single photons with GaAs QDs.

Advancing topological nanostructures for chiral light-matter interaction and
developing low-decoherence emitters integrated into planar nanostructures are
promising avenues for developing a scalable quantum photonic platform for gener-
ating entangled states on-chip.
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Sammenfatning
Deterministiske kvanteemittere istandtil at generere multifotons sammenfiltrede
tilstande er essentielle byggesten for en overflod af anvendelsesmuligheder til kvan-
teinformation. Faststofs spin-foton grænseflader integrerede ind I nanofotoniske
strukturer viser stort potentiale da de kan udgøre basale elementer af skalerbare
fotoniske kredsløb som muliggør on-chip interaktioner. Navnlig InGaAs (Indium
Gallium Arsenid) quantum dots (QD) integreret ind i plane nanofototoniske kred-
sløb har lavet signifikante teknologiske præstationer. En essentiel komponent er
grænsefladen mellem en QD og en fotonisk krystal bølgeleder (PhCW, photonic
crystal waveguide), da den tillader kontrol af interaktionen mellem QD’en og det
ledede lys. Denne afhandling udforsker topologisk non-trivielle PhCW’er og en ny
type QD’er for at fremme skalerbar fotonisk kvanteteknologi.

Fremskridt såsom designet af PhCW’er med brudt symmetri har ledt til chirale
interaktioner mellem lys of stof, samt ikke-reciprokke enheder, hvilke er essentielle
for foreslåede kvantegates. Imidlertid har chirale grænseflader endnu ikke opnået
så høje interaktionsforbedringer som koncentionelle PhCW’er, og er begrænsede i
deres præsentation af tab via backscattering. Den første del af denne afhandling
udforsker potentialet i en topologisk PhCW for chirale grænseflader med QD’er.

Plane nanofotoniske kredsløb med indlejrede topologiske PhCW’er med InGaAs
QD’er er designet og analyseret. Selvom enhederne udviser tilstrækkelig transmis-
sion i det spektrale område af InGaAs QD’er begrænser kapaciteterne af de anvendte
nanofabrikationsmetoderne deres praktiske applikation som chirale grænseflader.
Potentialet for topologiske PhCW’er til at støtte og forbedre chirale interaktioner
samtidig med at undertrykke backscattering interaktioner er undersøgt via finite-
element beredninger og backscattering teori. Det vises, at topologiske PhCW’er kan
udkonkurrere dispersion-engineered konventionelle bølgeledere grundet reduceret
backscattering på de nanofabrikations-inducerede uperfektheder for høj interak-
tionsforbedring. Integrationen af topologiske PhCW’er i nanofotoniske kredsløb
med en state-of-the-art InGaAs QD-platform og de numeriske ydeevne benchmarks
lover høj-ydeevne designs af effektive, integrerede nonreciprokke enheder og skaler-
bare kredsløb baserede på topologiske PhCW’er og kanmuliggøre designet af optiske
isolatorer, cirkulatorer og kvantegates.

Teknologisk udvikling af plane nanofotoniske kredsløb bliver konfronteret med
iboende begrænsninger af InGaAs QD’s i deres kohærente egenskaber, finstruktur
splitning og spin-foton sammenfiltringsfidelitet. Den anden del af denne afhandling
udforsker potentialet i plane nanofotoniske kredsløb med en ny type QDer: lokalt
dråbeætsede GaAs QD’er.

Plane nanofotoniske kredsløb med grænseflader mellem PhCW’er og GaAs QD’er,
fabrikerede fra en ultra-tynd halvleder heterojuntion, bliver præsenteret. Demon-
strationen af ladningstilstandskontrol samt tuning af den optiske transitionsenergy
af QD’er i plane nanofotoniske kredsløb markerer et essentielt skridt for at re-
alisere skalerbare spin-fotons grænseflader med GaAs QD’er. Indlejrede QD’er er
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karakteriseret som en kilde til enkeltfotoner for kvanteinformation via resonant
excitation og via tidsopløst, højopløsning og fononssidebåndsløst spektroskopi.
Hanbury-Brown-Twiss-interferometri bekræfter enkeltfotonsnaturen af QD’ernes
fotoemission samt lav sandsynlighed for blink over tidsskalaer op til 25 µs. Enkelt-
fotonsrenheden, demonstrationen af gensidig kohærens mellem de skabte fotoner
og den koherente optiske drivningsegenskaber lover muligheder for at realisere en
skalerbar deterministisk kilde af uskelnelige enkeltfotoner via GaAs QD’er.

Fremme af topologiske nanostrukturer for chiral interaktion mellem lys og stof og
udvikling af emittere med lav dekohærens integrerede ind i plane nanostrukture er
lovende retninger for at udvikle en skalerbar kvantefotonisk platform til at generere
sammenfiltrede tilstande on-chip.
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Introduction

Deterministic quantum emitters able to generate multiphoton entangled states are
essential building blocks for a plethora of quantum information applications [2–4],
including quantum communication and measurement-based quantum computing.
Solid-state spin-photon interfaces integrated into nanophotonic structures [5, 6]
are especially promising as they can form a basic element of scalable photonic
circuits [7] that enable on-chip quantum operations [8–10]. InGaAs quantum dots
(QDs) [6, 11] integrated into planar nanophotonic circuits demonstrated significant
technological achievements [12]. A critical component is the interface of a QD and
a photonic crystal waveguide. The properties of both are vital in order to realize
scalable photonic circuits [5].

However, several unavoidable mesoscopic and material constraints exist in the
class of InGaAs QDs. Examples are the growth-induced strain, island-like asym-
metric shapes [13, 14] and strain-enhanced material intermixing occurring during
growth [15]. These constraints attribute to electron-spin decoherence and set limits
to the fine-structure splitting and spin-photon entanglement fidelity.

Photonic crystal waveguides enable engineering the interaction of the light field
of a guided mode and an embedded QD [5]. Enhancing the interaction strength
has been key in demonstrating deterministic spin-photon interfaces [16]. Moreover,
the design of broken-symmetry photonic crystal waveguides [17] has led to non-
reciprocal devices [18] that are the foundation for quantum gates [19–21] and several
protocols for quantum networks [22]. However, photonic crystal waveguides for
non-reciprocal devices have yet not achieved as high interaction enhancements as
conventional designs [23].

This thesis explores the potential of planar nanophotonic circuits with a novel
type of QDs to overcome the limits of InGaAs QDs and the prospect of a new class
of photonic crystal waveguides for efficient planar non-reciprocal devices.
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Droplet Epitaxial-Grown GaAsQuantum Dots for Planar Quantum Photonics

Local droplet-etched GaAs QDs [24] integrated into photonic nanostructures are
especially promising as spin-photon interface for quantum information technologies
[25]. Their exceptional properties paved the way for the recent demonstration
of two-photon interference between two completely separate GaAs QDs with an
exceptional visibility of 93% [8].

The high degree of mutual coherence stems from high-quality pure materials
and integration into a semiconductor heterojunction, achieving near-perfect charge
control [26, 27]. GaAs QDs are of intrinsic low-strain [28–34] due to a lattice-
matching growth method, dramatically lowering nuclear spectral inhomogeneities
[35] contrasted by Stranski–Krastanov-grown InGaAs QDs. This makes it possible
to bring electron spin coherences beyond 100 µs [36]. Moreover, GaAs QDs are
larger in size (typically ≈ 100 nm in diameter and 5–8 nm in height), increasing the
radiative rate and reducing the sensitivity to environmental fluctuations. Owed
to their intrinsic pronounced spherical symmetry, the GaAs QDs exhibit near-zero
fine-structure splitting [37]. Due to the low fine-structure splitting, polarization-
entanglement fidelities of photons from the biexciton-exciton cascade [38–41] close
to the most prominent sources based on spontaneous parametric down-conversion
[42] are possible. All these properties of GaAs QDs are vital to realizing deterministic
spin-photon interfaces, directly useful for cluster state generation [43], and non-
reciprocal photonic devices [44].

To achieve deterministic spin-photon interfaces, the integration into photonic
nanostructures is crucial. Previously GaAs QDs integration into Fabry-Perot cavities
based on distributed Bragg reflectors (DBR) [28, 30], circular Bragg gratings [38],
and parabolic optical cavities [45] have been demonstrated. Despite the strong
interest, integration into planar photonic nanostructures compatible with efficient
charge control has yet to be demonstrated. However, the practical implementation
of photonic crystal waveguides for GaAs QDs with emission wavelength 780nm
sandwiched between AlGaAs barriers is challenging, due to structural feature sizes
between 40-50 nm, below the state-of-the-art nanofabrication limit of 56 nm [46].

This thesis demonstrates the charge state and optical transition energy control
of local droplet-etched GaAs QDs [26] integrated into photonic crystal waveguides.

Topological Photonic Chrystal Waveguides for Chiral Quantum Optics

Maxwell’s equations that describe light propagation in all-dielectric media, as in
QD-based scalable photonic devices, obey time-reversal symmetry. This symmetry
demands that the electric field in the forward direction is the complex conjugate
of the electric field in the backward direction. However, light-scattering and pho-
toemission from a QD are described by a Hamiltonian that is not time-reversal
symmetric [47]. In a one-dimensional waveguide, the symmetry between the inter-
action of a QD’s dipole with right- and left-propagating modes can be broken. The
condition referred to as chiral interaction corresponds to forward and backward
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propagating modes scattering with different strengths [44]. In extreme cases, this in-
teraction can also become unidirectional, or in other words, the QD’s dipole couples
only to a single direction. In this situation, the dipole radiation will be directional,
referred to as chiral emission.

Chiral light-matter interactions enable non-reciprocal devices and circuits, such
as optical isolators [18], circulators [48–50] and quantum gates [19–21] and are the
foundation for several protocols for quantum networks [22]. In photonic-crystal
waveguides, this directionality arises from the interaction of elliptical dipoles with
finely structured light fields of the guided mode [18, 20, 23, 51]. An essential require-
ment to realizing scalable chiral quantum devices is the development of optical
waveguides exhibiting slow light, circular polarization, low loss, and negligible
backscattering [7, 44, 52].

A concurrent development has been expanding the concept of topological order,
particularly robust transport, in condensed matter [53–55] to the field of optics and
nanophotonics [56–58]. Topological photonic interfaces are formed at the boundary
between topologically distinct photonic crystals and support light guidance in
counterpropagating modes, forming a photonic crystal waveguide of topological
nature. Recently, a number of topological photonic crystal waveguides have been
proposed and demonstrated, ranging from themicrowave region to the near-infrared
region [59–72]. The helical character of the guided modes naturally suggests the
possibility of a chiral topological photonic interface.

Notable developments in the field of topological waveguides are the demonstra-
tion of low-loss guiding of light around tight corners [65, 73–75], robust transport
despite the presence of defects [76], integration with passive photonic elements [75],
and fiber-to-chip couplers [73, 75]. The robustness against tight bends, is attractive
for forming low-loss, compact-footprint photonic devices [77, 78].

Principal compatibility with embedded QDs has been demonstrated and has been
employed to probe the waveguide transmission [73, 74]. Recently, chiral coupling
of QDs to topological waveguides has been demonstrated [73, 77, 78]. All-dielectric
topological photonic systems, compatible with QD-based photonic devices, are time-
reversal symmetric and therefore do not feature genuine topological protection [79].
Nevertheless, all-dielectric topological photonic crystal waveguides can outperform
conventional waveguides [1] for realizing integrated non-reciprocal single-photon
devices for scalable complex quantum circuits and networks. However, topological
waveguides have not been implemented in quantum photonic platforms which
feature electronic charge state control and dipole transition frequency tuning. These
features are essential for realizing non-reciprocal devices for scalable quantum
networks and their exploitation in non-reciprocal photonic devices.

This thesis demonstrates topological photonic crystal waveguides for chiral light-
matter interface with InGaAs QDs. Furthermore, the performance of topological
waveguides as chiral light-matter interface is explored, using full vectorial three-
dimensional finite-element calculations and rigorous disorder-induced incoherent
backscattering theory.



4 Chapter 1. Introduction

Outline of the Thesis

Chapter 2 and 3 introduce the basic theoretical framework of photo emission, light-
matter interaction, and planar nanophotonic devices and highlight important aspects
of InGaAs and GaAs quantum dots relevant to this thesis.

Topological photonic crystal waveguides for chiral light-matter interface with
state-of-the-art InGaAs QDs are presented in chapter 4. The numerical analysis
of the performance of topological waveguides as chiral light-matter interface is
presented in chapter 5.

The design, fabrication, and characterization of the electronic and photonic
properties of the planar nanophotonic platform are presented in chapter 6. Chapter
7 presents the spectroscopy of QDs in planar devices, charge state, and optical
transition energy control. Chapter 8 presents resonant excitation and phonon-
sideband-resolved spectroscopy of a QD in a photonic crystal waveguide. The
operation of a GaAs droplet epitaxy quantum dots in a planar photonic device as a
single photon source is demonstrated in chapter 9.

A final discussion of the work carried out in this thesis and an outlook toward
future work are presented in chapter 10.



5

C
h
a
p
t
e
r 2

Semiconductor QDs as Single Photon
Sources

Introduction to InGaAs and GaAs semiconductor quantum dots as emitters
and how their discretized electronic states can be employed as a single-
photon source

For many quantum-optics experiments, having a discrete and anharmonic elec-
tronic spectrum is necessary since it allows the generation of single photons by
having an electron move between two levels. Creating and modifying atom-like elec-
tronic states in quantum dots (QDs) provides numerous possibilities for integrated
quantum-photonic devices.

QDs in the family of InAs/GaAs/AlAs III-V semiconductors form excellent sources
of indistinguishable single-photons and host single electronic spins. In compari-
son with other single-photon emitters, QDs have been demonstrated to surpass a
combination of metrics of performance [7, 80] as a resource in scalable quantum
networks [2,5]. Among these metrics are brightness, single-photon purity, coherence,
and repetition rate [6,38,81–84]. These excellent photonic properties can be extended
further by trapping electrons and holes to the QD, enabling photon-photon [20],
spin-photon [85], and spin-spin [86] entanglement. These developments are under-
pinned by, 1) a self-assembly process to create nano-scale QDs, 2) a heterostructure
design, and 3) high-quality material.

The established platform consists of Stranski-Krastanov grown InGaAs QDs [89]
embedded in GaAs, achieving a bright, fully deterministic source of indistinguishable
photons of long coherence time and narrow linewidths [7, 18, 90–94], integrated
into a planar photonic chip. Figure 2.1a) shows a scanning tunnelling microscope
image of a Stranski-Krastanov grown InGaAs QD. Spin coherence times have been
achieved that allow for the emission of multiple photons within the spin coherence
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Figure 2.1: Figure a) shows a scanning tunneling microscope image of a Stranski-Krastanov InGaAs QD,
grown on GaAs. Image from [87]. Figure b) shows schematics of the growth process of droplet-epitaxy
grown GaAs QDs, adapted from [88]: (i) Al is deposited under low arsenic pressure, forming droplets
on the surface of the AlGaAs substrate; (ii) dissolution of As from the substrate and concurrent (iii)
diffusion of Al into the substrate; (iv) high in-plane symmetry nanoholes etched into the AlGaAs
substrate; (v) overgrown with GaAs; (vi) capping with AlGaAs. Figures c) and d) show the cross-section
and top view of an AFM image of a droplet-epitaxy-grown GaAs QD. These images are from [40].
In figure c), the color scale reflects the local surface inclination (white for flat areas and black for
maximal inclination). The aspect ratio is set to 17 to highlight the shape of the etched hole.

time, which is essential for the scalability of advanced multi-photon entanglement
sources [95]. However, the InGaAs QDs emit at wavelengths between 900 nm and
1200 nm, a spectral regime lying inconveniently between the telecom wavelengths
(1300 nm and 1550 nm) and the wavelength where silicon detectors have a high
efficiency (600 nm to 800 nm) [96]. It is therefore important to develop QD quantum
photonics to extend the wavelength range toward shorter and longer wavelengths.

Droplet-epitaxy-grown GaAs QDs embedded in AlGaAs [25, 29, 97, 98] emission
contains the wavelengths of the D1 and D2 of rubidium vapor-based quantum-
memory [99] and are within the peak quantum efficiency of silicon detectors.
Furthermore, GaAs QDs typically have more symmetric shapes [29, 37], facilitat-
ing the creation of polarisation-entangled photon pairs from the biexciton cas-
cade [38, 100, 101].

Figure 2.1b) shows schematics of the growth steps. Al is deposited on the AlGaAs
substrate under low As pressure, which leads to the formation of Al nano-droplets.
The concurrent dissolution of As from the substrate and diffusion of Al into the
substrate leads to the formation of nanoholes. Figure 2.1c) and d) show atomic
force microscope images of droplet-etched nanohole with high in-plane symmetry.
The hole is epitaxially filled with GaAs. Due to the weak intermixing between the
two materials, the final GaAs QD takes the symmetric shape of the etched hole.
The filled holes are then capped off with AlGaAs to obtain isolated QD with three-
dimensional carrier confinement. The growth process of the QDs presented in this
thesis is further described in [26].
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While previous GaAs QDs suffered from the population of optical active 𝐷𝑋 cen-
ters [102] in the conduction band, GaAs QDs with sufficient low Al-concentration
in the barrier material AlGaAs have been achieved meeting the challenge of un-
populated 𝐷𝑋 centers at cryogenic temperatures [26]. Blinking-free, single-photon
emission [27, 103] and optical linewidths close to the transform limit [27] have
been demonstrated. The recent demonstration of two-photon interference with
near-unity visibility (93.0%) using photons from two completely separate GaAs
QDs [8] shows a route to the realization of generation of coherent single photons in
a scalable way .

The high level of strain in the widely used InGaAs QDs complicates the interac-
tion of an electron spin with the nuclear spins on account of the atomic site-specific
quadrupolar interaction [32, 104–106]. In contrast, GaAs QDs have improved elec-
tron spin coherence [27, 32, 36, 105, 107] due to lower strain [25, 31–34]. Recently,
prolonging of the spin dephasing time has been demonstrated, achieving lifetimes
𝑇2 = 113 µs, several orders of magnitude above the radiative lifetime [36]. In this case,
in combination with optical cavities [108] and photonic crystal waveguides [16],
droplet GaAs QDs can potentially serve as fast, high-fidelity sources of spin-photon
pairs and cluster states [109].

In this chapter the electrical and optical properties of droplet-epitaxial-grown
GaAs and Stranski-Krastanov InGaAsQDs are described. Stranski-Krastanov InGaAs
QDs are implemented into the topolgical photonic waveguides presented in the
chapter 4. Droplet-epitaxy grown GaAs QDs, are extensively studied in the chapters
6, 7, 8, and 9.

2.1 Electronic Structure and Excitions in Quantum Dots

The fundamental optical excitation in a QD consists of an electron in the conduction
band and a hole in the valence band. The exciton, is a correlated electron-hole
pair bound by direct and exchange Coulomb interaction. In small QDs, the motion
of electrons and holes is dominated by quantum confinement, which implies that
they are mutually independent, but exciton effects are required to explain the fine
structure of the optically active states [5].

The unfilled orbital shells of atomic Al, Ga, In, and As show a 𝐹43𝑚 configuration
in GaAs and in the other relevant binary and ternary alloys. Spin-orbit effects break
the 3-fold degeneracy and shift the valence band to lower energy. The invariance of
the spin-orbit interaction with respect to the time-reverse operation leads to the
Kramers degeneracy of the light- and heavy-hole bands [110,111]. The heterojunctions
of InGaAs in GaAs and GaAs in AlGaAs have type-I energy-band alignment. This
is essential for efficient interaction with light and allows for quantized states for
electrons and holes.

Typically, the aspect ratio of QDs is larger than unity and the dominant quanti-
zation axis is the growth direction. This lifts Kramer’s degeneracy of the heavy-hole
and light-hole bands, shifting the heavy-hole upwards. Consequently, the transi-
tions from the conduction band to the heavy-hole band have the lowest energy.
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Figure 2.2: Schematics of the structural properties of Stranski-Krastanov-grown InGaAs QDs and
dropel-epitaxy grown GaAs QDs. The confinement potentials, where dark, neutral, and bright gray
indicate AlGaAs, GaAs, and InAs are shown in figure a) for Stranski-Krastanov-grown InGas QDs and
b) for dropel-epitaxy grown GaAs QDs. Schematics of the electron and hole wave functions are shaded
blue and red oval. The wave functions along the growth axis 𝑧 are shown in figure c) for Stranski-
Krastanov-grown InGas QDs and d) for dropel-epitaxy grown GaAs QDs. For Stranski-Krastanov
QDs, the electron and hole wavefunctions have a significant offset in their center of mass, due to an
asymmetric confinement potential a pyramidal shape [112]. In contrast to unstrained GaAs QDs, the
materials intermix significantly during growth, leading to strain that varies throughout the QD.

For InGaAs QDs, the intrinsic strain lifts the degeneracy further. Neglecting the
light-hole band is often a good approximation. However, in QDs with a pronounced
structural asymmetry, the hole-masses are no longer a good quantum number re-
sulting in substantial band mixing [113, 114]. In contrast, for the highly symmetric
GaAs QDs, the light- and heavy-hole mixing is minimal [115,116] and the character of
the hole ground state is easily controllable by application of external stress [115, 117].

The full theoretical description and its experimental verification remains challeng-
ing. For the conditions relevant for quantum-optics experiments, i.e., QDs at low
temperatures, and small carrier populations, many features of QDs can be described
remarkably well by using a simple two-band effective-mass model, where only the
heavy-hole valence band and the conduction band are included [5].

2.1.1 The Transition Matrix Element

The interaction strength of a QD with light is described by the transition matrix
between the ground and excited states. This may also be expressed as a transition
dipole moment. For QDs, the transition dipole moment can be controlled by modify-
ing the exciton’s wave function. The quantum state of an electron in the conduction
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band (index 𝑐) or heavy-hole valence band (index 𝑣) consists of three parts,

|Ψ𝑐/𝑣⟩ = |𝐹𝑐/𝑣⟩ |𝑢𝑐/𝑣⟩ |𝛼𝑢/𝑐⟩ , (2.1)

where |𝐹𝑐/𝑣⟩, |𝑢𝑐/𝑣⟩, and 𝛼𝑢/𝑐 is the envelope wave function, the electronic Bloch
function evaluated at the Γ point of the band structure, and the spin state, respec-
tively. The envelope wave function is obtained from the effective-mass Schrödinger
equation. The relevant quantity derived from equation 2.1 describing spontaneous
emission is, therefore, the momentum matrix element P = ⟨Ψ𝑢 | p |Ψ𝑐⟩ [5, 118]:

P = ⟨𝐹𝑢 |𝐹𝑐⟩ ⟨𝑢𝑢 | p |𝑢𝑐⟩ ⟨𝛼𝑢 |𝛼𝑐⟩ , (2.2)

where p = −𝑖ℏ∇ is the momentum operator. In the electron-hole picture, the
decay of an electron from the conduction band to the valence band is viewed as
the recombination of an electron and a hole [119]. Here, the electron and hole
pseudospin states are introduced (keeping the envelope wave function implicit),
which describe the total angular momentum of the Bloch functions and the spin,

|↑⟩ = |𝑢𝑐⟩ |↑𝑒⟩ , (2.3)

|↓⟩ = |𝑢𝑐⟩ |↓𝑒⟩ ,
|⇑⟩ = |𝑢ℎ⟩ |⇑ℎ⟩ ,
|⇓⟩ = |𝑢ℎ⟩ |⇓ℎ⟩ ,

where the arrows denote the projected spin of an electron (hole) ↑ (⇑) onto the 𝑧-axis
along the semiconductor growth direction. In experiments transitions obeying for
optical transitions rules have been observed to be dominant [118]. The conduction
and hole Bloch functions inherit the symmetry of the atomic orbitals, determining
the polarization of the dipole moment [5]. The magnitude of the dipole moment
depends on the wave-function overlap ⟨𝐹𝑣 |𝐹𝑐⟩, which can be controlled by, e.g.,
external static electric fields, and the bulk semiconductor’s Kane energy [120]. QDs
are most often grown on (001) substrates where the symmetry leads to in-plane
anisotropic confinement potentials even for rotational symmetric QDs [114]. The

preferential elongation is along
[
111

]
[89].

The exchange interaction breaks the four-fold degeneracy of the excitonic states (a
single bound electron-hole pair) completely [121]. The states are commonly denoted
in quantum optics literature as [5]

|𝑋𝑏⟩ =
1
√

2
(
|⇑↓⟩ − |⇓↑⟩

)
, (2.4)

|𝑌𝑏⟩ =
1
√

2
(
|⇑↓⟩ + |⇓↑⟩

)
,

|𝑋𝑑⟩ =
1
√

2
(
|⇑↑⟩ − |⇓↓⟩

)
,

|𝑌𝑑⟩ =
1
√

2
(
|⇑↑⟩ + |⇓↓⟩

)
.
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The excitonic states’ labels indicate allowed dipole transitions into the ground state
|𝑔⟩ (bright, 𝑏) and transitions involving spin-flip or non-radiative decay processes
(dark, 𝑑). The dipole moment orientation of |𝑋𝑏⟩ and |𝑌𝑏⟩ is along the 𝑥- and 𝑦-axis,
perpendicular to the growth direction.

The energy separation between the the two bright states |𝑋𝑏⟩ and |𝑌𝑏⟩) is referred
to as fine structure splitting 𝐸fss in its atomic analogy. For InGaAs, the fine structure
splitting is typically on the order of 10 µeV to 100 µeV, whereas the splitting 𝐸𝑑𝑏
between the two dark excitons is one to two orders of magnitude smaller [122, 123].
It has been shown that for the highly symmetric droplet-epitaxy grown GaAs QDs,
the fine-structure splitting correlates with the shape and size of the QD [37, 124]
and much smaller splittings, comparable to the radiative linewidth of the emission
lines, have been observed [40].

QDs can contain multiple electrons and/or holes leading to additional transitions
with different optical properties than single neutrally charged excitons. Multiple
bound states may exist as solutions to the effective-mass equation for both the
conduction and valence bands and these eigenstates are commonly denoted as 𝑠 , 𝑝 ,
and 𝑑 shells, etc., in analogy with atomic physics. The approximate selection rule
for the envelope wave functions |𝐹𝑢/𝑐⟩ implies that only transitions between the
same shell in the conduction and the valence band need to be considered [5].

2.1.2 Electronic structure of Multiexcitonic 𝑠-Shell States

In the 𝑠-shell only three types of excitonic quasiparticles exist due to the Pauli
exclusion principle beyond the neutral exciton: two trion states of positive (two
electrons and one hole) and negative charge (one electron and two holes), and
the neutral biexciton (two electrons and two holes). The charge configuration,
pseudospin state, and dipole-allowed transitions of these states are displayed in
figure 2.3.

Biexcitons have the pseudospin configuration

|𝑋𝑋 ⟩ = |⇑⇓↑↓⟩ , (2.5)

and can relax radiatively to either of the bright excitons. Depending on which
exciton the biexciton it decays to, a cascade of either two horizontally polarized or
two vertically polarized dipole transition occur. The biexcitons decay cascade can
be utilized as a source of polarization-entangled photons [20, 40]. A requirement
is a sufficiently small fine-structure splitting, which can be reduced by growth
[37, 124, 126, 127] or by applying various tuning schemes, such as electric fields [128]
and strain [40].

Due to Kramer’s theorem, the positive trion states |𝑋 +⟩ and negative trion states
|𝑋 −⟩ are both doubly degenerate in the absence of an external magnetic field that
would break time-reversal symmetry. For an electron-spin state |𝛼𝑒⟩ (hole-spin state
|𝛼ℎ⟩) the trion states are
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Figure 2.3: The lowest-energy confined states in QDs and their transitions. The full (empty) circles
indicate the electron (hole) configuration in the conduction (valence) band 𝑠 shells of the QD. The
pseudospin states are discussed in the main text. The biexciton decays to one of the two bright exciton
states by emission of a horizontally (𝐻 , green) or vertically (𝑉 , yellow) polarized photon. The negative
(positive) trion decays to a single electron (hole) by emission of circularly polarized light with the
helicity depending on the total electric charge state. Furthermore, spin-flip processes (dashed arrows)
couple bright and dark excitons. Non-radiative processes (gray arrows) are generally present and
can for some transitions be dominant [115, 123, 125]. Here, only the non-radiative decays of the bright
excitons are indicated explicitly. The ordering of the states in the figure follows the occupancy, while
the emission energies of the radiative excitonic complexes depend not only on the occupancy but also
on confinement, correlation effects and manipulation Zeeman- and Stark-effect [5]. Figure adapted
from [5].
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Figure 2.4: Examples of excitonic level schemes in QDs of relevance for quantum-optics experiments.
(a) Fundamental three-level optical transition scheme of a single bright exciton, here |𝑋𝑏⟩, that can
emit a photon by decaying radiatively to the ground state |𝑔⟩. Also non-radiative decay processes and
coupling to the corresponding dark exciton state |𝑋𝑑 ⟩ through spin-flip processes may occur. The
dark state can also re-combine nonradiatively. This level scheme leads to a biexponential decay of the
emitted intensity. Figure adapted from [5].

|𝑋 +⟩ = 1
2

(
|⇑⇓⟩ − |⇓⇑⟩

)
|𝑢𝑐⟩ |𝛼𝑒⟩ , (2.6)

|𝑋 −⟩ = 1
2

(
|↑↓⟩ − |↓↑⟩

)
|𝑢𝑣⟩ |𝛼ℎ⟩ .

The transition matrix elements for the decay of a trion to a single electron or hole
are circularly polarized with the helicity depending on the spin of the additional
carrier. As opposed to excitons they have no corresponding dark states. This
makes them particularly interesting for interfacing spin and photonic degrees of
freedom [32, 129].

2.2 Optical Properties of Exciton- and Multiexciton Tranisitons

QDs are reliable sources of photons for quantum optics and various level schemes can
be realized by different excitation and detection strategies. Figure 2.4 summarizes
the most relevant levels and decay processes. In many applications the two three-
level scheme of |𝑋𝑏⟩ (|𝑌𝑏⟩), |𝑋𝑑⟩ (|𝑌𝑑⟩), and |𝑔⟩ is Fig. 2.4 is applied, which suffices
for describing single-photon emission. For chiral quantum photonics mainly three
schemes are applied. Either the two excitons |𝑋𝑏⟩, |𝑌𝑏⟩ are brought into resonance
with external magnetic fields, or chiral dipole transitions of the biexciton or the the
trion-cascades are utilized.

In the following, the key figures of merit of the three-level system are discussed
and the single-photon-emission properties and coherence are summarized.

2.2.1 Quantum Dot Decay Dynamics

A detailed understanding of the dynamics of QDs is essential in order to exploit them
as reliable photon sources in quantum-photonics applications. The various exciton
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states can be coupled by spin-flip processes where, e.g., an exchange-mediated
process between electron and hole [130] or spin-orbit coupling [131] flips the spin
of the exciton, while longitudinal acoustic (LA) phonons provide or remove the
energy difference between the two states. Spin-flip processes are generally much
slower than the radiative decay processes so it is a good approximation to include
only spin flips between |𝑋𝑏⟩ and |𝑋𝑑⟩ (|𝑌𝑏⟩ and |𝑌𝑑⟩). Transitions between |𝑋𝑏⟩ and
|𝑌𝑏⟩ require changing the spin of both the electron and the hole and are therefore
negligible. This implies that |𝑋𝑏⟩ and |𝑋𝑑⟩ are decoupled and lead to two identical
three-level schemes relevant for many chiral- and non-chiral quantum-photonics
experiments involving a single (neutral) exciton in a QD. For the case of non-resonant
excitation where both bright and dark exciton states are populated, the population
𝜌𝑏 of the bright exciton follows a biexponential decay [132],

𝜌𝑏 (𝑡) = 𝐴𝑓 exp
(
−𝛾𝑓 𝑡

)
+𝐴𝑠exp

(
−𝛾𝑠𝑡

)
, (2.7)

where 𝛾𝑓 and 𝛾𝑠 are the fast and slow decay rates

𝛾𝑓 = 𝛾rad,𝑏/2 + 𝛾nrad,𝑏/2 + 𝛾𝑑𝑏/2 +
√︃
𝛾2

rad,𝑏/4 + 𝛾2
𝑑𝑏
, (2.8)

𝛾𝑠 = 𝛾rad,𝑏/2 + 𝛾nrad,𝑏/2 + 𝛾𝑑𝑏/2 −
√︃
𝛾2

rad,𝑏/4 + 𝛾2
𝑑𝑏
,

where 𝛾rad,𝑏 denotes the radiative decay rate for the bright exciton, 𝛾nrad,𝑏 (𝛾nrad,𝑑 )
denotes the nonradiative decay rate of the bright (dark) exciton, 𝛾𝑑𝑏 , is the bright-
dark spin-flip rate, and under the assumption of symmetric non-radiative decays
𝛾nrad,𝑑 = 𝛾nrad,𝑏 = 𝛾nrad [125]. The latter is a good approximation in the high tem-
perature limit of phonon number densities in the energy regime comparable with
the splitting of the dark and bright states 𝑘𝐵𝑇 > Δ𝐸𝑑𝑏 , which is valid even in liquid
helium cryogenics. Determining the population dynamics 𝜌𝑏 of both states |𝑋 ⟩ and
|𝑌 ⟩ then allows for the extraction of the non-radiative decay rate 𝛾nrad, the radiative
decay rates and 𝛾𝑏 as well as the rate between dark and bright states 𝛾𝑑𝑏 via the am-
plitudes 𝐴𝑓 and 𝐴𝑠 [5]. With this method, single QDs can be employed for mapping
the local light-matter interaction strength [133, 134]. Trions and biexcitons do not
have a fine structure and their population dynamics follows a single-exponential
decay with no direct access to the non-radiative rates. Considerable variations
in the spin-flip and non-radiative rates are generally found across a quantum-dot
ensemble and between different growth runs. The described quantitative method of
determining these processes is thus required.

For optical emission of InGaAs QDs in most quantum optics experiments, excitons
in higher-lying states (𝑝 ,𝑑 , and higher) are not relevant for optical emission because
they decay to the 𝑠 shells on a few-picosecond time scale by emission of phonons.
In contrast, for droplet-eptiaxy-grown GaAs QDs, reported relaxation times of
excitons with an excited hole range from short values as low as ≈ 29 ps [135] to
very high values of ≈ 1.8 ns [136]. Recently, the coherent control of high-orbital
states of a hole has been demonstrated [137], indicating that the phonon-assisted
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relaxation is strongly inhibited due to the mismatch between hole level separations
and phonon energies. Thus, in a given experiment incorporating higher-order hole
state excitation, the radiative decay may be dominated by the the slow relaxation
of the excited hole state [136].

TheQuantum Efficiency

The relative strength of the radiative and the non-radiative decays 𝛾nrad is quantified
by the quantum efficiency 𝜂 [5], as the relative fraction of recombination events
leading to photon emission in an homogeneous reference medium 𝛾 radhom,

𝜂 =
𝛾 radhom

𝛾 radhom + 𝛾nrad
. (2.9)

The quantum efficiency typically approaches unity [18, 138], but the exact experi-
mental quantification for both GaAs [139–145] and InGaAs QDs [146] is laborious
and the theoretical modeling remains a challenge. Experiments on InGaAs QDs
indcate that the non-radiative decay rate scales with the surface-to-volume ratio of
the QD [147] and on the coupling strength of the QD to a charge reservoir. Further-
more, the mesoscopic symmetry of the QD and its surrounding lattice can introduce
multipolar dipole contributions, which can alter the radiative and non-radiative
decay dynamics [148]. Large variation in the non-radiative decay rate can occur
and resemble important difference between the Stranski-Krastanov InGaAs with
quantum efficiencies 𝜂 = 30-60% [146] and Droplet grown GaAs QDs with quantum
efficiencies exceeding 𝜂 > 70% [142]. In photonic nanostructures the projected
local density of optical states (LDOS) can be altered, as discussed in chapter 3. By
modification of the LDOS the quantum efficiency of the QD can be modified [146]
and becomes dependent on the particular location, wavelength, and orientation in
a photonic structure [149]. Particularly, the influence of nonradioactive effects may
be partially suppressed.

2.3 Excitation Schemes and Tuning

A QD can be studied under above-band, quasi-resonant, phonon-assisted, or res-
onant (resonant fluorescence) excitation. Above-band excitation uses excitation
energies above the band gap of the barrier material, and quasi-resonant excitation
uses resonances with excited excitonic states, such as 𝑝-shell states. In above-band
and quasi-resonant excitation, the energy difference between the excitation laser
and the emitted photons allows effective filtering of the laser background spectrally,
isolating the signal of a QD. However, these excitation methods are associated with
the inevitable creation of additional carriers or phonons in the enviroment of the
QD, degrading the QDs performance as a single photon source [28]. Thus, a QD is
ideally characterized as a single photon source under phonon-assisted or resonant
excitation. Additonally, for droplet-epitaxy-grown GaAs QDs, the slow relaxation of
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excited hole states may resemble a bottleneck for the radiative decay dynamics [150],
rendering only resonant and quasi-resonant excitation suitable for time-resolved
spectroscopy. However, supressing the laser background in resonant excitation can
be challenging, as spectral filtering is not possible.

Integrating the QDs into the intrinsic layer of semiconductor heterostructure
with a p-i-n-type of layout brings several advantages [129]. The built-in electric
field reduces the current across the heterostructure, providing an effective charge
noise reduction [27, 92]. Additionally, the application of an external bias voltage
allows charge state control by Coulomb blockade [151–153] and in-situ tuning of the
transition energy [27, 83, 107] by the quantum-confined Stark effect [154].

By controlling the charge state and transition energy it is possible to create a
qubit with a well-defined spin state and control the interactions between QDs,
which are important for the development of scalable quantum networks [2]. For
spectroscopical characterization of a QD, charge- and transition energy control
allows to effectively turn ’on’ and ’off’ the QD in a highly convenient manner for
reliable excess to laser background measurements. Furthermore, a QD can be tuned
conveniently into resonance with an excitation laser with high speed and precision,
allowing efficient spectroscopical characterization.

Embedding InGaAs QDs in semiconductor heterojunctions of p-i-n and p-i-n-i-n
layouts is an established and reliable method [152]. In contrast, charge noise and
charge control has been a challenge in the platform of droplet-epitaxy-grown GaAs
quantum dots previously. Recently, near-perfect charge control of charge-tunable
GaAs QDs has been demonstrated [26, 27]. Charge stated tuning ranging from the
two-times positively charged exciton 𝑋 2+ to the eight-times negatively charged
exciton 𝑋 8− has been achieved. Simultaneously, transition energy tuning of about
a factor of four larger than the typical DC Stark shifts of InGaAs QDs has been
observed.
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Planar Nanophotonic Devices and
Waveguide QED

Introduction to planar nanophotonic devices and the basic theoretical
framework of photon emission and light-matter interaction.

Developing quantum systems, which are sensitive to decoherence from the en-
vironment and losses, demands designing and manufacturing high-quality hard-
ware for quantum information networks poses a formidable challenge. Among the
plethora of hardware platforms, photonics has emerged as a key technology in de-
veloping scalable quantum networks [4]. Particularly, nanophotonics offers a small
footprint, modular architecture, efficient interfaces between individual building
blocks, and the potential to incorporate mature photonic integrated circuit technol-
ogy [2]. Recently, QDs in nanophotonic cavities and waveguides have demonstrated
near-deterministic high-quality photon-emitter interfaces [6, 7, 80, 84, 155].

A significant advantage of the light-matter interface of QDs in planar nanos-
tructures fabricated in semiconductor membranes, such as photonic waveguides,
is the ability to route photons for further integration with different devices on the
same chip, such as photon routers [156, 157], switches [158], phase shifters [159],
and filters [160]. Moreover, the signal collection and laser excitation modes can be
spatially separated, as seen in the following sections.

The following sections introduce the planar photonic structures and the basic
theoretical framework of photon emission and light-matter interaction as relevant
for this thesis.
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Figure 3.1: Schematic of a planar nanophotonic device often investigated in this thesis. A QD (green
dot) embedded in the guided mode region of a line-defect (W1) photonic crystal waveguide, emits
photons into the guided mode. The emitted photons are routed in-plane by nanobeam waveguides
(NBWs) towards shallow-etch grating (SEG) chip-to-fiber couplers, where they are scattered quasi-
orthogonal out of plane. The photons are collected by a microscope objective and fiber coupled by
free-space optics. The devices are aligned to the crystallographic axes of the membrane, such that
the dipole orientations are oriented along with 𝑥 and 𝑦 . In chapter 4, topological photonic crystal
waveguides in place of the W1 waveguide are investigated.

3.1 Planar Photonic Nanostructures

In planar nanophotonics, QDs are located at the center of the semiconductor mem-
brane. Embedding QDs into guided modes of photonic waveguide enables to engi-
neer their light-matter interactions, as discussed in the following sections. Further-
more, interfacing QDs with nanophotonic waveguides enables in-plane routing of
emitted photons to other nanophotonic structures [5, 7].

3.1.1 Elements of Nanophotonic Circuits

In this thesis, a modular architecture of planar nanophotonics devices is adopted,
where photonic crystal waveguides implement the light-matter interaction with QDs
and nanobeam waveguides (NBWs) [161] are employed for low-loss routing [157] of
single photons to high efficiency shallow-etch gratings (SEG) [162]. A typical device
of this thesis, a line-defect (W1) photonic crystal waveguide [163] is shown in figure
3.1. The SEG chip-to-fiber couplers [162] are an adaptation from silicon-on-insulator
photonics [164], replacing traditional circular gratings [16]. SEG are superior in their
efficiency and back reflections into the NBW are strongly reduced. Moreover, the
SEG couplers allow to suppress laser background by preferentially coupling one
linear polarization and enable to spatially sperate the excitation laser and the signal
collection.



3.1. Planar Photonic Nanostructures 19

For GaAs QDs the, operating near 780 nm, the photonic circuit elements are
adapted from the platform of InGaAS, operating near 930 nm. Their performance is
examined in chapter 6.

3.1.2 Photonic Crystals

Photonic crystal waveguides are based on photonic crystals. A photonic crystal is
a metamaterial that exhibits a periodic variation in its dielectric permittivity 𝜖 (r),
allowing it to control the flow of light. Here, the periodic variation is be achieved by
creating a structure of periodically arranged holes in the semiconductor membrane,
with periodicity on the order of the wavelength of light.

Bragg scattering is the key phenomenon in photonic crystals, similar to how
X-rays are diffracted by the crystal lattice in a crystallography experiment. It arises
from the periodicity of the structure, which allows the crystal to act as a natural
diffraction grating for light waves. When a light wave is incident on the photonic
crystal at a certain angle, the periodic structure of the crystal causes the wave to be
reflected back in the opposite direction.

A photonic band gap opens if Bragg scattering is so pronounced that no modes
exist for a range of frequencies. A complete photonic band gap inhibiting all modes
for any propagation direction and polarization can be obtained only in photonic
crystals with periodicity in all three dimensions. Importantly, for two-dimensional
photonic crystals in high refractive-index contrast semiconductor membranes, pro-
nounced pseudogaps exist that modify major parts of the optical modes. In these
structures, the in-plane propagation of light is suppressed due to a two-dimensional
photonic band gap, while out-of-plane leakage is limited to a narrow cone (light
cone) of wave vectors.

For a through review on photonic crystals, see for example reference [161].

3.1.3 Conventional Photonic Crystal Waveguides

In planar quantum photonics with QDs, conventional and topological photonic
crystal waveguides find application. Conventional photonic crystal waveguides
operate of the principal of confining light spatially in-between photonic crystals. In
quantum photonics, the line-defect (W1) photonic crystal waveguide is frequently
utilized, where a spatial confinement of a propagating mode is achieved by leav-
ing out a line of holes in a photonic crystal with triangular lattice, that is, in the
photonic crystallographic Γ-𝐾 direction. Despite its basic design, the W1 enables to
suppress a QD’s coupling to non-guided modes due to the band gap of the photonic
crystal and to simultaneously enhance the light-emitter coupling with the guided
mode. The operation of QDs as an effective one-dimensional “artificial” atom has
been demonstrated, where the QD interacts almost exclusively with just a single
propagating optical mode [16].

The coupling of a QD with a guided mode, as discussed in section 3.2.1, depends
on the local properties of the finely structured mode profile. The mode profile
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of a system composed of mixed dielectric media are the steady-state solutions of
Maxwell’s equations, which resemble linear Hermitian eigenvalue problems [165]

∇ × 1
𝜖 (r) ∇ × H(r) =

(
𝜔

𝑐

)2
H(r), (3.1)

where H is the magnetic field, 𝜔 is the frequency, and 𝑐 is the speed of light. The
solutions are the electric e𝑛,𝑘 (r) Bloch modes (with magnetic field h𝑛,𝑘 (r)) and eigen-
frequencies 𝜔𝑛,𝑘 of wavenumber 𝑘 and mode index 𝑛, that satisfy the normalization
by

∫
d3re𝑛,𝑘 (r) e∗𝑛,𝑘 (r) 𝜖 (r) = 1. A band diagram, examples of mode profiles and

the dispersion relation of a W1 are discussed in chapter 5.
The properties of a guided mode can be controlled by varying the parameters

of the photonic crystal, such as the lattice constant and the radius of the holes.
Moreover, dispersion engineering [161, 166] can be employed to design waveguides
with specific properties, such as low dispersion and high confinement, and thereby
engineer the light-emitter interaction. Band engineering the W1 towards high local
circular polarization in the vicinity of high field regions and concurrent slow light for
efficient chiral light–matter interfaces with QDs [18,20,23] has led to the glide-plane
waveguide (GPW) design [17], examined in chapter 5.

3.1.4 Topological Photonic Crystal Waveguides

In conventional photonic waveguides, back-reflection on fabrication defects is a
major source of unwanted feedback [167]. Scattering losses limit the experimental
achievable light-matter interaction enhancements and hinders large-scale optical
integration for photonic quantum information processing [44].

Recently, topological ideas for nanophotonic platforms branched off from exciting
developments in the field of topological quantum matter of solid state physics
[53, 54]. In the center of attention is the discovery of new phases of matter called
topological insulators [55]. Topological insulators, being insulating in the bulk,
conduct electricity on their surface without dissipation and backscattering, even in
the presence of large impurities [58].

The underlying concept of topological effects in various fields is the geometric
phase, which arises when a system parameter undergoes a closed cycle. First
introduced to explain the behavior of light passing through a series of polarizers,
this geometric phase plays a role in numerous physical phenomena, ranging from
Foucault pendulums [168] to polarization in helical waveguides [169].

It has been proposed [60, 63] and demonstrated [62, 170] that the corresponding
key mechanisms and features can be transferred to nanophotonic systems. Among
these systems are waveguides based on edge states of topological photonic insulators
of time-reversal symmetric (TRS) and non-symmetric nature [56, 57]. Unidirectional
edge state waveguides transmitting electromagnetic waves without back-reflection
even in the presence of arbitrarily large disorder have been demonstrated based on
breaking TRS [59,64,171,172]. However, breaking TRS can only be achieved by system
modification which interfere with other functionalities of light-matter interfaces for
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quantum information processing. For example, the typical approach of employing
gyromagnetic materials obstructs the utilization of the magnetic fields as a degree
of freedom to tune QDs of quantum networks to resonance [173].

Topological edge states of two-dimensional all-dielectric photonic crystals main-
taining TRS have been proposed [56, 61, 68] and demonstrated [174]. Among them
are edge states of topological photonic insulators mimicking theQuantum Spin-Hall
effect and the Quantum Valley-Hall effect. The first only inhibits quasi-guided edge
states and as such shows high loss [73] and strong coupling of QDs with non-guided
modes [175]. In stark contrast, edge states of interfaces of topological photonic
insulators mimicking the Quantum Valley-Hall effect show band edge states below
the light line.

topological Photonic Valley-Chern Insulators

topological photonic Valley-Chern insulators, that is, triangular photonic crystals
with broken inversion symmetry of non-zero Valley-Chern number, can be interfaced
to form topological edge states localized along the interface in real space. A photonic
crystal’s insulator valley-Chern number𝐶𝐾/𝐾

′
𝜈,𝑛 is derived for the 𝐾 and 𝐾 ′ symmetry

points from the Bloch modes e𝑛,k(r) of the photonic crystal by

𝐶
𝐾/𝐾 ′
𝜈,𝑛 =

1
2𝜋

∫
𝐾/𝐾 ′

dkΩ𝑛 (𝑘𝑥 , 𝑘𝑦 ), (3.2)

where 𝑛 denotes the Bloch mode index, 𝐾 or 𝐾 ′ denotes the integral over halves of
the Brillouin zone containing the high-symmetry points 𝐾 or 𝐾 ′ of the photonic
crystal, k = (𝑘𝑥 , 𝑘𝑦 , 𝑘𝑧) is the wavevector, and Ω𝑛 is the two-dimensional Berry
curvature, defined by

Ω𝑛 (𝑘𝑥 , 𝑘𝑦 ) =
𝜕𝐴𝑛,𝑘𝑦

𝜕𝑘𝑥
−
𝜕𝐴𝑛,𝑘𝑦

𝜕𝑘𝑥
, (3.3)

where 𝐴𝑛 = (𝐴𝑛,𝑘𝑥 , 𝐴𝑛,𝑘𝑦 ) is the Berry connection defined by

𝐴𝑛,𝑘𝑥 = 𝑖

∫
d2r

𝜕e𝑛,k(r)
𝜕𝑘𝑥

e∗
𝑛,k(r)𝜖 (r) (3.4)

𝐴𝑛,𝑘𝑦 = 𝑖

∫
d2r

𝜕e𝑛,k(r)
𝜕𝑘𝑦

e∗
𝑛,k(r) .𝜖 (r)

At an interface, an edge state emerges(1) if the difference of the valley-Chern numbers
of the band above and the band below the bandgap (index 𝑛 and 𝑛′) of the photonic

crystal
���𝐶𝐾𝜈,𝑛′ −𝐶𝐾𝜈,𝑛 ��� = ���𝐶𝐾 ′

𝜈,𝑛′ −𝐶𝐾
′

𝜈,𝑛

��� is non-zero.
In this thesis, the waveguides formed by an edge states of an interface of a bearded

and in a zigzag-type configuration are refereed to as the bearded interface waveguide
(BIW) and the zigzag interface waveguide (ZIW). Both have been experimentally

(1) In accordance with the bulk-edge correspondence.
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demonstrated and feature highly confined light, transverse-electric-like modes of
slow light, points of high local circular polarization, allow for sharp-edge bending,
and show indications of high 𝛽 factors [65, 68, 74, 75, 78, 174, 176, 177].

The ZIW and BIW and their application for chiral light-matter interactions are
subjects of chapter 4 and 5.

3.2 Quantum Dots as Two-Level Emitter

The model of a two-level emitter is useful to describe the light-matter interactions
of a QD embedded in a photonic waveguide. This section briefly introduces some
concepts of the textbook description of a two-level emitter [5, 178, 179] in the con-
text of a QD in a photonic waveguide, covering spontaneous emission, interaction
enhancement, directional coupling, dephasing, and line-broadening mechanisms.

3.2.1 Equations of Motion for Spontaneous Emission

The Hamiltonian for a two-level system with an excited state |𝑒⟩, ground state |𝑔⟩,
transition energy ℏ𝜔0, coupled to a continuum of radiation modes of frequency 𝜔k
of wavevector k via an electric dipole d in the rotating wave approximation is

H =
1
2
ℏ𝜔0𝜎𝑧 + ℏ

∑︁
k

𝜔k

(
𝑎
†
k𝑎k +

1
2

)
+

(
𝑔k𝜎+𝑎ke𝑖 (𝜔0−𝜔k )𝑡 + H.c.

)
, (3.5)

where 𝑎k and 𝑎
†
k are the quantized field operators, 𝜎𝑧 = |𝑒⟩ ⟨𝑒 |−|𝑔⟩ ⟨𝑔| is the inversion

operator, 𝜎+ = |𝑒⟩ ⟨𝑔| and 𝜎− = |𝑔⟩ ⟨𝑒 | are the inversion and transition operators,
and 𝑔k is the electric dipole matrix element, i.e., the light-matter coupling strength,
H.c. denotes the Hermitian conjugate. The coupling strength contains the electric
field strength of the quantized electromagnetic radiation mode Ek

𝑔k(r0) = 𝑖dE∗k(r0)/ℏ, (3.6)

where the QD position is denoted by r0 and with two polarization components for
each wave vector k.

In the case of coupling to a one-dimensional photonic waveguide, the electric field
strength of the quantized electromagnetic radiation mode Ek(r) can be expressed
by the Bloch functions e𝑛,𝑘 (r),

E𝑘 (r) =

√︄
ℏ𝜔𝑘

2𝜖0

∑︁
𝑛,𝑘

(
𝑎𝑘e−𝑖𝜔𝑘𝑡e𝑛,𝑘 (r)

)
, (3.7)

where 𝑛 is the waveguide mode index, 𝜖0 is the vacuum permittivity, and where
indexing over the wavenumber 𝑘 and mode index 𝑛 has replaced indexing over the
wavevector k. Discussing single-mode waveguides, the photonic waveguide mode
index 𝑛 is omitted in the following for simplicity.
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Spontaneous Emission

The formalism above is suitable for describing spontaneous emission or single-
photon absorption. The equation of motion for the ansatz |Ψ(𝑡)⟩ = 𝑐𝑒 (𝑡) |𝑒, {0}⟩ +∑
𝑘 𝑐𝑔,𝑘 (𝑡) |𝑔, {1𝑘 }⟩ in the interaction picture is

𝜕

𝜕𝑡
𝑐𝑒 (𝑡) = −

∑︁
𝑘

��𝑔𝑘 (r0)
��2 ∫ 𝑡

0
dt′𝑐𝑒 (𝑡 ′)e𝑖 (𝜔0−𝜔𝑘 ) (𝑡−𝑡 ′ ) (3.8)

− 𝑖
∑︁
𝑛

𝑔∗
𝑘
(r0)𝑐𝑔,𝑘 (0)e𝑖 (𝜔0−𝜔𝑘 )𝑡 ,

where {0} denotes all continuum radiation modes in the vacuum state and {1𝑘 }
denotes a single photon in the radiation mode with wavenumber 𝑘 .

The equation of motion can be expressed in terms of the Green’s tensor G,
which solves Maxwell’s wave equations for a point-like source at position r′ and of
frequency 𝜔

∇ × ∇G(r, r′, 𝜔) − 𝜔2

𝑐2 𝜖 (r)G(r, r′, 𝜔) = 𝜔2

𝑐2 I𝛿 (r − r′), (3.9)

where 𝜖 is the permittivity, 𝑐 is the speed of light, I the unity tensor and 𝛿 the Dirac
delta function. Expansion of the Green’s function in photonic wavegeuide’s Bloch
modes yield

G(r, r′, 𝜔) =
∑︁
𝑘

𝜔2 e𝑘 (r) ⊙ e∗
𝑘
(r′)

𝜔2
𝑘
− 𝜔2 , (3.10)

where the "⊙" symbol denotes the outer product. Inserting equation 3.10 into the of
the equation of motion, equation 3.8, yields

𝜕

𝜕𝑡
𝑐𝑒 = − 𝑑2

2𝜖0ℏ

∫ ∞

0
d𝜔𝜔𝜌LDOS(r0, 𝜔, êd)

∫ 𝑡

0
d𝑡 ′𝑐𝑒 (𝑡 ′)e𝑖 (𝜔0−𝜔𝑘 ) (𝑡−𝑡 ′ ) , (3.11)

where 𝜌LDOS(r0, 𝜔, êd) is the projected local density of optical states (LDOS) [180]
for a dipole orientation described by the unity vector êd. The LDOS is defined by

𝜌LDOS(r, 𝜔, êd) =
2
𝜋𝜔

Im
(
ê∗d · G(r, r, 𝜔) · êd

)
(3.12)

which describes the nanophotonic environment of the photonic waveguide. The
LDOS specifies the number of optical states at the frequency 𝜔 per frequency
bandwidth and volume as experienced by the QD at its position 𝑟0.

Under theMarkov approximation, that is, back-action from the radiation reservoir
is neglected and the product 𝜔𝜌LDOS is constant over the frequency contained in
the QD’s linewidth. As a result, the decay rate of the excited state is [5]

𝛾rad(r0, 𝜔0, d) =
𝜋𝑑2

𝜖0ℏ
𝜔0𝜌LDOS(r0, 𝜔, êd) (3.13)

The decay rate is directly proportional to LDOS.
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The Purcell Effect in Photonic Crystal Waveguides

The ratio of the decay rate of a QD coupled to a photonic waveguide mode 𝛾rad
(equation 3.13) the decay rate, located in a homogeneous medium 𝛾hom

rad defines the
Purcell factor [181]

𝐹P(r0, 𝜔, êd) =
𝛾rad

𝛾hom
rad

. (3.14)

In a photonic crystal waveguide, suppression and enhancement of the decay rate
can occur. Assuming that the emission of a QD is completely into the photonic
crystal waveguide, the Green’s function can be derived analytically [182] and related
to the Green’s function of the homogeneous medium, allowing to express the Purcell
factor as

𝐹P(r0, 𝜔0, êd) =
3𝜋𝑐2𝑎𝑛𝑔 (𝜔𝑘 )
2𝜔2

𝑘

√︁
𝜖 (r0)

��ê∗d · e𝑘 (r0)��2 , (3.15)

where 𝑎 is the lattice constant of the photonic crystal, 𝑛𝑔 (𝜔𝑘 ) = 𝑐/𝑣𝑔 (𝜔𝑘 ) is the
group index and 𝜔𝑘 = 𝜔0 is the eigenfrequency of the Bloch mode of wavenumber
𝑘 . Equation 3.15 expresses the dependence of the light-matter interaction on the
projection of the dipole onto the finely structured electric field of the waveguide’s
Bloch mode at the QD location r0. Moreover, the group velocity (slow light) and the
mode confinement (large Bloch mode amplitude) can be utilized to achieve high
enhancement [5].

Waveguide Coupling Efficiency: The β-factor

The probability that the preparation of a bright exciton state leads to the emission
of a photon in the desired photonic waveguide mode is described by the 𝛽-factor [5]

𝛽 =
𝛾wg

𝛾wg + 𝛾ng + 𝛾nrad
, (3.16)

where 𝛾ng is the loss rate of coupling to all non-guided modes, such as photonic
crystal bulk modes or modes of the light cone, 𝛾nrad is the rate of intrinsic nonradia-
tive recombination, as discussed in chapter 2, and 𝛾wg is the rate of spontaneous
photon-emission into the waveguide mode. In photonic crystal waveguides, the
two-dimensional photonic bandgap suppresses 𝛾ng, while enhancement of the LDOS
can partially suppress nonradiative (𝛾nrad) effects by enhancing 𝛾ng. Experimentally,
near-unity waveguide coupling with 𝛽 ≈ 98% has been demonstrated [16]. However,
the 𝛽-factor is highly spatially dependent on the LDOS [134].

Directional Coupling in Photonic Crystal Waveguides

Maxwell’s equations in all-dielectric media, such as a photonic waveguide, obey time-
reversal symmetry (TRS). TRS demands that the electric field in the forward direction
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(wavenumber 𝑘) is the complex conjugate of the electric field in the backward
direction (wavenumber −𝑘)

e𝑘 (r) = e∗−𝑘 (r). (3.17)

However, light-scattering and photoemission from a QD are described by a Hamilto-
nian that is not time-reversal [47]. In a one-dimensional waveguide, the symmetry
between the interaction of a QD’s dipole with right- and left-propagating modes can
be broken. The condition referred to as chiral interaction corresponds to forward
and backward propagating modes scattering with different strengths [44]. An ideal
chiral interface for quantum light-matter interactions, as discussed in chapter 5, is
characterized by several properties. First and foremost, emission or scattering of
photons by a QD into the counter-propagating modes left (𝐿) or right (𝑅) should be
highly asymmetric with radiative decay rates 𝛾wg,L ≫ 𝛾wg,R, or vice versa. This di-
rectionality occurs when the overlap of circular (or elliptical) transition dipoles with
the two counter-propagating modes differs and is quantified by the directionallity,

𝐷 =
𝛾wg,L − 𝛾wg,R

𝛾wg,L + 𝛾wg,R
, (3.18)

which indicates left-handed (𝐷 > 0), right handed (𝐷 < 0) or balanced emission or
scattering of photons. In extreme cases, 𝐷 = ±1, the QD’s coupling is unidirectional,
referred to as chiral emission and scattering. To quantify the directionallity, it is
useful to introduce the directional Purcell factor of a left- (subscript −) or right-
handed (subscript +) circular point-like dipole êd = σ± = 1/

√
2
(
x̂ ± 𝑖ŷ

)
for left- and

rightwards propagating modes [182, 183]

𝐹P,R/L(r0, 𝜔0,σ±) =
3𝜋𝑐2𝑎𝑛𝑔 (𝜔𝑘 )
2𝜔2

𝑘

√︁
𝜖 (r0)

��σ∗
± · e𝑘 (r0)

��2 . (3.19)

The directionallity 𝐷 can be expressed by the directional Purcell factor 𝐹P,R/L

𝐷𝑘 (r0, 𝜔0,σ±) =
𝐹P,L − 𝐹P,R

𝐹P,L + 𝐹P,R
=

��σ∗
− · e𝑘 (r0)

��2 − ��σ∗
+ · e𝑘 (r0)

��2
∥e𝑘 ∥

, (3.20)

indicating that chiral light-matter interactions between a QD and photonic waveg-
uide modes is obtained with an exciton state with circular dipole located in a
waveguide region with locally circular polarized Bloch mode.

3.2.2 Resonant Fluorescence from a Quantum Dot

The formalism above described spontaneous emission of a QD in the excited state
into a continuum of reservoir modes. This section describes resonant fluorescence
from a quantum dot, where a coherent state drives the QD into the excited states,
from where it spontaneously emits. The formalism below describes resonance
fluorescence with density-operator theory and the master equation formalism [179].
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The coherent drive of a QD by a laser is described by the Hamiltonian [179]

Hcoh = ℏΔ𝜎+𝜎− + ℏ(Ω∗𝜎− + Ω𝜎+), (3.21)

where Ω is the Rabi frequency of the driving field, and Δ = 𝜔L − 𝜔0 is the detuning
between the excitation field frequency 𝜔L and the QD transition frequency 𝜔0.

The state of the system (S) and its reservoir (R) is described by a density op-
erator 𝜌S⊗R(𝑡) = |Ψ(𝑡)⟩ ⟨Ψ(𝑡) | in the interaction picture. The equation of mo-
tion of the system is obtained by tracing out the information about the reservoir
𝜌 (𝑡) = TrR

(
𝜌S⊗R(𝑡)

)
. Under the Markov approximation and the assumption of the

continuum radiation modes in the vacuum state, the equation of motion reads

𝜕

𝜕𝑡
𝜌 (𝑡) = 𝑖

ℏ

[
Hcoh, 𝜌 (𝑡)

]
+ LΓ

(
𝜌 (𝑡)

)
+ LΓdp

(
𝜌 (𝑡)

)
, (3.22)

where the Linblad terms LΓ
(
𝜌 (𝑡)

)
and LΓdp

(
𝜌 (𝑡)

)
account separately for the spon-

taneous emission with rate Γ and loss of coherence due to interaction with the
environment with pure dephasing rate Γdp, respectively.

The Maxwell-Bloch Equations

The equations of motion, referred to as optical Bloch equations, are obtained from
the projections 𝜌𝑖 𝑗 = ⟨𝑖 |𝜌 | 𝑗⟩, where 𝑖, 𝑗 = {𝑔, 𝑒} and read:

𝜕
𝜕𝑡
𝜌𝑔𝑔 (𝑡)

𝜕
𝜕𝑡
𝜌𝑔𝑒 (𝑡)

𝜕
𝜕𝑡
𝜌𝑒𝑔 (𝑡)

𝜕
𝜕𝑡
𝜌𝑒𝑒 (𝑡)


=


0 𝑖Ω/2 −𝑖Ω∗/2 Γ

𝑖Ω/2 −Γ/2 − Γdp + 𝑖Δ 0 −𝑖Ω/2
−𝑖Ω/2 0 −Γ/2 − Γdp − 𝑖Δ 𝑖Ω∗/2

0 −𝑖Ω/2 𝑖Ω∗/2 −Γ



𝜌𝑔𝑔 (𝑡)
𝜌𝑔𝑒 (𝑡)
𝜌𝑒𝑔 (𝑡)
𝜌𝑒𝑒 (𝑡)


(3.23)

Pure dephasing only affect the coherence terms 𝜌𝑔𝑒 and 𝜌𝑒𝑔, and does not affect the
ground state and excited state population 𝜌𝑔𝑔 and 𝜌𝑒𝑒 .

Continuous-Wave Excitation

For continuous-wave excitation, studied in chapter 8, steady-state solution (d𝜌𝑒𝑒/d𝑡 =
0) of the excited state population is [179]

lim
𝑡→∞

𝜌𝑒𝑒 (𝑡) =
Ω2

Γ

Γ + 2Γdp

4Δ2 + (Γ + 2Γdp) (Γ + 2Γdp + 2Ω2/Γ) , (3.24)

where the total decay rate Γ2 = Γ/2 + Γdp has been introduced. Figure 3.2 shows
the steady-state solution of equation 3.24 for various pure dephasing rates Γdp.
The excited state population as a function of the detuning Δ, shown in figure 3.2a),
describes a Lorentzian lineshape. The excited sate population asymptotically reaches
1/2 in steady-state, shown in figure 3.2b) as the Rabi frequency increases. The
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Figure 3.2: The excited state population 𝜌𝑒𝑒 of the steady state solutions of the Maxwell-Bloch
equations for continuous-wave excitation for various pure dephasing rate Γdp. a) The dependence
of the laser frequency detuning Δ = 𝜔L − 𝜔0 for weak excitation Ω ≪ Γ, showing a Lorentzian
lineshape. b) The Rabi frequency area dependence Ω2 (normalized excitation intensity) of the steady
state solutions for zero detuning (Δ = 0).

presence of pure dephasing broadens the line shape. The full-width-half-maximum
(FWHM) linewidth as a function of the saturation parameter 𝑆 is

ΔFWHM = 2Γ2
√
𝑆 + 1, (3.25)

where the saturation parameter 𝑆 is defined as

𝑆 =
Γ2Ω

2

Γ(Γ2
2 + Δ2)

. (3.26)

The steady-state population of the excited state for resonant excitation is

lim
𝑡→∞

𝜌𝑒𝑒 (𝑡) =
1
2

𝑆

𝑆 + 1
. (3.27)

The saturation parameter 𝑆 as function of the Rabi frequency area Ω2 and the
FWHM linewidth ΔFWHM as function of the saturation power are shown in figure
3.3.

For increasing pure dephasing rate, stronger excitation fields are required to
saturate the QD as shown in figure 3.3a). In the weak excitation field limit, that is,
in the low saturation parameter limit (𝑆 ≪ 1), the linewidth is Γ + 2Γdp as shown in
figure 3.3b). For negligible pure dephasing, the linewidth is given by the decay rate
Γ (life-time-limit).

The temporal dynamics of the excited state population, leading to Rabi oscilla-
tions, and the derivation of the second-order correlation function under resonant
excitation can be found in the references [178] and [179].
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Figure 3.3: The saturation parameter 𝑆 and the full-width-half-maximum linewidth (FWHM) ΔFWHM
of the steady state solutions of theMaxwell-Bloch equations for continuous-wave excitation for various
pure dephasing rate Γdp for zero detuning (Δ = 0). a) The saturation parameter 𝑆 as a function of the
Rabi frequency area Ω2. b) The FWHM linewidth ΔFWHM as function of the saturation parameter.

3.2.3 Contributions to the Spectral Linewidth

QDs are mesoscopic emitters embedded in a solid-state environment, where interac-
tions with phonons, charge fluctuations associated with lattice defects or impurities,
and spin fluctuations in the ensemble of nuclei occur [5]. These interaction give
rise to a number of processes, among them broadening of the spectral linewidth by
spectral diffusion and dephasing. These processes make it challenging to achieve
life-time limited linewidths [27,92,184,185] (ΔFWHM = Γ) for high indistinguishability
of emitted photons.

Pure dephasing is a fast process in the ps timescale [186,187] and is mainly caused
by phonons. By cooling down the QD to close to zero absolute temperature, the
influence of phonons can be strongly suppressed [186–189]. However, the phonon
density of states is highly dependent on the geometry of the nanophotonic structures.
In low-dimensional nanostructures, the density of states at relevant frequencies can
strongly differ to homogeneous media, potentially enhancing the pure dephasing
[190]. Soft-clamping of photonic crystal waveguides [191] and Purcell enhancement
[83] can be utilized to reduce the effect of pure dephasing .

Spectral diffusion originates in charge fluctuations associated with lattice defects
or impurities and is not considered by the Maxwell-Bloch equations, but can be
modeled as random process by assuming a Gaussian distributed detuning Δ. The
charge fluctuations affect the quantum dot resonance frequency due to the Stark
effect. These charge fluctuations are typically on the µs to ms timescale [106],
which is much slower than a QD’s lifetime. Charge fluctuations can be significantly
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reduced [27, 92] by by integrating the QD into the intrinsic layer of semiconductor
heterostructure with a p-i-n-type heterojunction [129].

Numerical Solution of the Bloch Equations

To investigate the QD dynamics under pulsed resonant excitation, the Maxwell-
Bloch equations can be solved numerically. To model the excitation by a pulsed
laser, a Gaussian time-envelope is assumed, which modifies the Rabi frequency that
enters the Bloch equations

Ω −→ Ω(𝑡) =
Ωp√
2𝜋𝜎p

exp

(
−
(𝑡 − 𝑡p)2

𝜎2
p

)
(3.28)

where Ωp is the pulse area, 𝜎p represents the bandwidth of the laser pulse and 𝑡p is
the temporal center of the laser pulse.
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Topological Photonic Crystal
Waveguides for Chiral Interfaces

with Quantum Dots

This chapter presented the design, fabrication, and photonic characterization
of topological photonic crystal waveguides for chiral light-matter interfaces
based on a photonic analog of the Quantum Valley-Hall effect and InGaAs
quantum dots.

Originating from the studies of two-dimensional condensed-matter states, the
concept of topological order [192] has been expanded to the field of optics and
photonics [56–58]. Analogous to the dissipation-free and impurity immune transport
of electrons, topologically protected photonic surface states(1) have demonstrated
to enable robust control and unidirectional transport of light [62]. Unfortunately,
all-dielectric topological photonic systems, compatible with quantum dot (QD)
based scalable photonic devices [5, 7], are time-reversal symmetric and therefore
lack topological protection [79]. However, despite this lack of topological protection,
all-dielectric topological photonic crystal waveguides (PhCWs) can outperform
conventional PhCWs(2) for realizing integrated non-reciprocal single-photon devices
for constructing scalable complex quantum circuits and networks [44].

Recently, a number of topological waveguides have been proposed and demon-
strated, ranging from the microwave region to the near-infrared region [59–72].
Notable developments in the field of topological waveguides are the demonstration
of low-loss guiding of light around tight corners [65,73–75], robust transport despite

(1) In systems of broken time-reversal symmetry.
(2) See chapter 5, published as an article [1].
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the presence of defects [76], and integration with passive photonic elements such
as nanobeam waveguides (NBW) [75] and fiber-to-chip couplers [73, 75].

Principal compatibility with embedded QDs has been demonstrated and has been
employed to probe the waveguide transmission [73, 74]. Recently, chiral coupling
of QDs to topological waveguides has been demonstrated [73, 77, 78, 193]. However,
topological waveguide have not been implemented in quantum photonic architec-
tures which feature electronic charge state control and dipole transition frequency
tuning. These features are essential for realizing non-reciprocal devices for scalable
quantum networks [7].

This chapter presents the integration of topological PhCWs into efficient planar
nanophotonic circuits and the embedment of InGaAs QDs.

4.1 Design and Fabrication

For the application in quantum photonic circuits, topological waveguides based on
a photonic analog of theQuantum Valley-Hall effect (QVH) [60, 78] are favorable as
their guided modes are known to lie below the light lines and hence do not couple
to the free-space continuum. In contrast, modes of topological waveguides based
on the photonic analog of the Quantum Spin-Hall effect lie above the light line and
are therefore leaky [175, 194]. PhCWs based on the QVH are formed by interfacing
two photonic topological insulators [60,78]. The photonic topological insulator base
on a point group of𝐶3𝜈 symmetry(3) with a broken inversion symmetry. Figure 4.1a),
b), and c) show schematics of possible unit cells.

The photonic topological insulators can be interfaced in a bearded-type or zig-zag-
type configuration [195] to obtain a topological interface mode and guide light. Both
interface types can be achieved regardless of the unit cell designs, which reflects
the potential of topological waveguides for band-engineering [196].

However, a waveguide based on the zig-zag-type of an interface (ZIW), shown
in the schematics of figure 4.1e), has guided modes that differ drastically from
modes of a waveguide formed by a bearded-type of an interface (BIW), shown in the
schematics of figure 4.1d). The modes of a ZIW are predominantly linearly polarized
in regions of high field strength, whereas the modes of a BIW are circularly polarized
in regions of high field strength. The contrast in the polarization of the guided
modes reflects the symmetry of the waveguides. The ZIW possesses an inversion
symmetry, whereas the BIW has a broken inversion symmetry and features a glide-
plane symmetry instead. Due to their mode profile, the BIW supports directional
coupling and Purcell enhancement of a circular dipole better [1, 197]. Consequently,
the BIW outperforms the ZIW as a chiral light-matter interface, as discussed in
chapter 5.

The unit cell determines the dispersion of the guided interface mode. The most
simple design, a unit cell consisting of two unequal circular holes, shown in figure

(3) Schönflies notation𝐶3𝜈 : 3-fold rotational symmetry with the addition of 3 mirror planes containing
the axis of rotation (vertical planes).
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Figure 4.1: Schematic of a topological photonic insulator and crystal waveguides based on a photonic
Quantum Valley-Hall effect analogon. Figure a) shows three unit cells (with lattice constants a1,a1) of
a photonic insulator of non-trivial Valley-Chern number. The inversion symmetry of the unit cells
is broken due to non-identical circular hole radii within the unit cell. Figure b) shows non-identical
equilateral triangles as an alternative for elements in the unit cell. Figure c) shows the unit cell of a
shamrock pattern, consisting of three overlapping holes of radii 𝑟s, and a single circular hole of radius
𝑟c. The photonic topological insulators’ configuration as a bearded-type interface and zig-zag-type
interfaces are shown in Figures d) and e). Three unit cells of each distinct photonic topological insulator
(blue/green) are highlighted in black, whereas the interface is highlighted in red. The one-dimensional
supercell of the waveguides is highlighted in yellow. The zig-zag-type interface features an inversion
symmetry at the interface. The bearded-type interface has a glide-plane-like symmetry [17].

4.1a), is not ideal, as a BIW of such photonic topological crystals is not single-
moded [175]. Additionally, the smaller hole is difficult to fabricate [46]. BIW of
photonic topological insulators with unit-cells of equilateral triangles, as shown in
figure 4.1b), feature single-moded slow light. However, the nanofabrication of such
small and sharp features is also challenging.

For the implementation into the platform of InGaAs quantum dots, a unit cell
is designed to consist of a shamrock pattern and a single circular hole as shown
in figure 4.1c). Strong inversion asymmetry, that is, a larger waveguide operation
bandwidth, is achieved already with comparable large circular hole due to the
significantly larger shamrock pattern. By finite element calculation, an ideal air
hole radius of approximately 50 nm, just within the limits of the nanofabrication
capabilities, is estimated. Thus, the design is about a factor two less demanding on
the nanofabrication in the minimal feature size compared to a unit-cell consisting
of two holes. Shamrock patterns also allow simultaneously for wave-guiding of
phonons in the GHz-regime [198,199] enabling phononc-photonic hybrid waveguides
and hybrid devices [199, 200].



34
Chapter 4. Topological Photonic Crystal Waveguides for Chiral Interfaces with

Quantum Dots

4.1.1 Design of a Photonic Device with a Topological Interface Mode

For integration into a scalable platform, the BIW requires mode-adapters to NBW
are adapted from literature [75], which allow for on-chip routing and interfacing
with highly efficient shallow etch grating (SEG) fiber-to-chip couplers [162]. Figure
4.2 shows a schematic of the BIW design with a shamrock unit-cell and mode
adapters to a NBW.

nanobeam

adapter
section

BIW
section

Figure 4.2: Schematic of a BIW device with mode adapter to a nanobeam waveguide (NBW) [75]. The
two distinct photonic topological insulators are highlighted in blue and green, and their interface is
highlighted as a solid red line. Two solid black lines and blue/green shading marks a single supercell
of the one-dimensional waveguide. For mode adaptation to a NBW, the first row of shamrocks is
removed in the adapter section (over eight supercell columns), highlighted in red. The NBW routes
the guided mode to shallow etch grating (SEG) fiber-to-chip couplers [162].

The BIW devices, as displayed in the schematic in figure 4.2 are patterned into
a suspended state-of-the-art p-i-n-type heterojunction membrane, improving the
charge environment and allowing active electrical control of the charge state and
manipulation of the dipole transition frequency of the embedded quantum dots. The
semiconductor heterojunction layout is provided in the appendix(4). The nanopho-
tonic device fabrication combines soft-mask electron-beam lithography, reactive-ion
etching (RIE), inductively coupled plasma RIE (ICP-RIE), and wet etching with hy-
drogen fluoride [46, 162]. Scanning electron microscope images of a BIW device are
shown in figure 4.3.

The photonic properties of the topological waveguide can be directly compared
to the properties of an NBW by studying an adjacent photonic reference device.
The reference device features the same layout (i.e., the exact same SEG fiber-to-chip
couplers position and orientation) but replaces the PhCW section with an NBW
section. Devices without a topological interface (i.e., a single photonic topological
insulator) allow the discrimination of the magnitude of scattered light and bulk
modes from significant transmission through a PhCW. Additional devices with
the same photonic crystal parameters but differing PhCW section lengths allow
discriminating variations of the device properties due to different parameters and
nanofabrication imperfections.

(4) Wafer B14769. See appendix A.II.
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Figure 4.3: Scanning electron microscope images of a photonic device with a topological PhCW.
Figure a) shows a bird-eye image of a full photonic device. The device consists of two polarizing SEG
fiber-to-chip couplers (shown in b), NBWs to connect the couplers with mode adapters (shown in c),
and a topological PhCW. Figures d) and e) show a zoom into the topological interface of a bearded
and a zig-zag-type. The interface is highlighted as a dashed red line, and a unit cell of each distinct
topological insulator is highlighted in blue and green.

4.2 Photonic Characterization

For photonic characterization, the sample is placed in a closed-cycle cryostat(5). The
base temperature of the sample mounting platform is about 5 K. The microscope
objective(6) (NA = 0.6) for optical access is outside the cryostat. All free-space optics
and the microscope objective are mounted onto an open-loop 𝑋 -𝑌 stage(7). The
optical setup is positioned such that a device’s two SEG fiber-to-chip couplers are
accessible simultaneously for injection and analysis of transmitted light. Figure 4.4
displays a schematic of the optical setup.

(5) Advanced Research System CS210SF-GMX-20-QM.
(6) Nikon CFI S Plan Fluor ELWD ADM 40XC.
(7) Newport ESP stage and XPS-Q motion controller.
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Figure 4.4: Schematic of the optical setup. The sample is installed in the cryostat. All free-space optics
and the microscope objective are mounted onto an open-loop 𝑋 -𝑌 stage to characterize and compare
different photonic devices without requiring optical realignment. Polarizing beam splitters (PBS),
half-wave plates (HWP), and quarter-wave plates (QWP) control the input polarization and filter the
excitation laser from the collected signal. The optical collection and photonic characterization input
path match the output mode diameter from an SEG fiber-to-chip coupler.

A beam-splitter before the cryostat separates the optical input paths (in reflection)
from the optical collection path (in transmission). The free-space optical setup
images the collimated laser-input path to the back focal plane of the microscope
objective. A polarizing beam splitter as a linear polarizer, a half-wave plate, and a
quarter-wave plate control the laser-input polarization. The laser-input and optical
collection paths are matched in their mode diameter to the SEG for maximal fiber-
to-chip coupling efficiency. The collected light is polarization filtered for filtering
out the cross-polarized laser input. For photonic characterization, a narrow line
single mode diode laser(8) (900-980 nm) is injected into the device. The collected
light is analyzed with an avalanche photodiode(9) and a spectrometer(10). The setup
features a CMOS camera for optical imaging and laser beam alignment.

4.2.1 Transmission Measurements

As a reference signal, the optical setup is aligned for the photonic reference device,
where an NBW section replaces the topological PhCW section such that the spectral
features in transmission are directly comparable. Figure 4.5 shows the transmission
of a reference device. The transmission spectrum is governed by the transmission of
the SEG fiber-to-chip coupler [162] Overall, the transmission follows approximately
a Gaussian envelope [162].

For the characterization of a topological PhCW, the optical setup is moved such
that laser injection and collection spot align with a topological device without

(8) Toptica CTL.
(9) Excelitas Technologies Inc. SPCM-AQRH-14-FC.
(10) Princeton Instruments SpectraPro 2500i.
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optical alignment modifications. As an example, the transmission of a topological
device with a BIW and a ZIW section with the photonic crystal parameters of
𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm are shown in figure 4.5. The device’s
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Figure 4.5: Laser transmission of three photonic devices. Green (red) shows the transmission of
a device with a 𝐿 ≈ 13 𝜇m long topological PhCW section based on a bearded-type (zig-zag-type)
interface. The photonic crystal parameters are 𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm. Blue shows
the transmission of the photonic reference device where the topological waveguide section is replaced
with a nanobeam waveguide (NBW). The transmission of the topological PhCW is normalized to
the maximal transmission of the NBW. The gray shades indicate the uncertainty of the transmission
measurements based on photon counting statistics. The NBW shows characteristic fringes for long
wavelengths, which are attributable to reflections at the interface of the NBW to the SEG fiber-to-chip
couplers [162].

transmission with a ZIW section in the long wavelength region is comparable to
the NBW, indicating a highly efficient mode adapter. The effectiveness of the mode
adapter is demonstrated for both interface types in figure A.11 in appendix A.III.

The BIW shows satisfactory transmission in a comparable wavelength range.
The slightly lower transmission compared to the ZIW is likely limited by the mode
adapter design. The BIW and its mode are asymmetric, whereas the NBW and its
mode are inversion symmetric. For trivial topological waveguides, like the glide-
plane waveguide [17], it has been shown that modes of asymmetric PhCWs require
careful mode adaptation with the adiabatic introduction of the asymmetry.

The BIW fulfills the requirement of a chiral light-matter interface of adequate
transmission in the operation wavelength of InGaAs QDs near 930 nm. However,
for the efficient operation of the interface, it is essential to have access to a high
group index. Access to slow light allows Purcell enhancement of the light-matter
coupling, thereby suppressing leaky modes [5]. Furthermore, Purcell enhancement
increases the potential photon flux through the interface, which determines the
operation speed of proposed quantum networks [19, 22].

4.2.2 Group Index Estimation

The photonic reference devices reveal the group index of the NBWs by the emergence
of the characteristic Farby-Pérot fringes at long wavelengths. The SEG fiber-to-chip
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couplers have a finite reflectivity at long wavelengths [162] by design, such that
the NBW reference devices operate as low-quality factor cavities. The fringes’ free
spectral range (FSR) Δ𝜆FSR scales with the group index 𝑛𝑔 and the device length
𝐿 [201]:

𝑛𝑔 =
𝜆2

2Δ𝜆FSR𝐿
, (4.1)

where 𝜆 is the probed wavelength. The fringes of the photonic reference device
are well visible in figure 4.5, revealing the finite reflectivity of the SEG couplers for
𝜆 > 950 nm. The analysis of the FSR indicates the NBW’s group index of 𝑛𝑔 ≈ 4, in
agreement with the literature [165].

For shorter wavelengths 𝜆 < 950 nm, the SEG fiber-to-chip couplers have near-
ideal transmission [162], and the transmission of the photonic reference devices
is smooth. In contrast, slow light inside the topological PhCW and reflection at
the topological waveguide’s mode adapters manifest in the emergence of fringes
at all wavelengths. However, the transmission fringes of a photonic device with
a topological waveguide section are challenging to interpret. Next to reflections
within the topological PhCW, reflections within the two shorter NBW sections, the
interference of the laser on optical elements in the input path, and the interference
with scattered light complicate the transmission spectrum. Particularly for high
group indices, examining fringes in transmission spectra for a group index estimation
poses the risk of misinterpretation [202].

Group Index Characterization withQuantum Dots

Investigating the group index by illuminating the guided mode with QDs inside a
waveguide [203] instead of the analysis of the laser transmission can reduce the
misinterpretation risk. For sufficiently high excitation power and sufficient QD
density, the embedded QDs illuminate the guided mode like a white-light source,
i.e., as an internal light probe with low spectral modulation. The mode adapters
reflect the photoemission of the QDs within the topological waveguide. Farby-Pérot
fringes arise in the photoluminescence spectrum collected from the fiber-to-chip
couplers and provide an estimate of the group index.

By the use of non-resonant 𝑝-shell excitation(11) and signal analysis with a spec-
trometer, the laser background is not contaminating the spectrum. The laser’s
potential reflection on optical elements does not alter the fringe pattern. The pho-
toluminescence spectra are low-pass filtered digitally(12) to reject high-frequency
modulations that the spectrometer’s resolution cannot resolve well, corresponding
to a group index exceeding 𝑛𝑔 ≥ 30. The reliability of this method is demonstrated
for an NBW reference device in appendix A.III.

(11) PicoQuant PDL 800-B, excitation wavelength 𝜆L = 781 nm.
(12) Using a digital Butterworth filter of 3rd order, with a cut-off wavelength (−3 dB) of ≈ 1 nm (5 pixels
of the spectrometer’s CCD camera). This rejects fringes corresponding to approximately 𝑛𝑔 ≥ 30 for
the shorter PhCW, and 𝑛𝑔 ≥ 15 for the longer PhCW in figure 4.6.
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Figure 4.6 shows the photoluminescence spectra and estimated group 𝑛𝑔 (𝜆) index
for two devices of the same photonic crystal parameters but of different waveguide
lengths 𝐿1 = 13.02 µm and 𝐿2 = 23.10 µm.

900 910 920 930 940 950
Wavelength (nm)

0.0

0.5

1.0

In
te

n
si

ty
(a

.u
.)

L1 = 13.02 m

L2 = 23.10 m

Peak L1

Peak L2

910 920 930 940 950 960 970 980
Wavelength (nm)

5

10

G
ro

u
p
 in

d
ex

 
n

g

FEM calculation
L1 = 13.02 m

L2 = 23.10 m

a)

b)

Figure 4.6: a) The low-pass filtered photoluminescence spectra of two devices with a BIW length
of 𝐿1 = 13.02 µm (blue) and 𝐿2 = 23.10 µm (yellow) and their fringes (green and red), probed by
illumination with QDs as an internal probe. The shaded areas represent the statistical uncertainties of
the spectrometer signal. b) Group index of the BIW of length 𝐿1 = 13.02 µm (green) and 𝐿2 = 23.10 µm
(red) determined with the photoluminescence of embedded quantum dots as internal light probe and
the prediction of finite-element (FEM) calculations based on scanning electron microscope images
of the unit cell (black). The wavelength uncertainties represent the half-width-half-maximum fringe
width. The device parameters 𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm.

The group index estimates, displayed in Figure 4.6b), do not indicate the presence
of slow light. Within the evaluated wavelength range of 900 nm to 950 nm, the group
index shows only a slight increase towards shorter wavelengths. The values range
between 𝑛𝑔 (𝜆 = 937.11 nm) = 3.21(13) to 𝑛𝑔 (𝜆 = 916.2 nm) = 7.8(13). The estimates
of both devices overlap well.

4.3 Numerical Analysis by Finite Element Calculations

Examining the Farby-Pérot fringes of the topological waveguides reveals only small
group indices. The slow light region of the waveguide may be located outside the
bandgap.

The nanofabrication process’s pattern infidelity can modify the waveguide’s
dispersion relation significantly. A slow light region inside the bandgap is associated
with a pronounced inversion asymmetry in the unit cell [78]. Thus, the absence of
slow light suggests that the fabricated photonic crystals lack sufficient inversion
asymmetry.
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The dispersion relation of the BIW can be approximated numerically by finite
element (FEM) calculations of the PhCWs supercell. For the highest accuracy,
the FEM calculation assumes a supercell hole pattern based on scanning electron
microscope images of the PhCW. A scanning electron microscope image of a single
unit cell of the examined BIW is shown in figure 4.7.

100nm

Figure 4.7: Scanning electron microscope image of a unit cell of a photonic topological photonic
insulator of 𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm. The blue line marks the unit cell border. The
green area indicates the pattern of the electron-beam lithography soft mask. Due to feature sizes
below the resolution limit of the soft mask fabrication method, the shamrocks emerge similar to the
pattern of blunt triangles. The circular hole and the shamrocks experience significant over-etching
and visible random deformation.

The shamrock pattern and the radii of the circular holes are near the resolution
limit of the soft mask nanofabrication method [46]. The delicate features of the
shamrock patterns are not resolved well in the fabrication process. In consequence,
the shamrock pattern emerges closer to a blunt triangle. Moreover, the shamrock
patterns and the circular holes are etched as significantly larger features.

The etching process is susceptible to spatial inhomogeneities, e.g., due to soft
mask resist thickness variations, close to the soft mask fabrication resolution limit.
As a consequence, the shamrock pattern varies among different unit cells slightly.
For the FEM calculation of the band diagram of the BIW, the averaged shamrock
pattern of 10 unit cells is extracted from a scanning electron microscope image of
the PhCW(13). Figure 4.8a) shows the band diagram of the approximated unit cells.

The BIW and the ZIW are predicted to be single-moded and have a low group
index within the bandgap, as shown in figure 4.8b). The ZIW’s group index of 𝑛𝑔 = 6
inside the bandgap explains the observation of the Farby-Pérot fringes similar to
those of a NBW for wavelengths above 950 nm as visible in figure 4.5.

The BIW’s group index is predicted to decrease slightly for increasing wavelengths
from 𝑛𝑔 ≈ 8 to 𝑛𝑔 ≈ 5. The monotonous decrease in group index with increasing

(13) The scanning electron microscope images show that the shamrock pattern does not have an ideal
𝐶3𝜈 symmetry, as required for a FEM calculation of the band diagram based on a single supercell. To
approximate a shamrock pattern for finite-element calculations, the shamrock holes are evaluated
after symmetrization by averaging the patterns after performing a 0◦, 120◦, and 240◦ rotation around
their center.



4.4. Potential of Topological Photonic Crystal Waveguides 41

0.5 0.6 0.7 0.8 0.9 1.0
Wavenumber k ( /a)

280

300

320

340
Fr

e
q
u
e
n
cy

 
(T

H
z)

bulk modes
band gap
light cone

900

1000

1100

W
a
ve

le
n
g
th

 
(n

m
)

900 950 1000 1050 1100
Wavelength (nm)

3
4
6

10

20
30

G
ro

u
p
 in

d
ex

 
n

g

ZIW mode
BIW mode 1
BIW mode 2

a)

b)

Figure 4.8: Band diagram (a) and dispersion of the group index (b) of the BIW and ZIW from FEM
calculations based on the scanning electron microscope image of the PhCW. The lattice constant is
𝑎 = 280 nm. Dark gray areas indicate bulk modes. The light gray area indicates the light cone. The
light yellow shading indicates the bandgap. Red indicates the ZIW mode. Blue and green indicate the
two modes of the BIW.

wavelength agrees with the experimental observation shown in figure 4.6. The values
of the two different PhCW lengths and the FEM calculation are of comparable
magnitude.

However, the transmission curves of the PhCWs of figure 4.5 show a difference
in the wavelength region of efficient transmission, i.e., the bandgap location and
width. The FEM calculation indicates a band gap between 910 nm and 961 nm. Above
961 nm, the FEM calculations expect bulk modes to couple with the guided mode
and introduce additional losses. However, the transmission spectra in figure 4.5
show low loss transmission for wavelengths as large as 980 nm.

This discrepancy may arise from the approximation of the unit cell. For example,
the scanning electron images reveal the shape of the patterns on the surface and do
not account for conical etching, which may be significant due to the small feature
size.

In conclusion, the FEM calculations confirm the experimental observations of
only a low group index 𝑛𝑔 < 8. Due to the low group index and the wide mode
volume of topological waveguides [1, 204] no significant Purcell can be expected.

4.4 Potential of Topological Photonic Crystal Waveguides

Numerical studies have shown that topological waveguide can be utilized to design
efficient, on-chip chiral quantum devices [1]. However, the utilization of topological
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waveguide for chiral light-matter interfaces relies on the fabrication of non-trivial
shapes, such as (blunt) triangles or shamrocks. Resist reflow techniques [205] could
be incorporated into the fabrication process to reduce the spatial rest inhomogeneity,
improve fabrication reliability, and achieve a higher pattern fidelity. Ultimately,
higher etching selectivity and improved control over the fabrication process can be
achieved using intermediate hard masks [206] and modeling and optimization of
the electron-beam scattering process [207–209].

By increasing the pattern fidelity and the etching selectivity, single-moded slow
light and significant Purcell enhancement inside the band gap can be achieved [78,
210]. Additionally, dispersion engineering can be utilized to increase the wavelength
region of slow light and move the region into the bandgap [211].

The transmission measurements reveal decently efficient mode adapters. Com-
parison with the NBW reference shows that the mode adapters of the BIW have
a transmission of ≈ 25% (≈ 50% for each adapter), overlapping well with the
wavelength range relevant for QD emissions. By designing a mode adapter that
adiabatically converts the inversion-symmetric NBW mode to the asymmetric BIW
mode, similar to the design of the topologically trivial glide-plane waveguide [17],
the transmission of the BIW can be further improved.
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Chiral Quantum Optics in
Broken-Symmetry and Topological

Waveguides

This chapter presents full-wave three-dimensional calculations to quantify
the performance of conventional and topological photonic crystal waveguides
as chiral emitter-photon interfaces. These results are important to the
understanding of light-matter interactions in topological photonic crystal
and design of efficient, on-chip chiral quantum devices.

This chapter and its appendix presents data, figures, and parts of text that
have been published [1].

Chiral single-photon emission has been demonstrated in conventional PhCWs
[18,20,23] and topological photonic crystal waveguides (PhCW)s [73,74,78]. However,
only few works [210, 212, 213] have considered scattering losses beyond 60◦ bends
that constitute inherent symmetry directions of the structure [214–216]. The studies
are limited to effective disorder models in two-dimensional crystals [213], are only
semi-analytical models [212], or do not contextualize the losses with the overall
performance of the PhCW as a light-matter interface [210].

This chapter explores how well different photonic crystal waveguides, specifi-
cally their guided modes, can act as quantum chiral-light matter interfaces using
full vectorial three-dimensional finite-element simulations and rigorous scattering
theory.
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Figure 5.1: (a) Schematic of a chiral light-
matter interface utilizing an edge mode be-
tween two topological photonic insulators
(dark and bright green). The field norm for
the guided edge-mode is shown (yellow to red)
and an embedded quantum emitter indicated.
The quantum emitter’s transition dipoles are
left- or right-handed circular (𝜎±), resulting in
directional emission (left and right as shown in
the inset) when it is placed at a position where
the polarization of the guided mode is circu-
lar. The white-dashed line highlights a single
supercell of the waveguide. (b) Schematics of
the supercells of the glide-plane waveguide
(GPW), line-defect waveguide (W1), bearded-
type interface waveguide (BIW), and zig-zag-
type interface waveguide (ZIW) with the inter-
face or center of each waveguide highlighted
with a dashed line.

5.1 Photonic Crystal Waveguides as Quantum Chiral Interfaces

An ideal chiral interface for quantum light-matter interactions, such as the one
shown in the schematic of figure 5.1a), is characterized by several properties. First
and foremost, emission or scattering of photons by a quantum emitter (QE) into the
counter-propagating modes left (L) or right (R) should be highly asymmetric with
decay rates 𝛾L ≫ 𝛾R, or vice versa. This directionality occurs when the overlap of
circular (or elliptical) transition dipoles with the two counter-propagating modes
differs and is quantified by,

𝐷 =
𝛾L − 𝛾R

𝛾L + 𝛾R
. (5.1)

In the following, it is shown how this directionality factor can be calculated for any
electric field profile.

Second, an efficient quantum light-matter interface typically enhances photonic
interactions and minimizes subsequent losses as photons solely propagate to and
from the emitter. Emission enhancement into a selected, guided mode is quantified
by the Purcell Factor 𝐹 [181], which for PhCWs scales linearly with the group
index 𝑛𝑔 [182]. Consequently, PhCWs are often used in the slow-light regime
[217], where 𝑛𝑔 ≈ 58 [218] has been measured and 𝐹 ≈ 20 has been observed [23].
Unfortunately, in-plane backscattering between the counter-propagating modes
scales as 𝑛2

𝑔 [219], resulting in prohibitively large losses at high 𝑛𝑔’s. As discussed
below, the backscattering loss also depends on how the electric field is distributed
within the PhCW unit cell, opening up a route towards realistic slow-light interfaces.
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In this chapter, four different PhCWs are examined in their performance in each
of the three areas identified above: 𝐷 , 𝐹 , and the minimization of backscattering
losses. The corresponding unit cell of each structure is shown in figure 5.1b), with
the interface (center) of each waveguide marked. These have been designed and
experimentally implemented [78] to guide light near 𝜆 = 930 nm(1) for use with
high-quality self-assembled InAs quantum dots in a GaAs membrane [5]. For this
study, their lattice constants are fixed to 𝑎 = 266 nm, but their design can readily
be scaled [165] for use with any other quantum photonic platform. Similarly, the
considered designs are limited to circular holes. However, in practice, more complex
and fabricationally-challenging shapes such as triangles [175] or shamrocks [18] are
possible.

Two of the examined PhCWs are topological and two are conventional PhCW
designs. The conventional waveguides are standard photonic crystal line-defect
waveguide (W1) [16], and a broken-symmetry glide-plane waveguide GPW that has
been optimized to work as a chiral interface [17]. The two conventional PhCWs
are compared to topological PhCWs based on a photonic analog of theQuantum
Valley-Hall effect (QVH) of two photonic topological insulators [78]. In analogy with
the electronic QVH insulators [220], the difference between topological invariants,
the Valley-Chern number, denotes the number of expected topological interface
modes (here 1) that span the bandgap, although recent experiments suggest the
existence of spectral regions where the mode does not afford protection to sharp
bends [78]. Regardless, the QVH insulators are preferable as their guided modes
are known to lie below the light lines and hence do not couple to the free-space
continuum, in contrast to topological waveguides based on the photonic analog of
theQuantum Spin-Hall effect, whose modes lie above the light line and are therefore
leaky [175, 194]. Here, QVH waveguide designs formed by bearded-type interface
(BIW) and zig-zag-type (ZIW) interfaces [195] are considered as shown in figure
5.1b).

5.2 Photonic Band Diagrams and Dispersion

The photonic band diagrams and corresponding electromagnetic field distributions
are calculated for all four PhCWs, using commercially available finite element
software(2). Details of the numerical simulations can be found in appendix A.I.2.

The guided TE-like bands for the topological and conventional PhCWs are dis-
played in figure 5.2a) and b), respectively. In each case, the solid regions give the
bulk continuum modes, while solid curves give the guided modes. The dashed
curves show additional modes close to the continuum and would therefore be leaky
or the higher-order mode of the W1 and GPW. An exemplary Bloch normalized
mode-profile of the electric field



e𝑛,𝑘

 is shown for each well-coupled mode of
index 𝑛, taken for a group index 𝑛𝑔 (𝜔𝑛,𝑘 ) = 𝑐/(d𝜔𝑛,𝑘/d𝑘) ≈ 15 (cf. circles in figure

(1) See appendix A.I.1 for further design parameters.
(2) COMSOL Multiphysics.
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5.2c)), where 𝑐 is the speed of light, 𝜔𝑛,𝑘 = 2𝜋𝜈𝑛,𝑘 is the eigenfrequecy, and 𝑘 is the
wavenumber.

Several interesting similarities emerge between the dispersion relations of the
topologically conventional and topological waveguide. First, the W1 and the ZIW
waveguides support one well-coupled mode and others that are poor choices for a
quantum interface. The W1 dispersion contains an odd mode (dashed yellow curve
in figure 5.2a)) and the ZIW dispersion contains two modes in close proximity to the
bulk modes (dashed blue curves in figure 5.2b)) that in practice are expected to leak
into the continuum. Furthermore, these two modes have a very large mode volume,
as discussed in appendix A.I.2, rendering them unsuitable for efficient light-matter
coupling. The W1’s fundamental mode is highly confined throughout the entire
𝑘-space, while the mode volume of the ZIW mode has a more complex frequency
dependence. As discussed in appendix A.I.2, the ZIW mode-width can be either
large or small in regions of high 𝑛𝑔.

Likewise, there exist several similarities between the guided modes of the GPW
and those of the BIW, as expected, since both share the same broken transverse
symmetry. The BIW topological edge mode is comprised of two separate bands,
each of which covers a large frequency interval, in much the same way as the guided
modes of the GPW [17]. However, the two bands differ in their backscattering
losses around bends as demonstrated in measurements and supported by finite-
difference time-domain calculations [78]. For 60◦ bends, the upper mode shows little
transmission, while near-unity transmission was observed over a large bandwidth
of the lower band, making it suitable for creating triangular resonators. The two
BIW bands cross at 𝑘𝑎/2𝜋 ≈ 0.42 and are degenerate at the band edge. Both GPW
and BIW modes are tightly confined across the entire 𝑘-space, with the mode-width
of the BIW being significantly larger than that of the GPW and smaller than that
of the ZIW(3). Nevertheless, highly confined, slow light can be found at the band
edge of the lower branch of the BIW, indicating that large Purcell enhancement is
possible with this structure.

5.3 Directionality, Purcell Enhancement and Disorder-Induced Scattering

Having determined the guided modes of each structure, it can now be quantified
how well each functions as a bright, highly directional, and low-loss interface. First,
the directional Purcell enhancement 𝐹σ±,𝑛,𝑘 is calculated for a left- (subscript −) or
right-handed (subscript +) circular point-like dipole σ± = 1/

√
2
(
x̂ ± 𝑖ŷ

)
for each

PChW according to [183]

𝐹σ±,𝑛,𝑘 (r) =
3𝜋𝑐2𝑎𝑛𝑔

(
𝜔𝑛,𝑘

)
2𝜔2

𝑛,𝑘

√︁
𝜖 (r)

��σ∗
± · e𝑛,𝑘 (r)

��2 . (5.2)

Although this quantity and others are mode-dependent, the subscript 𝑛 is omitted
for clarity. Exemplary maps of a unit cell of each structure are displayed in figure

(3) Cf. appendix A.I.2.
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Figure 5.2: a) Photonic band diagram of the
GPW (orange) and W1 (yellow) waveguides.
Shaded regions correspond to the bulk modes
of the GPW (brown) and W1 (yellow), while
the grey region represents the light cone. The
solid and dashed curves represent guided
modes that are considered or excluded in this
work, as discussed in the main text. Insets
show exemplary mode profiles at 𝑛𝑔 ≈ 15. (b)
Same as (a) but for topological BIW (green)
and ZIW (blue) waveguides, noting that both
topological waveguides share the same bulk
modes. (c) Group index of the guided modes
denoted by solid curves in (a) and (b) as a func-
tion of frequency for all four structures, with
circles representing the modes whose profiles
are shown above. The band-edges are indi-
cated by a dotted line.

5.3a), taken again for modes with 𝑛𝑔,𝑛 ≈ 15. From these, it can be observed that for
both the GPW and BIW there is little overlap between 𝐹σ+,𝑘 and 𝐹σ−,𝑘 . In contrast,
these maps differ only near the holes for the W1 structure and are nearly identical
for the ZIW, foreshadowing that these two structures fare poorly as chiral interfaces.

As noted above, the chirality of the interaction is quantified by the directionality,

𝐷𝑘 (r) =
𝐹σ−,𝑘 (r) − 𝐹σ+,𝑘 (r)
𝐹σ+,𝑘 (r) + 𝐹σ−,𝑘 (r)

, (5.3)

examples of which are also present in figure 5.3a). Here, it can be observe that while
highly directional interactions are possible with all four structures, there is only a
high degree of overlap between regions of high Purcell enhancement and directional
interactions for the GPW and BIW. For the W1 and ZIW, in contrast, relatively
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high Purcell factors are found in regions of linear electric field polarization, largely
precluding efficient chiral light-matter interactions and showing the importance of
breaking inversion symmetry in the waveguides.

The maximal Purcell enhancement factor 𝐹max
σ±,𝑘

= maxr∈Sc{𝐹σ±,𝑘 (r)} within each
map (where 𝑆𝑐 denotes the area corresponding to the regions of high-index material),
is determined. These values are plotted as a function of frequency in figure 5.3b) for
all structures. It can be observed that all structures predict Purcell factors of upwards
of 15 away from the band-edge, where both 𝑛𝑔 and 𝐹σ±,𝑘 may diverge. In practice, the
range of accessible factors is limited by several effects, among them scattering due
to structural imperfections [221] and disordered-induced mode broadening [222]).
Experimentally, a Purcell enhancement factor of 𝐹 ≈ 20 has been observed [218], and
PhCW systems with significantly higher enhancements have been proposed [223].

A good chiral interface must not only enhance interactions but must also al-
low for subsequent low-loss transport. Transport losses are taken into account
by calculating the ensemble-averaged mean-free path (or backscatter loss length)
𝐿back,𝑘 =

〈
𝛼back,𝑘

〉−1, limiting the analysis to the single-mode and single-event
backscattering regime as is typical for relatively short waveguides [224]. Here,〈
𝛼back,𝑘

〉
is the power-loss factor per unit cell which is the ensemble average over

disorder-induced imperfections(4) for non-uniform air-hole size 𝑅𝛼 , where 𝛼 is the
index of the individual holes(5).

Multi-mode scattering from degenerate modes of the BIW are neglected, since
their degeneracy can be lifted without significantly altering their mode profile
[204, 211], as was done with the GPW [17], resulting in

〈
𝛼back,𝑘

〉
=

∑︁
𝛼

𝑎2𝜔2
𝑘
𝑛2
𝑔𝜎

2

4
(𝜖2 − 𝜖1)2

×
∬

drdr′Θ
(
ℎ

2
−|𝑧 |

)
Θ

(
ℎ

2
−
��𝑧′��)

× 𝛿
(
𝑅𝛼 − |ρ − ρ𝛼 |

)
exp

©­­«
−𝑅𝛼

���𝜙 − 𝜙 ′
���

𝑙𝑝
+ 𝑖2𝑘 (𝑥 − 𝑥 ′)

ª®®¬
×

[
e∗
𝑘
(r) · p∗

𝑘
(r)

] [
e𝑘 (r′) · p𝑘 (r′)

]
,

where 𝜎 is the statistical surface roughness factor, Θ denotes the Heaviside function,
ℎ is the membrane height, 𝑧 is the vertical Cartesian coordinate, 𝛿 is the Kronecker
delta function, 𝜌 (𝜌𝛼 ) denotes the in-plane projection of the position vector (the
individual hole center axis); also, p𝑘 is the polarizability, 𝑙𝑝 is the surface roughness
correlation length, and 𝜙 is the azimuth angle of the position vector in the cylindrical
coordinate system which is centered in the hole 𝛼 . In principle, multi-mode back-

(4) See appendix A.I.3 for details and discussion of the scattering mechanisms.
(5) Adapted from ref. [225] for non-uniform hole sizes 𝑅𝛼 .
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Figure 5.3: a) Mode maps of the directional Purcell factor 𝐹σ±,𝑘 (r) and directionality 𝐷𝑘 (r) for a unit
cell of each PhCW, taken at 𝑛𝑔 ≈ 15 as shown in figure 5.2c). b) Maximal 𝐹max

σ±,𝑘
for each mode as a

function of frequency, with dashed curves representing the divergence predicted in the slow-light
regions. c) Corresponding backscattering length 𝐿back,𝑛,𝑘 in units of the lattice constant 𝑎 as a function
of frequency. Note that both the backscattering losses and interaction enhancement diverge as the
group index diverges. The band-edges are indicated by dotted lines, where the group index of all
PhCWs except for the GPW diverge. Dashed lines indicate group-index divergences of the band-edge.
Circles in b) and c) represent the modes whose profiles are shown in a).

PhCW 𝐹max
𝜎± 𝐿back

W1 2.4 9.4 × 103 𝑎

GPW 3.5 3.6 × 103 𝑎

ZIW 3.2 7.0 × 103 𝑎

BIW 3.0 9.6 × 103 𝑎

Table 5.1: Purcell factors 𝐹max
𝜎± and mean-free paths 𝐿back for the highlighted modes with a group index

of 𝑛𝑔 = 15.

scattering can be explicitly included [221]. Yet is not expected to significantly
contribute to losses other then for slow, small 𝑘 (leaky) modes [221, 226].

Considering state-of-the-art soft mask nanofabrication methods [224, 227], a
surface roughness for each hole of 𝜎 = 3 nm and a correlation length for this disorder
within each hole of 𝑙𝑝 = 40 nm (Cf. figure A.I.3b)) is assumed. The resultingmean-free
path 𝐿back,𝑘 = ⟨𝛼back,𝑘

−1⟩ for all structures is presented in figure 5.3c). Interestingly,
and as shown in appendix A.I.3, the relative performance of the different structures,
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with respect to backscattering losses is relatively insensitive to the absolute value
of 𝑙𝑝 . As expected, scattering losses increase with the group index, yet the absolute
scattering length can significantly differ for the different structures (and in general
does not scale quadratically with 𝑛𝑔 [224], as also shown in appendix A.I.4). As an
example, the Purcell factors and mean-free paths are listed in table 5.1 for 𝑛𝑔 = 15.

That is, for this moderate group index all PhCWs show Purcell factors and mean-
free paths varying by more than a factor of 2. The W1 and BIW PhCWs show the
least losses, while the GPW provides the strongest enhancement factor. As can be
seen in the mode distributions (cf. figure 5.2a)), the field of the W1 PhCW is mainly
located in the line defect center, away from the holes(6), yet is only weakly circularly
polarized (cf. figure 5.3a)). The GPW mode is more strongly localized near the hole
edges, leading to higher scattering losses, yet it is also circularly polarized at these
areas of high field intensity. In contrast, while the field distribution of the BIW is
also highest at points of circular polarization, these are located more separated from
the holes, reducing backscattering due to imperfections.

While the BIW’s performance according to table 5.1 may seem similar to the W1,
the mode profile shown in figure 5.3 is very alike the GPW’s. The relatively lower
Purcell factors and the lower losses stem from a wider Bloch mode with relatively
lower field strength at the hole interfaces(7). Analogously, the ZIW’s mode profile is
similar to the W1’s, but the wider Bloch mode with significant field strength at the
hole interface results in a performance reduction.

5.4 Overall performance of the chiral interfaces

A real quantum chiral light-matter interface must not only simultaneously enhance
the interactions with circular transition dipoles and limit subsequent transport
losses but also be designed such that high-quality quantum emitters can be readily
embedded in regions where the coupling is effective. This places two constraints: (i)
the emitters cannot be located too close to the air-dielectric interfaces of the holes so
as to avoid interactions with surface states, and (ii) the area of the region where the
emitters can be located should be large enough to ensure a high yield of successful
couplings(8). Condition (i) can typically be met with a distance 𝛿min = 40 nm
[228–230]. At the same time, state-of-the-art nanofabrication protocols allow for
the deterministic solid-state emitter-photonic structure integration with an accuracy
of around 𝛿acc ≈ 40 nm [231–233].

Figure 5.4 show the maximal propagation length 𝐿max
back

(
𝐹σ±,|𝐷 |

)
that is possible,

for a minimum desired directionality amplitude |𝐷 |(9) and Purcell enhancement 𝐹σ±

(6) See appendix A.I.4.
(7) See appendix A.I.2.
(8) For details on the spatial constraints see appendix A.I.5.
(9) In all-dielectric media light propagation is described by Maxwell’s equations obeying time-reversal
symmetry. In that regard, the overall performance of the discussed chiral interfaces for a given
directionality 𝐷 is identical to a directionality −𝐷 .
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for each structure with free choice of the mode and wavenumber 𝑘 (10), but with the
condition that a quantum emitter fits within an area 𝐴𝑘 (𝐹σ±,|𝐷 | , 𝛿min) of minimum
size 𝐴min = 𝜋𝛿2

acc while all points within this area are at least 𝛿min away from the
edge of an air hole(11). From this figure, it is evident that only the GPW and BIW
will realistically make good chiral light-matter interfaces, as there essentially does
not exist a sufficiently large enough area to couple an emitter to either a W1 or ZIW
structure with high directionality and even a moderate 𝐹σ± = 5 (𝐹σ± = 3) for the
ZIW (W1) (although, for a ZIW, these points do exist within 𝛿min of the air holes).
In contrast, sufficiently large areas can be found within unit cells of the GPW and
BIW where both near-perfect directionality

(
|𝐷 | ≥ 0.99

)
and enhancements up to

𝐹 = 14 and beyond are possible.
Where the topological BIW distinguishes itself from the GPW is both in the size

of the area that can be used to efficiently and chirally interface to emitters and
in its performance at enhancement factors exceeding 14. For fixed |𝐷 | = 0.99 and
𝐹σ± ≤ 10 areas of at least 7.6 × 105 nm2 (12) can be found within a GPW unit cell,
while for this area a BIW is limited to 4.4 × 104 nm2 (corresponding to a circle of
radius 𝑅|𝐷 |=0.99 ≈ 118 nm). This can be seen in appendix A.I.5, where it is discussed
how this area is determined.

Figure 5.4 shows that for high directionality |𝐷 | = 0.99 the GPW outperforms the
BIW as a chiral interface by about 30 % higher propagation lengths if low interaction
enhancements 𝐹σ± ≤ 4 are desired. For intermediate Purcell enhancements (4 ≤
𝐹σ± ≤ 12), the GPW and the BIW show similar losses, while for higher interaction
enhancements (𝐹σ± > 12) the propagation length of the BIW is longer than that of
the GPW. The highest achievable Purcell enhancement for the GPW is 𝐹σ± = 17.5
(14) for a minimal directionality amplitude |𝐷 | = 0.5 (|𝐷 | = 0.99). It is important to
recognize that this limit arises due to the dispersion engineering of the GPW, which
causes its group index to remain finite in the entire reciprocal space, in contrast to an
unoptimized GPW whose dispersion relation diverges at the lower band edge [17].

The difference between the losses of the GPW and BIW can be understood by
considering their respective mode profiles (cf. appendix A.I.2), and realizing that in
general the light is better confined in the GPW compared to the BIW. Particularly
for low to intermediate group indices, the mode width of the GPW is half, or less,
than that of the BIW (cf. appendix A.I.2). In the GPW, the same enhancement can
be found as in the BIW for lower 𝑛𝑔’s, and hence fewer scattering losses. However,
for large group indices, the Bloch mode profile of the GPW’s shows high intensity
near the first air-hole row leading to a strong relative increase of the backscattering
losses (cf. appendix A.I.4). In other words, for low Purcell enhancements, the
GPW’s disadvantage of high backscattering losses are compensated by tighter mode
confinement. For example, for |𝐷 | = 0.99 the propagation length is 20880𝑎 (51330𝑎)

(10) For photonic crystals there is no fundamental constant with the dimension of length since the
master equation in dielectric media is scale invariant. A quantum emitter can be brought in resonance
with a mode of wavenumber 𝑘 by scaling the lattice constant 𝑎.
(11) For details on the numerical implementation, see appendix A.I.5.
(12) Corresponding to a circle of radius 𝑅|𝐷 |=0.99 ≈ 491 nm.
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Figure 5.4: A summary of PhCW parameters for use as practical quantum chiral-light matter interfaces.
Maps of the maximal achievable propagation length (in units of the lattice constant 𝑎) as a function of
the minimum desired directionality or Purcell Enhancement factor (structure marked in each panel).
This combination of 𝐷 and 𝐹 must be found in an area 𝐴 ≥ 𝐴min, which is sufficiently distant 𝛿𝑚𝑖𝑛
from a hole, as sketched in the inset of the first panel and explained in the main text. The bright
grey area indicates the area 𝐴 as an example for the W1, while the dark and black areas indicate
the excluded regions given by 𝛿min. Insets in the W1 and ZIW panels show line cuts showing the
propagation length as a function of 𝐹 for |𝐷 | = 0.5 and |𝐷 | = 0.99, respectively (cuts taken along the
white dashed lines).

for a Purcell enhancement of 𝐹 = 1, and 318𝑎 (240𝑎) for a Purcell enhancement of
𝐹 = 10 for the BIW (GPW). This means less than 4% (5%) backscattering losses for
a 10 unit cell long waveguide and out-of-plane scattering dominating for low Purcell
enhancements [234].

5.5 Conclusions

From the selected photonic crystal waveguides studied, only the GPW and the
topological BIW are suitable platforms for chiral quantum optics. Both of these
designs can enhance highly directional interactions for emitters located in relatively
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large regions. Both designs suffer from backscattering due to fabrication impurities,
although the topological waveguide offers protection to 60-degree bends [74, 75,
213, 235], enabling sharp-edge microresonators that do not suffer from bending
losses [68, 77, 78, 236, 237].

The ability of these structures to act as elements in viable quantum chiral light-
matter interfaces is perhaps easier to visualize using a concrete example. As an
demonstration, the performance of a single quantum emitter chirally interfaced
with a PhCW is considered. This fundamental element enables the realization of
integrated non-reciprocal single-photon devices for constructing of scalable complex
quantum circuits and networks [5]. Examples are loss-tolerant two-qubit measure-
ments [22], optical isolators and circulators [18, 48], photon number dependent
routing [238–240],

√
SWAP [241] and CNOT gates [242].

Specifically, the setting is assessed where single photons are injected into the
PhCW in which the chirally coupled quantum emitter coherently (and asymmetri-
cally) scatters the injected photon forward or backwards [44]. The forward propa-
gating photons are single-sidedly collected after transmission through the PhCW
of 𝑁𝛼 unit cells.

The speed with which such an element ideally operates is set by the characteristic
rate of the emitters, namely, their decay rates: 𝛾𝑅/𝐿 = 𝛾0

𝑅/𝐿𝐹𝜎,±, where 𝛾
0
𝑅/𝐿 is the

quantum emitter’s directional emission rate in a homogeneous medium. In reality,
the circuit operation rate (and fidelity) will be further decreased as photons are lost to
scattering due to imperfections or imperfect directionality. Assuming backscattering
only, the intensity, or accessible photon flux Φ𝑅/𝐿 , is thus given by,

Φ𝑅/𝐿 = 𝛾0
𝑅/𝐿𝐹σ±exp

(
− 𝑁𝑎

𝐿max
back

(
𝐹σ±,|𝐷 |

) ) , (5.4)

where the maximum propagation length (in units of 𝑎) is an explicit function of the
desired enhancement and directionality.

A directionality of |𝐷 | = 0.99 is set for near-ideal chiral coupling. Two limiting
cases are considered: a 10 unit cell PhCW (≈ 2.7 𝜇m for our structures), which is
the shortest length to act as a proper interface [223] and a 100 unit cell waveguide
(≈ 27 𝜇m)which is amore typical length in current circuits [18], and plotΦ𝑅/𝐿/𝛾0

𝑅/𝐿 as
a function of 𝐹σ± in figure 5.5a) and b), respectively. The performance of the shorter
structures is limited by the maximum achievable Purcell Factor (cf. figure 5.4), and
losses of less than 1% for both GPW and BIW for 𝐹 ≤ 2 are observed, which increase
to 10% at around 𝐹 = 13. For higher values of 𝐹 , an operation is only possible with the
BIW, and 15% losses are expected at 𝐹 = 20. That is, for the shorter interfaces, a low-
loss operation is compatible with moderate interaction enhancement. Here, Φ𝑅/𝐿
can directly quantify device performance, with the exact dependence determined
by how many chiral elements are needed and the specific protocol (e.g., whether it
depends on emission or transmission). For example, the operation speeds of quantum
networks for all-optical routing of single photons [19] and loss-tolerant two-qubit
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Figure 5.5: Calculated delectable photon flux,
in units of the homogeneous decay rate, as
a function of the Purcell enhancement for
a quantum emitter 𝜒 chirally coupled to a
PhCW as shown in the inset to a) [22]. The
photon rate is shown for (a) short, 10-unit cell
structures and b), the more typical 100-unit
cell waveguides in solid circles resolution lim-
ited by the 𝑘-space sampling, which are la-
beled as an example for the BIW for the data
points of highest Purcell enhancements, (cf.
appendix A.I.6). The dashed lines represent a
guide to the eye, while the solid curves rep-
resent a sub-optimal positioning of the QE.
In both a) and b), the performance of all 4
structures is shown, with the topological BIW
supporting the highest-rate operation. This is
true both for the shorter systems, where losses
are low in all cases, as well as for the longer
structures, where the high 𝑛𝑔 (enhancement)
operation is limited by the scattering.

measurements capable of universal quantum computation [22] is determined by the
accessible photon flux directly, Φ𝑅/𝐿 , showing that GHz rate operation is possible.

For the longer devices, about 1% losses occure for the BIW and GPW, respectively,
at 𝐹 = 2, which increase to 27% and 34% at 𝐹 = 10. At 𝐹 = 20, where only the BIW
can be used, upwards of 79% losses are expected, resulting in characteristic photon
rates of Φ𝑅/𝐿/𝛾0

𝑅/𝐿 ≈ 4. Thus while even the longer waveguides can serve as chiral
elements in quantum photonic circuits, for the most efficient operation, one should
opt for a short, topologically protected waveguide.

Finally, it is to be considered that the topological waveguides considered here
have yet to be optimized, in contrast with the GPW [17]. Several methods can
be used to optimize their directionality and losses [204, 211, 243, 244]. All rely on
dispersion engineering, where changing the size, shape, or position of the holes
modifies both the band structure and field distributions, enabling slow light single-
mode operation away from the bulk modes or pushing the electric field distribution
away from the holes [65,74,175,211,245,246], Doing so will reduce both backscattering
and out-of-plane scattering while allowing for efficient and directional interactions.
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A Platform for Planar Quantum

Photonics with GaAs Droplet Epitaxy
Quantum Dots

This chapter presents the layout of the first generation of planar photonic
circuits with droplet-epitaxy-grown GaAs quantum dots embedded in
a heterojunction membrane for charge-state control and tuning of the
QD emission wavelength. Analyzing the photonic and accompanying
electronic properties grants valuable insights into the performance and
further development of this novel quantum photonic platform.

An ambitious goal in photonic quantum technologies is to scale up integrated
nanophotonic circuits for efficiently generating, routing, and detecting single pho-
tons [4, 7]. However, the architecture of planar quantum nanophotonic platforms
is of high complexity [5]. A deep understanding and control over the properties
of a platform are essential for its future applications in nanophotonic quantum
technologies. This chapter discusses the layout and presents the electronic and
photonic properties of the first generation of planar nanophotonic circuits with
embedded droplet-epitaxy-grown GaAs quantum dots (QDs).

The material that hosts the QDs defines their electric environment. For InGaAs
QDs, it is common to embed the emitters in a p-i-n-type of semi-conductor het-
erostructure [247]. Integrating the QDs into the intrinsic layer provides electric
noise reduction [92], while allowing for the control of charge state by applying a bias
voltage by Coulomb blockade [152] and tuning of the QD emission wavelength [107]
by the quantum-confined Stark effect [154].

The host material constitutes a membrane of sub-wavelength thickness that
enables in-plane light confinement by the design of engineered nanostructures [165].
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On a microscopic scale, nanophotonic devices patterned into this membrane mold
the flow of light [161] and engineer the light-matter interaction of the confined light
with the QD’s transition dipoles [5]. On a macroscopic scale, the nanophotonic
devices guide and process the QD emission, allowing light extraction from the
membrane [2]. Thus, the nanophotonic devices’ properties and performance define
a planar platform’s capabilities to utilize embedded QDs as a single photon source
and form larger-scale integrated quantum circuits.

6.1 Design and Fabrication of Photonic Circuitry

The presented planar photonic circuits(1) feature embedded GaAs droplet epitaxy
QDs, an electronic interface for electric control of the QDs, nanophotonic devices,
and nanostructures for interfacing guided light with QDs and extracting their
emission from the chip.

Both the electronic interface and the nanostructures are based on adaptations
from the previously reported work on InGaAs QDs [5, 7]. The InGaAs platform
has made substantial progress towards quantum-dot-based deterministic pho-
ton–emitter interfaces for scalable photonic quantum networks [2]. Adapting the
InGaAs platform’s technologies provides leverage towards the fast development of
the planar platform of GaAs droplet epitaxy QDs. However, this chapter reveals the
limitations of the technological conversion from the InGaAs platform into the GaAs
platform and identifies the challenges and opportunities in transitioning towards
GaAs droplet epitaxy QDs.

6.1.1 A Heterojunction for Electric Control of Quantum Dots in Nanophotonic Circuits

Recently, the first generation of p-i-n-type heterojunctions for GaAs droplet epitaxy
QDs in non-planar platforms achieved reduction of the charge noise, charge-state
control via the Coulomb blockade, and tuning of the QDs’ energy levels [26, 27].
However, the layout of a planar quantum photonic platform poses additional chal-
lenges due to additional system restrictions. The heterojunction’s thickness must
remain well below the wavelength of the QD emission to allow for the in-plane
confinement of light by planar photonic devices such as nanobeam waveguides
(NBW) and photonic crystal waveguides (PhCW). Furthermore, a waveguide-based
light-matter interface limits the QD location in the heterojunction layout to the
heterojunction’s center region due to the electromagnetic field distribution of guided
transverse electric modes [5].

The QDs of the presented nanophotonic circuits are embedded in a semiconductor
heterostructure membrane with a thin p-i-n layout on top of a sacrificial layer. The
sacrificial layer underneath the membrane can be removed chemically to suspend
nanophotonic devices(2). Underneath the sacrificial layer is a distributed Bragg

(1) This chapter presents the circuits of the sample B15459-A. See appendix A.II.
(2) More on the fabrication process in section 6.1.3.
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mirror. The distributed Bragg mirror reduces the QD emission from the suspended
membrane into the wafer below [248].

The semiconductor heterostructure membrane is 158.2 nm thick and constitutes
an p+-p-i-n-n+ junction based on Al0.15Ga0.85As and GaAs. The QDs are grown
in the intrinsic layer close to the membrane center by local droplet-etching [37].
The n-type back gate is silicon-doped, and the p-type top gate is carbon-doped.
The outer layers of higher acceptor p+ and higher donor n+ doping levels serve as
charge carrier reservoirs. These reservoirs counter the charge depletion of the p-
and n-layers without drastically increasing the built-in electric field experienced by
the QD in the center of the membrane. The heterostructure layout, doping levels,
and intrinsic field are provided in appendix A.II in more detail.

Figure 6.1 displays the band structure of the diode using a one-dimensional
Poisson equation solver [249] assuming ohmic contacts and neglecting Fermi-level
pinning effects [250, 251] for the case of zero bias and a forward bias.
At zero bias, the conduction band of the QD and hence the lowest excitonic state is
well above the Fermi level. A significant forward bias of approximately𝑈B = 1.4 V
is required to lower excitonic states into the fermi level and allow their population
by electrons by tunneling through the potential barrier. The flat-band voltage,
where the heterojunction operates similarly to a light-emitting diode [119], is around
𝑈B = 1.6 V. Thus, the QDs’ lowest excited states get populated at a bias voltage
close to the flat-band voltage, and a significant tunneling current is expectable even
at cryogenic temperatures.

The low Al-concentration in the heterojunction layout is crucial, since it prevents
the occupation DX-centers [102], defects in doped AlGaAs, which affect the charge
distribution and are optically active [102, 252]. Furthermore, an overall low Al-
concentration is essential for the processing of the membrane into nanostructures
without the risk of oxidation [46]. Additionally, the heterostructure features GaAs
capping layers on both membrane surfaces to prevent the risk from oxidization
post-fabrication.

6.1.2 The Nanophotonic Platform Layout
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Figure 6.1: Band structure of the heterojunction, calculated using a one-dimensional Poisson equation
solver, assuming perfect ohmic contacts to the p-type and n-type layers for a bias voltage of a)𝑈B = 0 V
and b) 𝑇 = 𝑈B = 1.4 V at 30 K. GaAs layers are shaded as gray and Al15Ga0.85As layers are shaded as
white backgrounds. Overlayed colored shading indicates the doping levels with acceptors (red) and
donors (blue). The black lines indicate the calculated conduction and valance band. In a more realistic
scenario, the waveguide surfaces have been exposed to air and have oxidized [251].

The nanophotonic devices, such as PhCWs, NBW, and grating couplers, are
fabricated by etching into the heterojunction. The semiconductor heterojunction
sections of nanophotonic devices are subsequently suspended into a membrane
by chemical removal of the sacrificial layer. The schematic cross-section of the
semiconductor heterostructure is displayed in figure 6.2.
The top-gate and back-gate of the heterojunction are contacted for the electrical
control of the QDs by applying an external bias voltage. First, an ohmic contact
with the back gate is fabricated by etching through the heterojunction towards the
donor-doped layers, the deposition of the metals nickel, germanium, and gold, and
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Figure 6.2: Schematic cross-section of the planar quantum photonics platform of GaAs droplet epitaxy
QDs. The sample is processed out of a wafer on top of which a distributed Bragg mirror (DBR), a
sacrificial layer (shaded light-gray), and the semiconductor heterojunction are grown. The junction
is made out of Al15Ga85As (shaded white), and its lowest and uppermost layers are made out of
GaAs (shaded dark gray). Blue and red shaded overlays indicate the donor and acceptor levels in the
heterojunction. The centered intrinsic layer hosts the QDs. The sacrificial layer is removed chemically
to suspend nanophotonic structures above the DBR. Nanophotonic devices are formed by etching
into the heterojunction. The top and back-gate are electrically contacted from the surface.

subsequent rapid thermal annealing. The annealing process allows the deposited
metal alloys to diffuse and form an ohmic contact with the donor-doped layer of
low contact resistivity. Subsequently, the highly-doped top gate is contacted by the
deposition of chromium and gold onto the heterojunctions surface.

For nanophotonics in dielectric media, there is no fundamental constant with
the dimension of length since the Maxwell equations in dielectric media(3) are
scale invariant. For example, the guided modes of a waveguide can be brought
into resonance with a QD of any frequency by scaling the physical dimensions
accordingly to the wavelength of the QD. The nanophotonic devices from the
InGaAs quantum platform [7], operating near 930 nm, require a down-scaling of
approximately 15% for their application in photonic circuits with GaAs droplet
epitaxy QD, operating near at around 800 nm.

The presented platform features all principal elements of a quantum-dot-based
photon–emitter interface of the scalable InGaAs platform [7]. NBWs [165] interface
light from PhCWs and route it towards high-efficiency grating couplers [162] for chip-
to-fiber coupling and access by free-space optics. The sample contains standard
line-defect (W1) PhCWs [16] of high coupling efficiency of light emitted by the
QDs into waveguide modes and glide-plane (GPW) PhCWs for chiral light-matter
interfaces [17].

(3) Assuming identical refractive index.
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The fabricated sample contains redundant copies of each nanophotonic device
with separate electric contacts to account for random QD positions. A schematic of
the arrangement of nanophotonic devices of the sample is shown in appendix A.II.

6.1.3 Nanofabrication

Nanofabrication processes the semiconductor heterojunction wafer that hosts the
QDs into structures for electronic control and the photonic nanostructures. The
nanophotonic device fabrication combines soft-mask electron-beam lithography,
reactive-ion etching (RIE), inductively coupled plasma RIE (ICP-RIE), and wet etch-
ing with hydrogen fluoride. ICP-RIE etches the photonic devices. For the suspension
of the photonic devices, the wafer(4) features a layer of AlGaAs with high Al content
as the sacrificial layer between the distributed Bragg mirror layers and the semi-
conductor heterostructure membrane layers. The wet etching step dissolves the
sacrificial layer selectively.

To achieve resonance of the GaAs QDs near 800 nm with the slow-light wave-
length region of the fundamental mode of PhCWs, small photonic crystal hole
radii between 45 nm and 55 nm are required. In comparison, the well-developed
fabrication process of the InGaAs platform achieves the etching of holes of a mini-
mum radius of 56 nm through the heterojunction membrane of comparable thick-
ness [46,253]. The minimal hole size is limited by the etching selectivity of soft-mask
nanofabrication, i.e., the etch-rate contrast between the lithographically exposed
and unexposed soft-mask regions.

The fabrication of nanophotonic devices for GaAs QDs followed the character-
ization and optimization of the electron-beam resist deposition, electron-beam
exposure dosage, and ICP-RIE etching process for a higher etching selectivity. The
best results are achieved with a reduced resist thickness and increased electron-
beam exposure dosages compared with the fabrication procedure of nanophotonic
devices of the InGaAs platform. The fabrication recipe is provided in appendix A.II.3.
Finite-element calculations of the band diagram of PhCWs within the parameter
space accessible by the fabrication procedure and photonic characterization of test
devices(5) allow for the fabrication of single-moded PhCWs.

6.2 Scanning Electron Microscope Characterization

Along with higher etching selectivity, the amount of over-etching of features, i.e.,
the difference between the electron-beammask and the feature size post-fabrication,
increases. Furthermore, the minimal feature size is position dependent due to high
sensitivity to inevitable spatial variations in the electron-beam resist deposition
thickness. Therefore, examining the nanophotonic devices by scanning electron
microscopy is essential to explain the photonic properties of the platform.

(4) Wafer B15459, see appendix A.II.
(5) See section 6.4.
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Figure 6.3 shows scanning electron microscope images of the most basic nanopho-
tonic device consisting of a nanobeam with shallow etch grating (SEG) couplers.
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Figure 6.3: Scanning Electron Microscope of a nanobeam waveguide (NBW) with shallow etch grating
(SEG) couplers with embedded GaAs droplet epitaxy QDs. Figure a) shows one of the two SEG couplers
for coupling light into the waveguide mode and collecting the light from the waveguide mode. Figure
b) shows a zoom into a NBW section with high resolution. Figure c) shows a tether supporting the
NBW in its suspension. Figure d) shows the entire device.

The scanning electron microscope image of the SEG, displayed in figure 6.3a), is
fully under-etched. A full suspension is critical for the efficient refraction of light
from the waveguide mode out-of-plane by the grating.

The NBW, displayed in figure 6.3b), is fully suspended and supported by tethers
but shows excess over-etching. The difference between the width of the NBW on the
electron beammask and the post-fabrication width is between 40 nm and 65 nm and
varies within the different locations of the sample. Compared to the desired width
of 245 nm, the variation in the amount of over-etching can be significant and need
to be considered for assessment of their photonic properties [165]. Furthermore, the
NBW images indicate a high sidewall roughness.

According to waveguide scattering theory, such as the Payne–Lacey model [254],
sidewall roughness causes unwanted coupling between the fundamental guided
and the radiation modes. Scattering due to sidewall roughness is a primary source
of intrinsic loss for the planar InGaAs platform [46]. Moreover, the Payne-Lacey
model predicts increased loss rates for reduced ratios of wavelengths over sidewall
roughness. Hence, the sidewall roughness can be a limiting factor for its scalability
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Figure 6.4: Scanning Electron Microscope of a nanophotonic device consisting of a line-defect photonic
crystal waveguide (W1 PhCW) of fast and slow light, mode tapers, and nanobeam waveguides (NBWs)
that route light from the PhCW’s guided mode to SEG couplers (sample B15459-A). Figure a) shows
the waveguide center of the W1 PhCW in the slow-light section. Figure b) shows the mode adapter
from the W1 PhCW to the NBW. Figure c) shows a zoom into a single hole of the photonic crystals of
approximately 53 nm radius. The image is blurred due to the drift of the sample during the image
acquisition. Figure d) shows the entire device.

in this platform. However, the photonic waveguide - QD interfaces of the fabricated
circuits are short, and associated losses do not limit this first generations platform’s
functionality.

Persistently, scanning electron microscope images of the sample show sub-µm
flake-like contaminations scattered over the whole sample. Examples are visible in
figure 6.3b) and c). These contaminants seem to adhere to the surface and sidewalls.
Their shape and occurrence are evidence for their identification as residuals from
incomplete electron-beam resist removal [46]. Electron-beam resists residuals must
be considered in the platform’s performance since these carbon-rich residuals [255]
could contribute to a fluorescent background, as discussed in section 7.1.

The presented sample features the first PhCWs with embedded GaAs droplet
epitaxy QDs in a p-i-n-type heterojunction membrane. PhCWs are an essential
building block in high-performance photonic platforms of QDs because they allow
engineeringQDs’ light-matter interaction [5,256]. Figure 6.4 shows scanning electron
microscope images of a nanophotonic device with a W1 PhCW.
For chip-to-fiber coupling of QD emission, W1 PhCWs on the sample are embedded
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Figure 6.5: The radius of the etched holes on the surface post fabrication 𝑟𝑠 as a function of the
radius on the electron beam exposure mask 𝑟𝑚 (sample B15459-A). Each data point is the average
and standard deviation of the characterization of 3 holes of a photonic crystal. While the hole radius
on the surface varied little between photonic crystals of the same parameters, holes with a radius
𝑟𝑠 < 40 nm did not etch through the heterojunction reliably. The dashed blue line is the identity
function and resembles the absence of over-etching.

in a photonic device that carefully adapts the photonic modes and routes the light
towards SEG couplers. The W1 PhCWs consist of a slow and a fast light section
which are interfaced by adiabatically stretching the photonic crystal along the
propagation axis [257, 258]. The fast-light sections are subsequently interfaced
to NBWs via adiabatic tapers [259], shown in figure 6.4b), for low-loss routing of
the photons towards SEG couplers. Similarly to the scanning electron microscope
images of figure 6.3, the images of figure 6.4 show electron-beam resists residuals
that remain on the surface of the devices and may cause an enhanced background
fluorescence for highly energetic laser excitation.

As a consequence of optimizing the fabrication method for high selectivity, the
etch rate is fast. One consequence is the trade of a decreased minimal hole radius
required for PhCW for GaAs droplet epitaxy QDs for a higher sidewall roughness,
potentially increasing the out-of-plane and backscattering rate [234]. Figure 6.4c)
indicates that in-plane sidewall deformation of about 3 nm on the length of about
20 nm are common.

In addition, over-etching must be considered for designing the PhCWs and re-
quires calibration to match the guided mode frequency with the QD. The etched hole
radii of photonic crystal holes are characterized by scanning electron microscopy.
The radius of the etched holes on the surface of the sample post fabrication 𝑟𝑠 as a
function of the radius on the electron beam exposure mask 𝑟𝑚 is displayed in figure
6.5.
For the functionality of a photonic crystal as a photonic insulator, it is vital that all
holes are etched through to avoid mode-mixing and closing of the bandgap [165].
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In regions of the thinnest deposition of electron-beam resist hole with a radius of
𝑟𝑠 = 33.6(3) nm are fabricated. However, these smallest holes are unreliable and
likely of pronounced conical shape. Based on optical inspection, only holes with a
radius of approximately 𝑟𝑠 ≈ 40 nm are reliably etched through the heterojunction
membrane(6). Thus, only photonic crystals waveguides consisting of holes with a
radius larger than 40 nm can be assumed to operate reliably and be reproducible.

The pattern infidelity, i.e., the difference between electron-beam exposure mask
radius 𝑟𝑚 and surface hole radius on the sample post fabrication 𝑟𝑠 , monotonously
increases with the hole radii. For the smallest holes the over etching amounts
11.5(6) nm, were for the larges holes the over-etching increased toward 27.3(4) nm.

6.3 Electric Characterization

Probing the current-voltage characteristics of the heterostructures gives insight
into the electromagnetic environment of the QD. Ideally, no leakage and tunneling
currents disturb the QDs’ electromagnetic environment. A pronounced p-i-n-like
current-voltage characteristic with a low shunt-resistance indicates successful fabri-
cation of high-quality ohmic contacts [260].

The current-voltage characteristic of the heterojunction is shown in figure 6.6(7).
As shown in figure 6.6c), the current-voltage curve shifts toward higher voltages from
high temperatures (300 K) toward cryogenic temperatures (approximately 30 K).

Figure 6.6a) shows the sensed current 𝐽S along with the statistical error of 30
samples and the systematic error of the source measure unit at cryogenic tempera-
tures. At cryogenic temperatures, no significant current is sensed in the bias voltage
range of approximately 0.6 V within the statistical error and the systematic error of
the source measure unit. At a bias voltage above𝑈B = 1.0 V, a steep incline of the
forward current is sensed. The forward current follows an exponential law qualita-
tively, as expected for an ideal p-i-n diode described by the Sah–Noyce–Shockley
model [261]:

𝐽SNS = 𝐽0

(
exp

(
𝑈B

𝜂d𝑈𝑇

)
− 1

)
, (6.1)

where 𝐽0 is the scale current, 𝜂d is the ideality factor,𝑈𝑇 is a measure of the thermal
energy 𝑞𝑈𝑇 = 𝑘B𝑇 , 𝑞 is the elementary charge, 𝑘B the Boltzmann constant and 𝑇
the temperature. However, the Sah–Noyce–Shockley model fails to describe the
observed forward current quantitatively. Better accuracy for modeling the forward
current is achieved when taking a non-negligible ohmic shunt resistance 𝑅S, a finite
internal ohmic resistance 𝑅∥,1, and a finite parallel resistance to the circuit 𝑅∥,2 into
account. For such a electronic circuit, the total current 𝐽Σ can be analytical expressed

(6) The etching of a hole through the membrane is conditional for the hydrogen fluoride to dissolve
the sacrificial layer locally underneath a PhCW. The regions of a suspended heterojunction membrane,
i.e., regions of a dissolved sacrificial layer, are well recognizable under optical microscope inspection.
(7) The electronic setup is described in A.VI.
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a) b)

d)c)

Figure 6.6: The current-voltage characteristic of the p-i-n heterojunction after nanofabrication in
cryogenic conditions. Figure a) shows the absolute current of the heterojunction, where the green
(blue) indicates forward (backward) currents. The dashed line indicates the source-meters systematic
error specifications, and the area shaded in gray indicates the statistical error of 30 samples. Figure b)
shows a fit, as discussed in the text. Figure c) shows the current-voltage characteristic at 300 K (green)
for comparison with cryogenic conditions (blue). Figure d) shows the current-voltage characteristic
through two separate back gate contacts (green) and a fit (blue).

as [262]:

𝐽Σ =
𝜂d𝑈𝑇

𝑅S
W ©­«

𝐽0𝑅S𝑅∥,1
𝜂d𝑈𝑇 (𝑅∥,1 + 𝑅S)

exp

(
𝑅∥,1(𝑈B + 𝐽0𝑅S)
𝜂d𝑈𝑇 (𝑅∥,1 + 𝑅S)

)ª®¬+
𝑈B − 𝐽0𝑅∥,1
(𝑅∥,1 + 𝑅S)

+ 𝑈B

𝑅∥,2
, (6.2)

where W is the LambertW function [263]. A qualiative fit of equation 6.2(8) is
displayed in figure 6.6b).

The fit does describe the turn-on region around 1 V of the diode and the sub-
sequent saturation and current limitation by the shunt resistance 𝑅S at around

(8) The fit excludes the data between 𝑈B = 0.5 V and𝑈B = 0.9 V, as well es the very high bias voltage
region𝑈B > 1.4 V, as discussed in the main text. The goodness of fit is 𝜒2

red = 58.
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𝑈B ≈ 1.1 V well. Equation 6.2 provides a shunt resistance estimate of 𝑅S ≈ 11(5) kΩ
and a diode ideality factor estimate of 𝜂d = 9.5(18). No significant parallel resis-
tances (𝑅∥,1 and𝑅∥,2) are present (i.e., 𝑅∥,1, 𝑅∥,2 > 1GΩ), and therefore no considerable
leakage current is expected.

The shunt resistance 𝑅S is attributed to the complex current flow through the
highly non-uniform semiconductor heterostructure. The charge mobility of electrons
in the n-doped layers, the hole mobility in the p-doped layers, the ohmic quality of
the electric contact of the gates, and the topology of the contacts define the shunt
resistance.

Probing the current through a pair of back gate contacts shows that their quality
does not limit the shunt resistance𝑅S. A characterization(9) of the resistance between
separate back gate-contacts is displayed in figure 6.6d). The back gate contacts
are purely ohmic with a total resistance of 𝑅N−N = 650.88(23) Ω, indicating the
fabrication of high-quality electronic back-gate contacts.

The sheet resistance of the p-layer is ≈ 20 times higher than the n-layer [157]. For
similar heterojunctions, p-layer sheet resistances of the order of 10 kΩ/square have
been measured [264] Thus, the sheet resistance of the p-layer are likely to limit the
shunt resistance, suggesting high-quality top-gate contacts.

The estimated ideal factor well above the Sah–Noyce–Shockley model limit of 2
reflects the heterojunctions complex layout closer to a series of metal-semiconductor,
uni-polar, and p-i-n junctions [265, 266].

The forward current’s the first knee at𝑈B = 0.6 V cannot be described by equation
6.2. This feature may indicate the presence of a parallel current flow inside of the
heterojunction [267]. However, in the voltage region of around 1.35 V where the
excitonic state is populated, the electric heterojunctions properties are approximated
well by equation 6.2 as a p-i-n diode with high ideality factor. Although the ohmic
isolation between the 𝑝 and the 𝑛 gate is high (GΩ) and effective charge noise reduc-
tion can be expected at low voltages, the tunneling current in the forward-biased
diode is significant in the voltage region of a populated exciton state. Consequently,
tunneling-current-induced spectral diffusion is likely to occur. However, the mag-
nitude of spectral diffusion depends on the local current density of the highly
heterogeneous structure.

6.4 Photonic Characterization

A fundamental challenge of planar quantum photonics is to allow true scalability
of integrated nanophotonic circuits and to keep the overall device loss as low as
possible. Simultaneously, the photonic circuits must be reliable in fabrication and
reproducible in their properties. In this section, the fabricated photonic circuitry(10)

is investigated regarding the reproducibility of nanophotonic devices and their
losses.

(9) Ohmic charge-voltage relation fit yields a goodness of fit of 𝜒2
rad = 1.01.

(10) Sample B15459-A. See appendix A.II.
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The sample is placed in a closed-cycle cryostat on top of a stock of nanoposition-
ers (𝑋 ,𝑌 ,𝑍 ). The base temperature of the sample mounting platform is about 7 K(11).
The nanopositioners can position the sample with respect to a fixed microscope
objective inside the cryostat. The sample is positioned such that a device’s two SEG
fiber-to-chip couplers are accessible simultaneously for injection and analysis of
transmitted light. Figure 6.7 displays a schematic of the optical setup.
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Figure 6.7: Schematic of the optical setup. The sample is installed in the cryostat on top of nanoposi-
tioners (XYZ). Linear polarizers (LP), half-wave plates (HWP), and quarter-wave plates (QWP) control
the input polarization and filter the excitation laser from the collected signal. The optical collection
path is matched to the output mode diameter from a shallow etched grating.

A beam-splitter outside the cryostat separates the optical input paths (in transmis-
sion) from the optical collection path (in reflection). The free-space optical setup
images the collimated laser-input path to the back focal plane of the microscope
objective. A linear polarizer, a half-wave plate, and a quarter-wave plate control the
laser-input polarization. The laser-input and optical collection paths are matched
in their mode diameter to the shallow etched grating for maximal efficiency. The
collected light is polarization filtered for filtering out the cross-polarized laser input.

For photonic characterization, a supercontinuum laser (620−850 nm) and a single-
mode tunable diode laser (755 − 815 nm) are injected into the device. The collected
light is analyzed with an avalanche photodiode and a spectrometer. The setup
features a CMOS camera for optical imaging. The schematic of the entire optical
setup and its elements, instruments, and functionality can be found in appendix
A.IV.1 for reference.

6.4.1 Photonic Routing

A planar photonic platform’s most elementary functionality is in-plane routing and
coupling light from free-space optics into guided modes. In the planar platform

(11) The sample temperature is approximately 30 K, see chapter 8.
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of InGaAs QDs, nanobeam waveguides (NBWs) route light with low loss [46]. For
efficient chip-to-fiber coupling, NBWs are interfaced with shallow etch grating (SEG)
couplers [162, 268].

Figure 6.8a) shows a CMOS camera image of a 𝜆L = 795 nm narrow-band laser
injected into the most basic nanophotonic device. The device consists of two or-
thogonally oriented SEG couplers and an NBW linking routing the light from one
coupler to the other.
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Figure 6.8: Figure a) shows the CMOS camera image of a nanophotonic device of two shallow etch
grating (SEG) couplers linked by a nanobeam waveguide (NBW). A laser with 𝜆L = 795 nm is injected
into the coupler on the top right. The input coupler appears bright due to the direct reflection of the
laser on the grating. The injected light is transmitted to the other coupler on the left. The light at the
output coupler is of comparable brightness to the light reflected from the input port. Figure b) shows
a scanning electron microscope image of the same device.

The CMOS camera image of the nanophotonic device indicates efficient coupling
and routing of light. The light transmitted to the output coupler appears of compa-
rable brightness to the light directly reflected from the input coupler. The output
coupler’s far-field mode profile is approximately gaussian, suggesting a coupling
efficiency into a single-mode fiber.
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Light in the guided mode of the nanobeam along the device is scattered into the
camera imaging path. Comparison with the device’s scanning electron microscope
image in 6.8b) indicates out-of-plane scattering in confined regions along the waveg-
uide. Most out-of-plane scattering occurs at the interfaces of the NBWs with the
SEG couplers and the tethers.

Shallow Etch Grating Couplers

Efficient chip-to-fiber coupling is essential for efficient quantum photonic integrated
circuits. In silicon-on-insulator photonics, surface-focused grating couplers achieve
moderately high chip-to-fiber coupling efficiency over a large bandwidth, high
polarization selectivity, and a decent fiber alignment tolerance [268]. Similar designs,
like the SEG coupler, demonstrate high performance in the planar platform of InGaAs
QDs [162]. With a coupling efficiency into a single-mode fiber exceeding 60% [162],
SEGs constitute an essential building block of the proposal of scalable quantum
photonic networks with InGaAs QDs [7].

The SEG coupler’s polarization sensitivity [162] allows the powerful elimination
of an excitation laser background from the signal collected from a coupler. By cross-
polarizing the laser to the coupler’s far field, the subsequent polarization filtering
efficiently removes the laser background from the signal. This filtering method is
crucial to the platform’s performance as a source of highly indistinguishable single
photons.

Figure 6.9 shows the normalized transmission through the nanophotonic device
of two SEG couplers linked by NBW (shown in figure 6.8) for a laser wavelength
of 𝜆L = 795 nm as a function of the laser polarization. The linearly polarized input
laser passes through a series of half-wave and quarter-wave-plate. The wave-plate
angles 𝜙HWP and 𝜙QWP are swept independently, mapping out the transmission for
the entire polarization space.
The normalized transmission shows periodic maxima or minima corresponding to
the wave-plate configurations that result in collinear or transverse input polarization
relative to the SEG mode. The laser extinction, defined as the ratio of transmitted
light for transverse and collinear polarization, is 33.8(+1.2

−1.6)dB. At 795 nm the fiber-
coupling efficiency into a single-mode fiber of light emitted from the SEG coupler is
48(1) % without the correction of the non-trivial aspect ratio of the mode profile [162].
The SEG grating couplers’ design parameters stem from numerical simulations and
can be further improved by adjusting the grating layout for the operation wavelength
of 795 nm [162].

6.4.2 Loss Estimations and Nanobeam Waveguide Performance

Understanding the platform’s loss mechanisms is crucial for designing and fabri-
cating the next generation of quantum photonic integrated devices with quantum
emitters. The platform’s propagation losses can be studied conveniently by studying
the transmission of a set of concentric nanobeam waveguide (CNBW) devices [251],
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Figure 6.9: Relative laser transmission through a NBW for injection of a laser (𝜆L = 795 nm) and as
a function of the half-wave and quarter-wave-plate angles 𝜙HWP, 𝜙QWP controlling the input laser
polarization.

shown in figure 6.10.
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Figure 6.10: A set of concentric devices consisting of two fiber-to-chip couplers and NBWs of various
lengths between 𝐿0 = 60 µm and 𝐿10 = 1.486mm. The gratings are placed at a fixed relative position
from each other to avoid re-aligning the position and angle of laser injection and collection beams.
The couplers’ relative orientation enables laser-background filtering by cross-polarizing the injected
laser at the input port and the collected light at the output port.

The total transmission through a CNBW devices 𝑇∏
,CNBW can be described as prod-

uct of the transmission of the photonic elements of the device [251]:

𝑇∏
,CNBW(𝐿, 𝜆) = 𝜃2

G(𝜆)𝜃 3
B𝜃
𝑁T
T 𝑇NB(𝐿, 𝜆), (6.3)
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where 𝐿 is the NBW length, 𝜃G(𝜆) is the fiber-to-chip coupling efficiency of the SEG,
𝜃B is the loss from a single nanobeam tether 𝑁T, 𝜃B is the transmission loss in in a
90 deg-bend, and 𝑇NB(𝐿, 𝜆) is the NBWs propagation loss.

For comparable conditions, studies on the InGaAs platform [158, 251] have shown
that the bending losses are negligible and that losses on tethers can be described
as a minor contribution to the propagation losses(12). By measuring the transmis-
sion, 𝑇∏

,CNBW for devices of varying NBW length 𝐿, the SEG fiber-to-chip coupling
efficiency and the propagation losses rate per unit length can be determined.

For examining the propagation loss rate, both the SEG couplers and the NBWs
spectral responsemust be reliable and identical among the different devices. Fabrication-
induced imperfections that modify the fiber-to-chip coupling efficiency or defects on
the NBW that scatter propagating light are challenging to identify and complicate
the spectral analysis.

Figure 6.11 displays examples(13) of the concentric devices’ transmission𝑇∏
,CNBW(𝐿, 𝜆)

probed with the super-continuum laser and the spectrometer relative to the trans-
mission maximum of the shortest waveguide of 𝐿 = 60 µm.
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Figure 6.11: Examples of the devices transmission 𝑇∏,cocentric (𝐿, 𝜆) relative to the shortest waveguide
of 𝐿 = 60 µm. The devices are probed by injection of a super-continuum laser. The emission band
is filtered to the spectral range of 750 nm to 850 nm. The transmission spectra is measured with an
spectrometer. The input-path and collection-path are aligned by an initial alignment with the narrow
band laser at 𝜆 = 795 nm. The transmission spectra are normalized by the spectral power-density of
the continuum laser obtained by the direct exposure of the spectrometer. The shaded areas indicate
the uncertainty of 3 standard deviations.

The transmission spectra displayed in figure 6.11 follow a Gaussian-shaped envelope
as designed [251], but their transmission spectra show additional spectral features,
such as periodic modulation fringes. The spectral modulations are regular with a

(12) The propagation losses are insensitive to the number of tethers 𝑁T per unit length 𝐿 [158].
(13) The transmission spectra of all 11 CNBW devices are displayed in appendix A.V.
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periodicity that scales with the inverse of the CNBW length 1/𝐿. This periodicity
reminds of Fabry–Pérot interferometry and indicates reflections within the devices.
A possible explanation is a poor alignment of the sample between different nanofab-
rication steps causing a spatial offset between the NBWs and the SEG couplers.
Such an offset would cause out-of-plane scattering and back-reflections at the SEG
coupler-to-NBW interfaces.

Even though quantitative propagation loss analysis is hindered by the spectral
modulation of the concentric device transmission, the transmission spectra dis-
played in figure 6.11 give insight into the platform’s loss performance. The relative
attenuation of the transmission(14) provides a qualitative propagation loss estimate
of about 20 dB/mm to 30 dB/mm. In comparison, the platform of InGaAs QDs
typically shows 20 dB/mm [46].

As discussed in section 6.2, increased losses are expected from the increased
sidewall roughness of the NBW, displayed in figure 6.3. Additionally, the photonic
devices experiences losses arising from the semiconductors heterostructure’s layout
of 4 nm thick GaAs layers on both surfaces of the heterojunction. The GaAs layers
are absorptive at the platform’s operation wavelength below the bandgap of GaAs
815 nm at cryogenic temperatures [269]. Furthermore, electroabsorption increases
in their efficiency for shorter operation wavelengths [270, 271].

However, the waveguide total insertion loss is still small (< 1 dB) for the very short
devices of and thus can be neglected for the characterization of the emitters. [223].
The reduction of propagation losses will be addressed in the design and development
of the next-generation planar platform for GaAs droplet epitaxy QDs, discussed in
section 6.5.

Electroabsorption in gated Al15Ga85As nanophotonic waveguides

Likewise the platform of InGaAs QDs [251], the platform of GaAs droplet epitaxy
QDs experiences free carrier absorption [270] and losses due to the Franz–Keldysh
effect (FKE) [271]. However, both absorptive effects are of higher efficiency for the
shorter operation wavelengths of the GaAs QD platform.

In planar nanophotonic platforms, the FKE originates from the electric fields
inside and on the surface of the heterojunctions [251]. The electric fields distort the
electron and hole wave functions and enable optical absorption at energies below
the bandgap of Al15Ga85As. Losses related to the FKE originating from the built-in
field(15) can be measured by probing the transmission of a waveguide and variation
of the bias voltage𝑈B.

For high bias voltages close to the flat-band voltage𝑈B ≈ 1.6 V, the electric field
inside the heterojunction and associated losses arising from the FKE are comparably
small. In this regime of high bias voltages, losses due to FKE from surface charges
and scattering on the side walls limit the propagation losses [251]. For decreasing

(14) See figure A.24 in appendix A.V.
(15) The electric field inside the heterojunction of sample B15459-A as a function of the bias voltage𝑈B
is displayed in figure A.9 in appendix A.II.
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bias voltages, the electric field inside the heterojunction and associated losses arising
from the FKE increase.

Experimentally, the waveguide attenuation arising from the FKE of the electric
fields 𝐹 inside the heterojunction 𝐴FKE,𝐹 (𝑈B) is estimated(16) from the transmission
of a NBW device at bias voltage𝑈B relative to the transmission at a high bias voltage
of𝑈B = 1.5 V by

𝐴FKE,𝐹 (𝑈B, 𝜆) = 1 − 𝑇Π,NBW(𝑈B, 𝜆)
𝑇Π,NBW(𝑈B = 1.5 V, 𝜆) , (6.4)

where 𝑇Π,NBW(𝑈B) is the transmission of a NBW device for a bias voltage𝑈B.
Figure 6.12 shows the waveguide attenuation from the FKE of the electric fields

inside the heterojunction 𝐴FKE,𝐹 (𝑈B, 𝜆) for an NBW device of 42.2 µm length for the
wavelengths of 𝜆L = 785 nm, 𝜆L = 795 nm and 𝜆L = 805 nm.
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Figure 6.12: Waveguide attenuation from the FKE of the electric fields inside the heterojunction of
light transmitted in a 42.2 µm long NBW as a function of the applied bias voltage 𝑈B probed with
laser wavelengths of 𝜆L = 785 nm, 𝜆L = 795 nm and 𝜆L = 805 nm. The attenuation is estimated from
the waveguide transmissions for a bias voltage of 𝑈B = 1.5 V.

Figure 6.12 shows that the absorption losses due to the FKE drastically increase
when applying a negative bias voltage. For wavelengths near the QD photoemission
spectrum, at 𝜆L = 795 nm, more than 50% of the light is absorbed for a negative bias
of −4 V for a short NBW of only 42.2 µm length. As expected from theory, shorter
wavelength experience stronger absorption [271], and the platform experience sig-
nificantly more electroabsorption arising from the FKE than heterojunctions of
the InGaAs platform [251]. The increased electroabsorption may be exploitable for
realizing FKE-based high-speed, high-efficiency on-chip photodetectors [272].

For zero bias, the built-in field causes ≈ 1% of additional attenuation for 𝜆L =

795 nm. For higher bias voltages, the FKE of the electric field inside the heterojunc-
tion is no longer significant.

(16) The effect of the residual electric field at 𝑈B = 1.5 V is neglected. This approximation is sufficient
to determine the effect of the FKE effect due to the built-in field at zero or negative bias voltages.
However, for a thorough loss estimation at forward bias, the electric field 𝐹 distribution, material, and
guided mode profile inside the waveguide must be taken into account [251].
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6.4.3 Line-Defect (W1) Photonic Crystal Waveguides

The W1 PhCW are essential for a planar platform of QDs [256] and have demon-
strated their high performance in the InGaAs platform [93, 218]. For chip-to-fiber
coupling of QD emission, W1 waveguides are embedded in a photonic device that
carefully adapts the photonic modes and routes the light towards SEG couplers.
The photonic crystal consists of slow and fast light sections, which are interfaced by
adiabatically stretching the photonic crystal along the propagation axis [257, 258].
The slow-light section hosts the quantum dot. The fast-light sections are interfaced
to NBW via an adiabatic taper [259] for low-loss routing of the photons towards
SEG couplers.

W1 PhCWs possess higher transmission losses per unit length compared to
NBWs. Their higher loss rate arises from sensitivity to fabrication-induced disorder
[273–276]. The higher group index of PhCW 𝑛𝑔 enhances light-defect coupling
[149, 167]. Losses due to out-of-plane scattering scaling with the group index 𝑛𝑔 and
losses due to in-plane scattering into bulk modes and reverse propagation modes
scale with 𝑛2

𝑔 [219]. The scaling of the propagation loss per unit length in the group
index can be utilized to identify the slow light region of a W1 waveguide. In the
long-wavelength regime of the fundamental mode of a W1 PhCW, the group index
and, therefore, the propagation losses diverge as displayed for an example in figure
5.2a) and c).

For the identification of slow light, the transmission of a NBW is compared with
the transmission of a W1 PhCWs. A photonic device of a layout as displayed in
figure 6.13b) provides the reference. The reference device is identical to the device
hosting the PhCW, shown in figure 6.13a), except for the replacement of the mode
taper and the PhCW section with an NBW.
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Figure 6.13: Scanning Electron Microscope of nanophotonic devices (sample B15459-A). The device in
figure a) consists of a W1 PhCW section, a mode taper, and NBWs that route light from the PhCW’s
guided mode to SEG couplers. Figure b) shows a reference device of identical dimensions but where
the PhCW is replaced with a nanobeam section.

The transmission of the devices is comparable for wavelengths of the fast-light
regime of the W1 PhCW’s guided mode. However, for wavelengths in the slow-light
regime of the guided mode, the propagation losses increase, and the transmission
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is significantly lower. For wavelengths outside the guided mode, no significant
transmission is expected. Hence, the spectral width and the slow light region of the
fundamental mode of a W1 PhCW guided mode can be determined by comparison
of the device transmission with a reference.

For the design of the devices with PhCWs, the nanophotonic devices were fabri-
cated and characterized on a wafer with comparable layout(17). Figure 6.14 shows
transmission spectra of W1 PhCW devices for various photonic crystal lattice pa-
rameters and for reference from devices with a NBWs replacing the W1 PhCWs
sections.

The reference 𝑇ref in figure 6.14 is the envelope of the normalized transmission
averaged over 4 reference devices. The spectral shape of the reference reflects the
transmission of the fiber-to-chip coupler 𝜃G(𝜆) fabricated on the wafer B15280. As
expected, the transmission of the PhCWs remains below the transmission of a NBW
(𝑇ref ). For the smallest lattice constants, (𝑎 = 195 nm, 𝑎 = 197 nm), the fundamental
mode of the PhCW is far blue detuned to the fiber-to-chip coupler transmission
window. For the smallest hole radii, 𝑟 , the long wavelength part of the mode reaches
into the transmission window of the coupler. The long wavelength part of the
fundamental mode is of slow light, and the transmission is consequently low.
For intermediate lattice constants (𝑎 = 205 nm, 𝑎 = 207 nm), the hole radii strongly
determine the spectral overlap of the fundamental mode and the fiber-to-chip
coupler transmission. The transmission of the W1 PhCWs is comparable with an
NBW, indicating highly efficient mode adapters.
For the largest hole radius (𝑟 = 54 nm), the slow light is approximately in the center
of the fiber-to-chip coupler transmission window. For the smallest holes, the PhCWs
fundamental mode fully overlaps the fiber-to-chip coupler transmission window.
For the longer lattice constants (𝑎 = 215 nm, 𝑎 = 217 nm), the slow light region is
outside the couplers transmission window independent of the hole radius.

The guided modes of the W1 PhCW are blue-shifted with respect to their design.
Finite-element-calculations of the guided mode eigenfrequencies taking the over-
etched hole radii into account fails to explain a blue-shift by 20 nm. This may be
explained by surface oxidization during the fabrication.

The final sample design takes the blue-shift observed for these test devices into
account. To ensure that W1 PhCW with slow light near the spectral region of GaAs
droplet epitaxy quantum dots at 795 nm are available, the parameter space of the
W1 PhCWs is selected to compensate for a blue-shift of up to 30 nm. Figure 6.15
shows the transmission of a W1 PhCW(18) and a NBW of the final sample.
The examination of the W1 PhCW properties of the final sample is hindered by the
abnormal device-dependent modulation of the NBW transmission, as discussed in
section 6.4.2. Qualitative comparison of the device transmission of the W1 PhCW

(17) This and the following chapters discuss the nanophotonic devices and QDs of sample B15459-A,
fabricated from wafer B15459. The PhCW were designed by fabrication of test devices on wafer B15280.
See appendix A.II.

(18) Device𝑊 1(3,5)206,36, see appendix A.II.
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Figure 6.14: The transmission of W1 PhCW test devices of various lattice constants 𝑎 and hole radii 𝑟
and a NBW reference (fabricated on wafer B15280). The hole radii refer to the radius on the electron-
beam-resist mask. The hole radius over-etching of these test devices is approximately 5 nm. The
reference NBW reference is the normalized transmission envelope of the averaged transmission
spectrum 4 reference devices.

of figure 6.15 on the final sample with the W1 PhCW of similar parameters on the
test sample in figure 6.14 indicates a similar blue-shift of the guided mode and the
general functionality of the device. As for the NBW, CMOS camera images indicate
most losses at the SEG coupler to NBW interface.
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Figure 6.15: Relative transmission of two devices of sample B15459-A with identical waveguide length
with a narrow-band diode laser and photo-detection with an avalanche photodiode. Blue shows
the device’s transmission where a nanobeam links two fiber-to-chip couplers, as shown in figure 6.8.
Green shows the transmission of a device with a intermediate W1 PhCW waveguide section, like the
device shown in figure 6.4. The W1 waveguide consists of holes with a electron-beam mask radius
of 𝑟𝑚 = 35 nm and an etched hole radius of approximately 𝑟𝑠 ≈ 45 nm. The photonic crystal lattice
constant is 𝑎 = 206 nm. The red area indicates the wavelength region of the QDs examined in this
device in chapter 7, 8, and 9.

6.5 Considerations for Next-Generation Platforms

The photonic and electric characterization and the scanning electron microscope
imaging provide insights for designing and developing the architecture of the next-
generation planar platform for GaAs droplet epitaxy QDs.

The analysis of the electric bandstructure and the electric characterization showed
that the electric field, in combination with the small thickness of the heterojunction,
leads to a large potential at the position of the QDs. The large potential shifts
the Coulomb plateaus to large forward bias voltages and results in high tunneling
currents that contribute to charge noise effects [277] and induce losses due to the
Franz–Keldysh effect [271]. Incorporating an additional n-layer, resulting in a p-i-n-
i-n diode, could be utilized to reduce the electric field at the location of the QDs
and operate the QD at close-to-zero bias voltage [260, 278].

The heterostructure of the presented devices features GaAs capping layers on both
sides of the membrane to prevent the risk of post-processing oxidation. However,
these layers are absorptive for the operation wavelength of the platform. In order to
reduce the platform’s propagation losses and maintain surface layer protection, an
alternative approach may be chemical passivation replacing the GaAs surface layers.
Chemical passivation of the surface layers can also reduce surface charge effects
and free carrier absorption losses [46, 270]. Recently, sulfur passivation of the GaAs
surface followed by a dielectric layer of Al2O3 of 6 to 12 nm has been demonstrated
to be effective [279].

In heterostructure layouts similar to the one presented in this thesis, the p-doped
layer is identified as the largest source of free-carrier absorption [46]. Selectively
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etching away the p-doped layer from the surface, the free-carrier absorption can be
reduced, and the Franz–Keldysh effect due to built-in fields can be suppressed [46].
However, for future-generation devices, other heterojunction layouts should be
considered. Recently, an n-i-n+ type of heterojunction has been demonstrated [280].
An n-i-n+ heterojunction layout allows for high-speed tunable platforms [280] and
may allow re-design of the layout within the limitations of an ultra-thin membrane
free of p-doped layers.

The presented heterojunction, as the first generation of ultra-thin membrane
heterojunction for GaAs QDs, does not feature a tunnel barrier [107, 260, 281] for
deterministic spin-photon interfaces with quantum dots [12]. The functionality
of a tunneling barrier has been demonstrated in high performance as GaAs bulk-
samples [27] but has yet to be adapted into the ultra-thin membrane layout.

The scanning electron microscopy characterization shows that the soft-mask
fabrication method brings with the optimization for high-selectivity a high sidewall
and surface roughness. The aggressive etching requires pre-characterization of
the fabricated feature sizes and inhibits the reliability and reproducibility of the
fabrication. Resist reflow techniques [205] could be incorporated into the fabrica-
tion process to reduce the spatial rest inhomogeneity. On a macroscopic scale, a
homogenous thickness improves fabrication reliability. On a microscopic scale, resist
reflow reduces the surface roughness, potentially reducing the intrinsic waveguide
loss. Ultimately, higher etching selectivity and improved control over the fabrication
process can be achieved by using intermediate hard masks [206].

* * *
This chapter presented the layout of the first generation of a planar quantum
photonic platform for GaAs droplet epitaxy quantum dots. The semiconductor
heterojunction membrane, in which the quantum dots are embedded, shows near-
ideal current-voltage characteristics. Nanophotonic devices with efficient fiber-to-
chip couplers and line-defect and nanobeam waveguides were processed from the
membrane. The next chapter performs spectroscopy on the quantum dots embedded
in these nanophotonic devices.
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Spectroscopy of Droplet-Etched GaAs
Quantum Dots in Planar Photonic

Devices

This chapter presents the first planar platform for quantum photonics with
droplet-etched GaAs quantum dots. Its properties, such as the quantum dot
density, inhomogenous broadening, the viability of various quantum dot
excitation methods, the ability of quantum dot charge-state and stark shift
tuning, and the single-photon character of the quantumdot photoluminescence
are examined based on a characteristic quantum dot in a line defect
waveguide.

The development of scalable sources of non-classical light is fundamental to
unlocking the technological potential of quantum photonics. While the planar
platform of Stranski–Krastanov InGaAs QDs demonstrates fast progress in devel-
oping photonic scalable building blocks [7], the platform has shown non-optimal
levels of entanglement and indistinguishability. Platforms of droplet epitaxial-grown
GaAs have recently demonstrated superior-quality single-photon sources [8, 27, 40].
However, to date, these QDs have yet to be integrated into planar nanophotonic
devices.

This chapter describes the first planar platform of droplet epitaxial-grown GaAs
that features charge-state and stark shift tuning in detail. First, the system prop-
erties, such as the QD density, inhomogeneous broadening, and the viability of
various QD excitation methods, are examined. Second, the basic functionalities
and properties of a QD embedded in a line-defect photonic crystal waveguide are
presented. Lastly, the single-photon character of the QD photoluminescence is
verified.
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The sample(1) is placed in a closed-cycle cryostat on top of nanopositioners (XYZ)
with a base temperature of the sample mounting platform of 7 K. With the nanoposi-
tioners, the sample can be moved with respect to a fixed microscope objective inside
the cryostat. A beam-splitter outside the cryostat separates the optical excitation
paths and the imaging path in transmission from the optical collection path in
reflection. Figure 7.1 displays a schematic of the optical setup.
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Figure 7.1: Schematic of the optical setup. The sample is installed in the cryostat on top of nanopo-
sitioners (XYZ). A dichroic mirror combines the input paths for above-band-excitation (532 nm and
632.8 nm), the path for quasi-resonant excitation, and the path matched with the shallow-etch-grating
coupler mode diameter. Linear polarizers (LP), half-wave plates (HWP), and quarter-wave plates
(QWP) control the input polarization and filter the excitation laser from the collected signal and from
the CMOS camera image. The camera image path can be equipped with a filter. The optical collection
path is matched to the output mode diameter from a shallow etched grating.

The optical setup is a confocal microscope for the full spectral range between
535 nm to 850 nm. For above-band and quasi-resonant excitation, the inserted laser
fills the objective’s back focal plane, which then focuses the laser to a diffraction-
limited laser spot on the sample. This input is used to focus maximal power onto a
single QD. The imaging path features a CMOS camera. The optical collection path
is matched to the output mode diameter from a shallow etched grating for maximal
collection efficiency. A detailed schematic of the optical setup and a description of
its elements can be found in appendix A.IV.1.

7.1 Above-Band Excitation and Spatial Mapping of Quantum Dots

The band gap energies of GaAs and Al15GaAs0.85 at cryogenic temperatures are
approximately 𝐸GaAs

𝑔 = 1.519 eV and 𝐸Al15GaAs0.85
𝑔 = 1.728 eV [269, 282]. Above-band

(1) Sample B15459-A. See appendix A.II for a wafer and sample layout description.
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excitation with a laser wavelength of 𝜆L = 532 nm [144] and 𝜆L = 632.8 nm [27] of
GaAs droplet QDs has been demonstrated. Figure 7.2a) displays CMOS camera
images spectrally filtered with a 750 nm long-pass filter of a non-structured section
of sample B15459-A excited with a wavelength of 𝜆L = 632.8 nm with and without a
bias voltage.
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Figure 7.2: Camera images of a non-structured section of sample B15459-A under excitation with a
wavelength of 𝜆L = 632.8 nm. The camera image is filtered by a 750 nm long-pass filter. The integration
time is 5 s, and the excitation power of approximately 𝑃L ≈ 500 nW. Figure a) shows the image for a
bias voltage of 𝑈B = 0 V. No QDs are visible, and the fluorescence of impurities on the surface of the
sample can be seen. Figure b) shows the same area for a bias voltage of 𝑈B = 1.5 V. QDs are clearly
visible not only at the center of the near-aberration limited laser focus spot, but also micrometers
away from the focus spot.

By spectral filtering, the laser and the background fluorescence are sufficiently
suppressed such that QDs are visible on the CMOS camera with a good signal-
to-noise ratio. The CMOS camera images indicate the intensity of the optical
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background fluorescence in the near-infrared region above 750 nm to be comparable
to the QD fluorescence intensity.

However, above-band excitation with either wavelengths 𝜆L = 532 nm or 𝜆L =

632.8 nm induced a strong background signal. The background signal is likely caused
by nanofabrication-induced impurities [46]. Figure 7.3 shows electronic microscope
images of typical impurities on the surface of the sidewalls of the photonic devices
of sample B15459-A.
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Figure 7.3: Scanning electron microscope images of a) the mode adapter b) the waveguide center of a
W1 PhCW showing typical nanofabrication-induced impurities. The sidewalls of deep trenches show
wrapping by µm-sized flakes (Green arrows in figure a). Both the surface of the substrate and the
surface of the membrane show nm-sized randomly scattered particles.

Carbon-rich impurities are typical contamination from electron-beam-resist residu-
als [46] and can be related to exposure to the inductively-coupled plasma during
etching [46, 255, 283]. The scanning electron image in figure 7.3a) shows that the
sidewalls of deep trenches show wrapping by µm-sized flakes, which likely are
electron-beam-resits residuals. The image in figure 7.3b) shows nm-sized particles of
unidentified nature scattered on the surface of a W1 PhCW, which may contribute to
the optical background. The signal-to-noise ratio for a excitation with a wavelength
of 𝜆L = 532 nm is too poor for spectroscopic purposes. Excitation with a wavelength
of 𝜆L = 632.8 nm showed a significantly lower background.

Better images can be achieved by filtering with a 10 nm-wide band-pass filter
with a transmission band centered at 800 nm and a linear polarized cross-polarized
to the excitation laser. CMOS camera images taken with this spectral filtering
configuration are displayed in figure 7.4.
Figure 7.4a) shows how nano-structured areas, such as the shallow etch grating
couplers and the side-walls of the deep trenches, contribute to strong background
fluorescence. With the improved background fluorescence rejection, the images in
figure 7.4b) reveal that QDs in the full field-of-view, far from the excitation spot, are
fluorescent.
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Figure 7.4: Camera images of the sample B15459-A near the W1 waveguide𝑊 1(3,5)260,35 (see appendix A.II)
under excitation with a wavelength of 𝜆L = 632.8 nm. The laser spot is centered in the microscope
objective. The integration time is 5 s, and the excitation power of approximately 𝑃L ≈ 2.5 µW. The
camera image is filtered by a 800±5 nm long-pass filter. Figure a) shows the image for a bias voltage of
𝑈B = 0 V. Figure b) shows the same area for a bias voltage of𝑈B = 1.5 V and is background-subtracted.
The area where the laser spot saturated the camera has been removed from the image (white area).
See discussion in the main text.

The excitation power of approximately 𝑃L ≈ 2.5 µW on the sample surface cannot
explain the excitation of QDs far outside of the excitation spot. Surprisingly, the
QDs appear in comparable brightness regardless of their position on the sample.
The only visible reduction of QD brightness appears at the edges of the field-of-view
and is likely only due to drop in the collection efficiency. The camera image in figure
7.4b) shows how QDs inside and across the photonic crystal insulator are fluorescent
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indicating excitation by an electric charge carrier with a long mean free path. At a
bias voltage of 1.5 V, the heterostructure’s bands are almost flat, shown in figure 6.1b),
similar to the operation of an LED. The laser induces a measurable photocurrent of
nA magnitude. A possible explanation for the QDs photoluminescence could be that
electrons and holes excited by the laser flatten the band structure locally further
and enable an LED-like excitation of the QDs. The effectiveness of this mechanism
to excite QDs opposing to tunneling out towards the gate might be explained by
observation of hole-state lifetimes of ms-timescales [137]. This would imply that
the observed QD excitation mechanism is not possible in a heterostructure with an
additional tunneling barrier [152].

The ability to excite QDs spatially well separated from the excitation laser spot
provides unique insight into the spatial distribution of the QDs and their coupling
efficiency to guided modes. QDs well coupled to a waveguide mode illuminate the
shallow etch grating couplers visibly, even for lower bias voltages. For high-bias
voltages, the QDs’ emission becomes broadband, and photoemission into unguided
modes becomes well visible, regardless of their coupling to guided modes, which
allows for their localization. This allows mapping all well-coupled QDs in photonic
waveguides in a single camera image. In figure 7.4b), two QDs well coupled to the
guided mode of the W1 waveguide and their emission into quasi-guided modes
at high bias voltages are visible. These two QDs are investigated in the following
chapters. For ease of reference, the QDs upper (lower) QD is referred to in chapter
8.1 and this chapter as QD1 (QD2). QDs in their vicinity, inside the photonic crystal
insulators, appear dark since their photoemission is strongly suppressed inside the
photonic insulator.

Counting all QDs on the left side of the image (𝑦 < −15 µm) in the camera image
of figure 7.4b) provides a QD number density of 𝜌QD = 0.26(3)/µm2 for this sample,
which matches with the expectation from the sample growth. Moreover, an upper
bound for the inhomogenous broadening can be estimated from the camera images
and the spectral width of the bandpass filter in the camera imaging path. In the
case of spectral filtering with a long-pass filter of 750 nm, QDs are well visible on the
camera images, regardless of the inhomogeneous broadening. In the case of spectral
filtering with the bandpass filter, an inhomogeneous broadening comparable with
the bandpass filter width 800 ± 5 nm results in the appearance and disappearance
of individual QD on the camera image when sweeping the bias voltage. However,
within the signal-to-noise ratio of the camera images, all QDs appear and disappear
simultaneously on the camera image. In conclusion, the inhomogenous broadening
is significantly smaller than the spectral width of the bandpass filter of 10 nm.

The signal-to-noise ratio (≈ 9) enables us to determine the relative positions of
the QDs with high precision without further data processing. Each QD creates
an Airy disc pattern as a diffraction-limited image. The fitting of Airy patterns
allows for mapping the QD position with high spatial precision. A simple model
for the detected CMOS camera counts 𝑐D is to assume a monochrome Airy disc



7.2. Quasi-Resonant Excitation 85

pattern [201] and an spatially homogeneous background

𝑐D(r, 𝜆) = 𝑐0

(
2J1

(
2𝜋NA∥r∥ /𝜆

)
2𝜋NA∥r∥ /𝜆

)2

+ 𝑐bgr, (7.1)

where 𝑐0 is the amplitude, NA is the numerical aperture, 𝜆 the wavelength, J1 is
the Bessel function of first kind of first order, and 𝑐bgr is the spatially homogenous
background. This is demonstrated in figure 7.5, which displays a region of figure
7.4b) of a single QD and the outcome of an Airy disc fit to the data.
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Figure 7.5: a) Zoom onto a single QD in the camera image in figure 7.4. b) Levenberg–Marquardt
non-linear least-square fit of a single Airy disc pattern and a homogeneous background.

The Levenberg–Marquardt non-linear least-square fit of equation 7.1 assuming a
fixed band-pass center wavelength (𝜆 = 800 nm) and a fixed microscope numerical
aperture NA = 0.85 yields a position uncertainty of less than 2.5 nm in each dimen-
sion(2). The presented approach can be applied for state-of-the-art deterministic
nanofabrication of photonic devices with embedded QDs which relies on optical
microscopic photoluminescence imaging for spatial localization of QD [233, 284].
Further improvements to the position accuracy are possible by a more spectral filter
and a camera of lower noise and higher resolution.

7.2 Quasi-Resonant Excitation

To map out the different charge states populated as a function of the bias voltage, a
non-resonant excitation method can be used. Above-band excitation is an efficient
method to excite a charge-state independent of its nature and of the bias voltage
tuning. On sample B14549-A above band excitation causes a spectrally broad back-
ground fluorescence that conceals low-brightness charge states and renders the
interpretation of the spectra difficult. An alternative to above-band excitation is
quasi-resonant excitation schemes such as 𝑝-shell excitation.

(2) The goodness of fit 𝜒2
red = 7.5 is limited by the simplification of the assumption of monochrome

light
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7.2.1 Excitation-Emission Fluorescence Map

𝑝-shell excitation has proven to be an efficient method commonly used to char-
acterize QDs of single photon sources [27, 285]. However, the identification of
non-resonant excitation schemes is non-trivial. For droplet-etched GaAs QDs, the
hole-state energy splitting is small [137], and the optical dipole-allowed recombina-
tion of 𝑑-state holes and 𝑠-state electrons can lie between resonant excitation and
𝑝-shell excitation of a QD [135].

Figure 7.6 shows the fluorescence spectra of QD1 for a bias voltage𝑈B = 1.4 V as
a function of the excitation laser’s wavelength 𝜆L from 760 nm to 785.5 nm.
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Figure 7.6: Excitation-emission fluorescence map of QD1 for a bias voltage of𝑈B = 1.4 V as a function
of the excitation laser’s wavelength 𝜆L from 760 nm to 785.5 nm.

The first plateau of quasi-resonant excitation is 1.4 nm wide and centered at
784.86 nm. This plateau is approximately 28meV (327 K) separated from the direct
transition, which is large compared to the 𝑝-shell excitation energy splitting reported
for similar platforms [136, 286]. However, excitation with laser wavelengths within
this plateau is efficient.

7.3 Charge-State and Stark-Shift Control

Figure 7.7 shows the photo-emission spectra of QD2 for various bias voltages 𝑈B
under quasi-resonant excitation by a laser with a wavelength of 𝜆L = 784.85 nm.
At low temperatures, voltage sweeps under quasi-resonant excitation allow to dis-
tinguish and identify the various charge states of a QD [27]. However, as discussed
in section 8.2, the phonon bath temperature is estimated to be approximately 30 K.
The identification of the charge states at such elevated temperatures is challenging
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Figure 7.7: The photoluminescence emitted by QD2 as a function of the gate voltage 𝑈B (positive gate
voltage indicates a forward bias) under quasi-resonant excitation (𝜆L = 784.85 nm). The wavelength is
resolved by a spectrometer, and the intensity is measured on a CCD camera. The emission spectrum
shows several plateaus corresponding to different charge states of the quantum dot (lines labeled with
numbers). The charge states are discussed in the main text. The spectrally shifted parallel transitions
(copies) can be observed (unlabeled lines).

as thermal phonons affect the spectral response [142, 144, 287, 288]. Radiative and
non-radiative Auger processes [137, 286, 289] occur, and both higher-order charge
states excited by phonon-assisted tunneling and continuum states are potentially
occupied [136, 150]. Without applying a magnetic, field it is difficult to distinguish
these [286]. Indeed, despite only a single QD(3), spectrally shifted parallel transi-
tions (copies) can be observed(4) in the higher bias voltage region. Furthermore, the
transmission of the photonic device modulates the spectral response. In a spectral
region of poor transmission, some transitions may be concealed from observation,
increasing the complexity of charge-state identification.

It has been shown that elevated temperature of the sample affects the mobility
of hole states due to scattering events with thermal phonons [288] and makes
electron-dominated charge states (e.g. 𝑋 −) more likely over positive charge states
(e.g. 𝑋 +) [144]. Hence, the first charge states are likely the excition and the next one
is the negative trion.

DC-Stark-Tuning Analysis

The QDs photo-emission is tuned in frequency by the electric field in the heterostruc-
ture, which can be controlled by the applied bias voltage𝑈B. The electric field in the

(3) Excitation of a single QD can be verified by observation of the CMOS camera image.
(4) See appendix A.II.4 for a logarithmic colormap.
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heterojunction can often be approximated as p-i-n diode [251]. Taking the width of
the intrinsic layer 𝑑𝑖 = 83 nm(5), the applied bias voltage𝑈B and the thermal mobility
of the charge carriers near the edges of the depletion region into account [290], the
depletion region width of a p-i-n diode is

𝑑dl(𝑈B) = 𝑑𝑖 +

√︄
2𝜖0𝜖𝑟

𝑞

𝑁a + 𝑁d

𝑁a𝑁d

(
(𝑈0 −𝑈B − 2𝑘B𝑇

𝑞

)
, (7.2)

where 𝜖r = 12.712 is the relative dielectric permittivity [269],𝑈0 = 1.61 V is the built-in
voltage [291], 𝑁a (𝑁d) is the acceptor (donor) charge density, and 𝑇 is the sample
temperature. The electric field at the QD position is then approximated by:

𝐹 =
𝑈0 −𝑈B

𝑑dl(𝑈B)
. (7.3)

However, as shown in figure A.II.4, the p-i-n diode approximation fails to describe
the electric field with sufficient precision. The neglect of the higher doping layers
overestimates the depletion region width. A good approximation of the electric
field inside the junction is obtained [251] from numerical calculations using a one-
dimensional Poisson equation solver [249] assuming perfect ohmic contacts and
neglecting Fermi-level pinning [250].

The electric field 𝐹 , depletion length 𝑑dl, and their comparison to a p-i-n diode
approximation are shown in appendix A.II.4. The temperature is obtained from
phonon-sideband resolved spectroscopy (see section 8.2). The diode layout and its
doping levels are provided in section A.II.

The DC stark tuning by the electric field 𝐹 can be described by [27, 292]

𝐸PL = 𝐸0 + 𝛼𝐹 + 𝛽𝐹 2, (7.4)

where 𝛼 permanent dipole moment in the growth direction, and 𝛽 , the polarisability
of the QD [293]. Figure 7.8 shows the photoluminescence energy of two selected
charge states, as function of the electric field strength 𝐹 . These two charge states
show resonant fluorescence and are thoroughly characterized in chapter 8. For ease
of reference is the higher (lower) energy state, labeled with the number 2 (1) in figure
7.7, referred to in the following as |𝑋ℎ⟩ (|𝑋𝑙 ⟩).

The photoluminescence energy is obtained by Levenberg–Marquardt non-linear
least-square fitting of Voigt profiles and a constant background(6) to the spectrum
of each bias voltage 𝑈B. Table 7.1 summarizes the result of a subsequent Leven-
berg–Marquardt non-linear least-square fit of equation 7.4 to the extracted photolu-
minescence energies in figure 7.8(7).

(5) Excluding the deposited GaAs and AlAs for QD formation.
(6) Goodness of fits 1 < 𝜒2

red < 3.
(7) Goodness of fit 𝜒2

red = 1.55 for |𝑋ℎ⟩, 𝜒2
red = 2.54 for |𝑋ℎ⟩.
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Figure 7.8: Photoluminescence energy 𝐸PL as a function of electric field 𝐹 extracted from the data
shown in figure 7.7.

State Parameter Value
|𝑋ℎ⟩ 𝐸0 1.557 97(8) eV
|𝑋𝑙 ⟩ 𝐸0 1.558 17(13) eV
|𝑋ℎ⟩ 𝛼 3.7(8) × 10−5 eV/(kV cm)
|𝑋𝑙 ⟩ 𝛼 3.5(11) × 10−5 eV/(kV cm)
|𝑋ℎ⟩ 𝛽 −9.27(21) × 10−6 eV/(kV2 cm2)
|𝑋𝑙 ⟩ 𝛽 −1.328(25) × 10−5 eV/(kV2 cm2)

Table 7.1: The DC stark tuning parameters of equation 7.4 obtained from Levenberg–Marquardt
non-linear least-square fits of the extracted photoluminescence energies in figure 7.8 for both charge
states |𝑋ℎ⟩ and |𝑋𝑙 ⟩. Goodness of fit 𝜒2

red = 1.55 for |𝑋ℎ⟩, 𝜒2
red = 2.54 for |𝑋ℎ⟩.

The non-zero value of 𝛼 represents a permanent dipole moment of 𝛼 |𝑋ℎ⟩

𝑞
=

0.37(8) nm and 𝛼 |𝑋𝑙 ⟩

𝑞
= 0.35(11) nm, arising from displacement between the centre-

of-mass of the electron and the hole wavefunctions. The sign of the 𝛼 reflects
that the hole wavefunctions are slightly closer to the back gate than the electron
wavefunction. The permanent dipole moment of both charge states is identical
within the statistical uncertainty. However, the polarizability of the two charge
states differs. This indicates that the centers of gravity of the electron and hole wave
functions along the vertical direction change significantly when a hole is added to
or removed from the QD. Compared to diode layouts in which the intrinsic later is
thicker GaAs QDs [27, 292], the polarizability is about an order of magnitude larger.
For both charge states the polarizability contributes a larger Stark-tuning than the
permanent dipole moment.

7.4 Time-Resolved Spectroscopy

The single-photon character of the QD photoluminescence examined by time-
resolved spectroscopy. Typically, quasi-resonant excitation is an suitable excitation
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method since it can be removed from the signal by spectral filtering. However, for
above-band and quasi-resonant excitation droplet-etched GaAs quantum dots, the
decay can be dominated by the slow relaxation of the p-shell electron or higher-order
hole states [136]. Here, we drive the high energy state |𝑋 ⟩ℎ resonantly at a bias
voltage𝑈B = 1.375 V.

7.4.1 Lifetime Measurement

The lifetime 𝑇1 of the QDs high energy state |𝑋 ⟩ℎ is determined by time-resolved
photon counting under pulsed resonant excitation(8). The integrated counts are
shown in figure 7.9.
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Figure 7.9: Time-bin histogram of a lifetime measurement of QD2 under pulsed resonant excitation
with a power of 𝑃L = 240 nW, displayed in green. The blue line represents the fit to a single exponential
decay convolved with the instrument’s response function (IRF).

The decay rate is extracted by fitting the data to an exponential decay convolved
with the independently measured instrument’s response function (IRF)(9). A Lev-
enberg–Marquardt non-linear least-square fit of the time-bin histogram shown in
figure 7.9 reveals a single exponential decay with a lifetime of 𝑇1 = 803.7(16) ps. In
contrast, for GaAs droplet QDs in unstructured heterojunctions of similar layout,
a fast radiative decay with a lifetime 𝑇1 ≈ 270 ps [27] has been reported. The lack
of Purcell enhancement of the QD’s photoemission is attributable to the spectral
position of the QD far from the band-edge of the W1 PhCW (see figure 6.15). Far
from the band-edge, the group index and, consequently, the LDOS is small and only
a weak Purcell factor can be expected.

7.4.2 Single-Photon Emission

The single-photon nature of the QD2’s photoemission in the charge state |𝑋𝑙 ⟩ is
probedwith aHanbury Brown and Twiss experiment [294] by time-correlated photon

(8) Tsuanmi Ti:Sapphire laser, see section A.IV.
(9) The model, fit residuals, and a reference measurement with lower power are presented in appendix
A.VII.1.
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counting under continuous wave resonant excitation by a narrow-line laser(10). The
QD’s spectrally unfiltered photoemission into the waveguide is fiber coupled and
passed to two photodetectors(11), and both detectors’ events are time-tagged(12).

Figure 7.10: Autocorrelation histogram of a Hanbury Brown and Twiss experiment under continuous
wave excitation for various excitation laser power 𝑃L settings. The integration time for each excitation
power is 𝑡i = 1 h. Figure a) shows a close-up of the close-to-zero delay region. For increasing excitation
power at zero time-delay, the autocorrelation histogram transitions from pronounced anti-bunching
to bunching. Figure b) shows the long delay-time auto-correlation histogram. The QD shows strong
blinking in the µs timescale.

The autocorrelation function 𝑔 (2) (𝜏) is extracted from the time-correlated photon
counting histogram. The coherent drive of the excited state, pure dephasing, [94,
185, 295], blinking into dark states [185, 296, 297], and the detector time jitter are
taken into account. The model and data evaluation process are described in detail
in appendix A.VII.2. The autocorrelation function 𝑔 (2) (𝜏) is shown in figure 7.10 for
various excitation laser powers 𝑃L.

(10) DLPro, see A.IV.4.
(11) Avalanche photodetectors APD1 and APD2, see section A.IV.
(12) Time-correlated single photon counting module PicoHarp 300, see section A.IV.
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Figure 7.10a) shows that, for the lower excitation laser powers, the time-bin
histograms show a clear anti-bunching at zero time delay 𝜏 = 0. The anti-bunching
reflects the single-photon nature of the QD’s photoemission. Since the lifetime of
the QD is comparable with the time resolution of the detectors, the prominence
of the observable bunching feature is reduced. Taking the detectors’ time jitters
into account, the anti-bunching at zero delasy for the lowest power 𝑃L = 7.5 nW is
𝑔 (2) (0) = 0.26(11). The low time resolution of the detector limits the accuracy of the
parameter estimation. A more significant estimate is obtained by pulsed resonant
excitation in chapter 9.

For increasing excitation power, the autocorrelation function narrows and transi-
tions from pronounced anti-bunching to a slight bunching. The narrowing is owed
to the coherent driving of the QD by an increasing Rabi-frequency which induces
coherent oscillations of the autocorrelation functions. Yet, no coherent oscillation
of the autocorrelation function is observable. This may be explained by the pure
dephasing rate which exceeds the QD’s optical decay rate. From the fit of the auto-
correlation function, a high pure dephasing of 𝛾dp ≈ 8𝛾 is obtained. Additionally,
the photodetector’s low time resolution limits the observation of high-frequency
coherent features. Eventually, when approaching and exceeding the QD’s saturation
power of approximately 1 µW (13), the anti-bunching turns into a bunching feature
due to the scattering of coherent light from the excitation laser into the detectors.

The normalized time-bin histograms in figure 7.10a) show considerable bunching
(𝑔 (2) > 1), and for long time delay dynamics, shown in figure 7.10b), the exponen-
tial decay is in the µs timescale. Similar studies of InAs, InGaAs, and GaAs QDs
demonstrated that such features are induced by the QD’s coupling with dark states,
charged states, or impurities in the vicinity the QD [185,297–299]. The QD’s coupling
with dark states or its environment causes telegraph-like blinking of the QD [300]
into and out of resonance with the narrow-band frequency laser.

The blinking of QD out of resonance with the laser corresponds to the presence
of dead times in the QD fluorescence and packets of single photons separated in
time [301]. The fraction of average time inside the fluorescence state and the "dark"
state 𝛽𝑐 and the blinking time constant 𝜏𝑐 can be estimated from the autocorrelation
function [185]. Figure 7.11 shows the estimate of the relative time spent in the "dark"
state and the blinking time constant for the six lower excitation laser power.
The blinking dynamics are strongly modified as we increase the power of the res-
onant laser. For GaAs QDs without a semiconductor heterojunction, comparable
blinking rates, dead times, and power dependencies of the blinking dynamics have
been observed under resonant excitation [185]. For those QDs, it has been shown
that the blinking can be reduced by the addition of a weak non-resonant laser to con-
trol the charge environment of the QD [185]. In contrast, GaAs QDs in unstructured
semiconductor heterojunctions of similar layout to this sample show no blinking
even in the ms timescale [27]. This indicates the laser’s impact over the QD’s en-

(13) The QDs pure-dephasing, saturation power of 934(27) nW, and spectral diffusion are assessed
and discussed further in chapter 8.
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Figure 7.11: The fraction of time in which the QD is in the bright state 𝛽𝑐 , and the blinking time
constant 𝜏𝑐 of the autocorrelation function 𝑔2 for the lowest six excitation laser power 𝑃L settings.

vironment and that the effects of the solid-state environment are not completely
suppressed by the semiconductor heterojunction. This may be attributed to a QD’s
location close to the surface of an hole of the photonic crystal and interactions with
surface states [228–230].

However, the autocorrelation function cannot capture the nature of the blinking
process. A Hanbury Brown Twiss experiment under pulsed resonant excitation of
the same QD presented in chapter 9 shows drastically less blinking. This suggests
that the bunching of the autocorrelation function is caused by continuous spectral
diffusion driving the QD into and out of resonance with the laser and not telegraph-
like blinking. The time constant 𝜏𝑐 agrees with the µs time-scale of spectral diffusion
[106].

* * *
This chapter examined the properties of the first realization of a planar platform
for quantum photonics with droplet-etched GaAs QDs. The platform’s ability of
QD charge-state and stark shift tuning, and the single-photon character of the QD
photoluminescence have been demonstrated. The next chapter presents a thorough
characterization of QDs for their application in scalable quantum networks.
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8
Resonant Excitation and

Phonon-Sideband-Resolved
Spectroscopy of Integrated GaAs

Droplet-Etched GaAs Quantum Dot

A thorough characterization of quantum dots is crucial for their application
in quantum networks. This section characterizes essential properties of
droplet-etched GaAs quantum dots integrated into nanophotonic devices,
such as the linewidth and the pure dephasing rate under resonant excitation.
Phonon-sideband-resolved spectroscopy reveals an elevated phonon-bath
temperature to limit the quantum dots in their linewidth and the pure
dephasing rate.

Resonant excitation of QDs allows to generate single photons of high indis-
tinguishability and purity for application in photonic quantum-information pro-
cessing [8, 27, 28]. Spectroscopy with resonant excitation provides insight into the
performance and limitations of a QD. Most important, decoherence dynamics, spec-
tral diffusion processes, fine structure interactions, and the indistinguishability of
subsequently emitted photons can be revealed [93, 184, 285]. This chapter presents
the characterization of a GaAs droplet epitaxy QD(1) by resonant excitation using
high-resolution and phonon-sideband-resolved spectroscopy. The QD is integrated
into the first-of-its-kind nanophotonic line-defect waveguide fabricated from an
ultra-thin semiconductor p-i-n heterojunction membrane that can control its prop-
erties and charge environment.

(1) QD2 in the photonic crystal waveguide𝑊 1(3,5)206,36 of sample 𝐵15459 −𝐴 (see appendix A.II).
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8.1 Spectroscopy with Resonant Excitation

Two excitation configurations are typical for resonant excitation spectroscopy for
a QD coupled to a guided mode of a planar photonic waveguide. Either the QD
is excited using out-of-plane optical modes [302] or excited through the in-plane
waveguide modes [240]. In the case of excitation in-plane, the QD scatters injected
photons. The resonant laser’s single-photon component is reflected, while two- and
higher-photon components are more likely to be transmitted. The transmitted signal
is non-linear and highly susceptible to the coherent properties of the light-matter
interaction [303]. However, in the presence of substantial decoherence processes,
the contrast between the signal and the laser background is low, and suppressing
the laser background is paramount. Out-plane excitation allows for probing the
linewidths and coherent properties with better suppression of the laser background.

Experimental Setting and the Choice of aQuantum Dot

The experimental findings in this chapter are obtained by out-of-plane excitation
since, as shown below, the QDs of the investigated sample show strong decoherence
(2).

Planar nanophotonic quantum networks depend on the availability of similar
QDs and a high yield of QDs in photonic devices. Here, typically 1 to 3 QDs show
bright photoluminescence into the guided modes of each nanobeam and photonic
crystal waveguide(3). These QDs show qualitatively comparable properties under
resonant excitation. However, the photonic devices drastically differ in transmission
and magnitude of laser scattering due to fabrication imperfections which limits the
signal quality. The photonic crystal waveguide that hosts the QD characterized in
this chapter has comparably high transmission(4) and, consequently, the highest
signal quality.

8.1.1 Charge-Plateau Identification

The neutral exciton and the two trion charge states can be distinguished from other
charge states by their photoluminescence under resonant excitation. Furthermore,
spectroscopy with resonant excitation enables the identification of their charge
plateaus. Excitation to higher energy can drive continuum states [304, 305] that
extend the width of charge plateaus. In contrast, resonant excitation reveals charge
plateaus accurately [136, 150].

(2) Excitation via the waveguide mode leads to asignal-to-noise ratio in the sub-percent magnitude. In
contrast, in experiments with out-of-plane excitation, the signal-to-noise ratio exceeds 100 using a
cross-polarization and polarization-sensitive filtering setup as shown in appendix A.IV.
(3) Column 4 of sample 𝐵15459 −𝐴, see appendix A.II.
(4) Nanobeam waveguides show significantly higher transmission, but strong laser scattering at the
edges that confine the waveguide decreases the effectiveness of separating laser light from the QD
emission. The device transmission is shown in figure 6.15.
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The exciton and trions’ charge plateaus can be obtained by sweeping the bias
voltage of the heterojunction 𝑈B and the excitation laser’s frequency 𝜆L [27, 260].
The resonant fluorescence signal is collected and corrected for the laser background
by subtraction of the photon count rate observed on the detector with zero bias
voltage ¤𝑐D,ref , from the photon count rate with non-zero bias voltage ¤𝑐D,𝑟𝑎𝑤 .

Figure 8.1a) shows the detected resonant fluorescence signal as a function of the
applied bias voltage𝑈B for excitation laser wavelengths of 𝜆L = 797.000 00(21) nm,
797.337 30(21) nm, 797.625 40(21) nm, and 798.000 00(21) nm(5). The excitation power
is 𝑃L = 120 nW is well below saturation, as shown in section 8.1.2. For each wave-
length, the polarization optics and beam position is corrected for chromatic aberra-
tions to achieve an optimal signal-to-noise ratio(6).

Figure 8.1: a) Resonant fluorescent spectra for continuous wave excitation probed with excitation
laser wavelengths of 𝜆L = 797.000 00(21) nm, 𝜆L = 797.337 30(21) nm, 𝜆L = 797.625 40(21) nm, 𝜆L =

798.000 00(21) nm. For excitation wavelengths of 100 pm above or below the probed wavelengths,
no fluorescence is observable within the bias voltage interval between 1.325 V and 1.55 V. For these
spectra, the bias voltage was sampled in a randomized order. The difference in the background count
noise is attributable to mechanical drifts of the excitation laser during data acquisition. b) Zoom
into the frequency-voltage map obtained by quasi-resonant excitation of figure 7.7. The dashed lines
indicate the wavelengths probed for resonant excitation, as shown in figure a).

Two charge states show resonant photoluminescence under continuous wave
excitation, which both can be identified with charge states observed under quasi-
resonant excitation shown in figure 8.1b). As for quasi-resonant excitation, the

(5) The difference in bias voltage sampling resolutions among the data sets lead to varying total
acquisition duration resulting in differing signal-to-noise ratios.
(6) Most important is the laser background suppression by cross-polarization of the excitation laser
and the accepted polarization of the photodetection.
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charge state with higher resonance energy (higher bias voltages) is brighter. For
ease of reference, the higher (lower) energy state is referred to in the following as
|𝑋h⟩ (|𝑋l⟩)(7). Based on the available data, the corresponding charge states are not
deducible. However, comparing the spectra with comparable spectra in literature
[27] suggests an identification as neutral exciton |𝑋l⟩ = |𝑋 0⟩ and positive trion
|𝑋h⟩ = |𝑋 +⟩.

As observed under quasi-resonant excitation, discussed in section 7.3, the two
charge states differ in their Stark tuning strength. The identical shift in wavelength
corresponds to a higher bias voltage shift for the higher frequency state |𝑋h⟩.

For the charge state |𝑋h⟩, the photoluminescence rate is high for an excitation
wavelength around a charge plateau center near 𝜆L = 797.625 40(21) nm. At the
edges of the plateau, the photoluminescence rate drops rapidly. Towards short
wavelengths, at 𝜆L = 797.000 00(21) nm the photoemission rate has dropped by a
factor 100 from its maximum. No photoluminescence signal can be observed for
excitation wavelengths 100 pm shorter or longer than those shown in figure 8.1a).
The width of the charge state plateau exceeds 1 nm and is comparable to values
reported in the literature [27] for comparable platforms. As shown in figure 8.1b), a
significantly wider charge plateau appears in quasi-resonant excitation, which is
attributable to higher energy continuum states not populated by resonant excitation.

For the charge state |𝑋l⟩, the photoluminescence rate is high for an excitation
wavelength plateau centered near 𝜆L = 798.000 00(21) nm. The lower wavelength
edge of the charge plateau appears to be between 𝜆L = 797.337 30(21) nm and
𝜆L = 797.000 00(21) nm. The sampled excitation wavelengths suggest a shorter
charge plateau for the charge state |𝑋l⟩. However, nanophotonic device limitations
(such as non-uniform transmission and other dispersive effects of the waveguide,
mode adapter, and grating coupler) may mask parts of the charge plateau.

8.1.2 Description as Two-Level-Systems

Characterizing the QD’s photoluminescence under variation of the excitation laser’s
frequency and power gives access to the spectral line shape without power broaden-
ing and power tuning effects. Instead of sweeping the laser frequency, a sweep of
the bias voltage provides the same information using an accurate DC-stark-tuning
calibration. This way, the chromatic aberrations of the optical setup and dispersion
of the polarization filtering setup do not cause systematic errors. Once aligned, the
signal-to-noise ratio remains optimal apart from slow mechanical random drifts.

The smallest linewidth is observable near or at the charge-plateau centers [27] in
the absence of co-tunneling interaction with the Fermi-reservoir [132]. Therefore,
both charge states’ properties are investigated near the centers of the charge plateau
around 𝑈𝐵 = 1.375 V and 𝑈𝐵 = 1.342 V. For supplementary discussion of the model
and the data-evaluation method, see appendix A.VIII.

(7) Cf. the two peaks in the red curve in figure 8.1a).
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High Energy Charge State |𝑋h⟩ Characterization

Figure 8.2 shows the photo-detection rate ¤𝐶D,raw under resonant excitation of the
charge state |𝑋h⟩ with an excitation laser wavelength of 𝜆L = 797.625 40(21) nm as
a function of the square root of excitation power 𝑃L and as a function of the bias
voltage𝑈B.
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Figure 8.2: Photoluminescence detection rate under continuous wave excitation. Experimental settings
𝜆𝐿 = 797.625 40(21) nm, integration time 𝑡𝑖 = 1 s. The dark detector’s dark count rate limits the
signal-to-noise ratio for the very lowest excitation powers. At the highest excitation powers, the
excitation saturates, and the spectral line disappears in the laser background noise.

The excitation-laser background is negligible for low excitation power, and the
detector dark count rate limits the signal-to-noise ratio. For increasing excitation
power, the scattered light from the laser leads to a significant background. For
the highest probed excitation powers, the emission saturates, and the spectral line
disappears in the laser background noise.

The spectrum of each excitation laser power 𝑃L is modeled as a two-level system.
The model and data evaluation details are discussed in appendix A.VIII, and exam-
ples of line-fits are displayed in figure 8.3. Figure 8.4 displays the extracted linewidth
Δ𝑓FWHM, the photo-emission rate on the detector 𝛾D, and the power-induced fre-
quency tuning Δ𝑓𝑃𝐿 as a function of the excitation laser power 𝑃L.
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Figure 8.3: Examples of background subtracted normalized photoluminescence detection rate for
various powers 𝑃L, and two-level-system line fits. The model and data evaluation details are discussed
in appendix A.VIII.

The background-subtracted photoluminescence rate, displayed in figure 8.4b),
is well described by a two-level system model. The model fit obtains a saturation
power 𝑃S = 934(27) nW and saturation photo emission rate 𝛾S = 7.99(20)MHz.

The extracted linewidth, displayed in figure 8.4a), shows only a slight relative
increase within the experiment’s excitation power range. A two-level-system model
can not explain the observed power dependence. In the limit of a low excitation
powers (

√
𝑃L < 2 nW1/2), the power-average linewidth is Δ𝑓FWHM/2𝜋 = 12.1(9) GHz.

Only 4.1(10) GHz of which are associated with a Lorentzian line shape, and most
of the linewidth is associated with a Gaussian line shape, i.e., inflicted by spectral
diffusion (see appendix A.VIII). By assuming the lifetime limited linewidth of Γ/2𝜋 =

198.0(4)MHz (see section 7.4) and only pure dephasing determining the width of
the Lorentzian line shape, the pure dephasing rate estimate is Γdp/2𝜋 = 1.9(5) GHz.
In figure 8.4a), the linewidth’s power dependence, as expected from the photolu-
minescence rate fit, is shown for the assumption of no spectral diffusion. Under
this assumption, the effect of power-broadening is only comparable with the observ-
able linewidth at or above the saturation power. Indeed, the slight increase in the
observable linewidth by power broadening matches the expectations qualitatively.

In conclusion, spectral diffusion is the dominant linewidth-broadening mech-
anism. Yet, the homogenous broadening from pure dephasing is significant, as
suggested by the Hanbury Brown and Twiss experiments presented in section 7.4.2.
The contribution of the power broadening mechanism is negligible until reaching
the saturation power. The signal-to-noise ratio is relatively low compared with the
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Figure 8.4: Two-level system parameters extracted from the power- and bias voltage scan of the
high-energy state |𝑋h⟩. a) the linewidth Δ𝑓FWHM, b) the (detected) photo-emission rate 𝛾D, and c) the
frequency tuning Δ𝑓𝑃L of the QD

literature [27, 28], which is likely attributed to the magnitude of spectral diffusion
randomly driving the QD in and out of resonance with the narrow-band laser. A
fine structure splitting, assuming a neutral exciton as the charge state, cannot be
resolved. This can have several reasons. One reason may be a fine structure splitting
well below the QD linewidth, i.e. ΔFSS//2𝜋 < 12.1(9) GHz. Another reason may
be the individual coupling of the two optical dipoles to the guided mode of the
waveguide. The line defect photonic crystal waveguide has points of high linear
polarization where only one dipole couples significantly to the guided mode while
the other dipole is suppressed. Lastly, it cannot be excluded that at least one dipole
moment is partially aligned out of the plane and does not couple to the waveguide
mode. It has been shown that droplet-etched GaAs QDs are inherently low in
strain [27, 117]. Moreover, low amounts of axial stress, as potentially inflicted by
the nanofabrication process [233, 306], can flip the natural quantization axis of a
QD [117].

Like in similar platforms power tuning, beyond the two-level-system model’s
expectations are observable (displayed in figure 8.4c)), and may be explainable by
the alternation of surface charge environment [307–311].
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Figure 8.5: Two-level system parameters extracted from the power- and bias voltage scan of the high
energy state |𝑋l⟩. a) the linewidth Δ𝑓FWHM, b) the (detected) photo-emission rate 𝛾D, and c) the
frequency tuning Δ𝑓𝑃L of the QD

Low Energy Charge State |𝑋l⟩ Characterization

Figure 8.5 shows the two-level-system parameters obtained by resonant excitation
of the low energy charge state |𝑋l⟩ with an excitation laser wavelength 𝜆𝐿 = 798 nm.
The data evaluation is analogous to the high energy state |𝑋h⟩, and raw data is
discussed in the appendix A.VIII.

Line-fitting obtains a significantly higher saturation power 𝑃S = 4.2(6) µW but
slightly lower saturation photoemission rate 𝛾S = 5.2(8)MHz compared to the high
energy charge state |𝑋h⟩. An even stronger spectral diffusion can partly explain
the higher saturation power and lower signal-to-noise ratio. The slightly lower
saturation photoluminescence rate observed may be explained by the non-ideal
transmission of the photonic waveguide.

Within the full excitation power range of the data set, the linewidth extracted
shows no significant increase. In the limit of low excitation amplitude (

√
𝑃L <

2 nW1/2) the average linewidth is Δ𝑓FWHM/2𝜋 = 25(5) GHz. The Lorenzian contri-
bution is insignificant, while strong spectral diffusion dominates the line width
(see appendix A.VIII). The linewidth expected from the parameters extracted from
the brightness fit is displayed in figure 8.5a), with the assumption of no spectral
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diffusion. The induced power-broadening is negligible for all excitation powers
below or near the saturation power.

8.2 Phonon-Sideband-Resolved Spectroscopy

The linewidths of both charge states |𝑋l⟩ and |𝑋h⟩ exceed the transform limit signif-
icantly and are dominated by spectral diffusion. The origin of spectral diffusion is
electric noise in the environment around the QD caused by charge fluctuations on
the surface [307–311], by bias voltage-driven tunneling of charge carriers through the
semiconductor heterojunction, or by the voltage noise on the gate. The lower-voltage
charge state |𝑋l⟩ shows, however, more pronounced spectral diffusion despite the
lower current in the diode, and the voltage noise is well below a limiting level (see
section A.VIII). Thus, only surface charge effects and inelastic phonon-scattering
may explain the observable linewidths and the pure dephasing.

Pure dephasing, mainly caused by phonons [186, 187], is suppressed by cooling
down the QD to close to zero absolute temperature [186–189]. Therefore, the ob-
served linewidths question the sufficient cooling of the phonon-bath. Utilizing
the shape of the thermally smeared Fermi distribution of the charge plateau is
an accurate method for temperature sensing [152]. However, without a thorough
characterization of the photonic device’s transmission and a high-resolution map
of the resonant frequency and the bias voltage, the Fermi distribution cannot be
utilized. Observing the temperature-induced resonance frequency shift turned out
to be insufficient to estimate the sample temperature, as demonstrated in section
A.IX. Instead, to overcome the dependency of independent temperature measure-
ment, the shape of the well-understood, temperature-dependent phonon-sideband is
used [312]. Unlike the resonance frequency shift, which asymptotically approaches a
zero-kelvin value, the phonon-sideband spectrum is expected to change most drasti-
cally at temperatures below approximately 10 K. This section presents phonon-bath
temperature measurements by phonon-sideband-resolved spectroscopy and reveals
insufficient thermalization of the sample to limit the linewidth by phonon-scattering.

Modelling the Phonon-Sideband Spectrum

Next to excited- to ground-state transitions into the zero-phonon-line (ZPL), tran-
sitions into the phonon-sideband (PSB) occur even at absolute zero temperature
[188,313]. Therefore, phonon-scattering always induces a small amount of dephasing
and ultimately limits the indistinguishability of emitted photons [190, 312, 314]. The
ratio of transitions into the ZPL and PSB scales with the Franck-Condon factor
𝐵FC. The magnitude of the Frank-Condon factor depends on both QD size and
phonon-bath temperature. Consequently, the PSB’s spectrum can serve as a tem-
perature measurement of the phonon bath. Here, we employ a simplified model of
non-Markovian phonon interaction [312] to estimate the temperature of a QD.

Considering a QD as a two-level system of ground state |0⟩ and excited state |𝑋 ⟩
of energy ℏ𝜔𝑋 . The QD is located in a photonic crystal waveguide and coupled to a
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phononic environment which yields the Hamiltonian:

H = ℏ𝜔𝑋 |𝑋 ⟩ ⟨𝑋 | + Hpht
int + Hphn

int + Hpht
env + Hphn

env , (8.1)

where the termHpht
int (Hphn

int ) describes theQD interactionwith the photonic (phononic)

environment andHpht
env (Hphn

env ) describes the free evolution of the photonic (phonon)
environments. Among various possible phonon-interactions deformation potential
by coupling by longitudinal acoustic (LA) phonons is assumed [186, 315, 316]. The
phonon environment is described by

Hphn
env = ℏ

∑︁
k

𝑣k𝑏
†
k𝑏k (8.2)

and the phonon interaction term is described by

Hphn
int = ℏ |𝑋 ⟩ ⟨𝑋 |

∑︁
k

𝑔k

(
𝑏
†
k + 𝑏k

)
, (8.3)

where 𝑔k is the coupling strength between the QD and the phonon mode of wavevec-
tor k, frequency 𝜈𝑘 and 𝑏†

𝑘
(𝑏𝑘 ) is the phonon creation (annihilation) operator of

the phonon mode with wavevector k. The phonons’ interaction with the QD can
be fully characterized by the phonon spectral density [312]. Droplet epitaxy grown
GaAs QDs are well approximated as spherically symmetric QD [26, 317] such that
a harmonic confinement potential is assumed, and the phonon spectral density
written as [318]:

𝐽phn(𝜈) = 𝛼𝜈3exp(−𝜈
2

𝜉2 ), (8.4)

where 𝛼 is the an effective phonon coupling parameter, and 𝜉 is the phonon cut-off
frequency. The phonon cut-off frequency is given by

𝜉 =

√
2𝑣LA

𝑑QD
, (8.5)

where 𝑣LA is the speed of sounds and 𝑑QD the QD size. The photonic environment is
described by

Hpht
env = ℏ

∑︁
𝜇,𝑙

𝜔𝜇,𝑙𝑐
†
𝜇,𝑙
𝑐𝜇,𝑙 (8.6)

and the photonic interaction term is described by

Hpht
int = ℏ

∑︁
𝜇,𝑙

(
𝑓𝜇,𝑙𝜎𝑐

†
𝜇,𝑙

+ 𝑓 ∗
𝜇,𝑙
𝜎†𝑐𝜇,𝑙

)
, (8.7)

where 𝜎 = |0⟩ ⟨𝑋 |, 𝑐†
𝜇,𝑙

(𝑐𝜇,𝑙 ) is the creation (annihilation) operator of guided (𝜇 =

guided) or non-guided modes, (𝜇 = lost) of mode index 𝑙 and with eigenfrequency
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Figure 8.6: Spectral probability density for phonon sideband emission (1 − 𝐵2
FC)𝑆PSB as a function of

the photo-emission frequency relative to resonance Δ𝑓𝑋 = 𝑓 − 𝑓𝑋 emission for various temperatures𝑇 .
The parameters are those obtained from the evaluation of the experimental data, shown in figure 8.7.

𝜔𝜇,𝑙 . For guided modes, the wavenumber 𝑘 constitutes the mode index 𝑙 . The QD’s
coupling strength 𝑓𝜇,𝑙 with the photonic environment is assumed to be constant for
guided and non-guided modes accounting for a flat spectral density as expected for
the fast-light region of a broad-band waveguide mode [5].

Non-Markovian phonon interaction theory based on unitary polaron transforma-
tion [312] derives the Frank-Condon factor

𝐵FC = exp

(
− 1

2

∫ ∞

0
d𝜈
𝐽𝑝ℎ

𝜈2 coth
(

ℏ𝜈

2𝑘𝐵𝑇

))
(8.8)

and the guided (lost) photonic spectra 𝑆guided (𝑆lost). The guided photonic spectrum
is further separable into the emission into the ZPL 𝑆ZPL(𝜔) and the emission into the
PSB 𝑆PSB(𝜔) under the assumption of a field transformation by a uniform Green’s
function corresponding to an unfiltered collection of emission into the fast-light
region of the guided mode of a waveguide [312]:

𝑆guided(𝜔) = 𝐵2
FC𝑆ZPL(𝜔) + (1 − 𝐵2

FC)𝑆PSB(𝜔), (8.9)

where 𝐵2
FC and 1 − 𝐵2

FC are the probabilities of the exciton decay into the ZPL and
PSB. The PSB forms an asymmetric, broad profile around the Lorentzian ZPL of

𝑆PSB(𝜔) = 𝑆0(𝜔 − 𝜔𝑋 )exp

(
− (𝜔 − 𝜔𝑋 )2

𝜉2

) (
coth

(
ℏ(𝜔 − 𝜔𝑋 )

2𝑘𝐵𝑇

)
− 1

)
, (8.10)

where 𝑆0 =
∫ ∞

0 d𝜔𝑆PSB.(𝜔) = 1.
Figure 8.6 shows the spectral probability density for emission into the PSB (1 −
𝐵2

FC)𝑆PSB as a function of the photo-emission frequency relative to resonance Δ𝑓𝑋 =
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𝑓 − 𝑓𝑋 for various temperatures. The spectrum is highly asymmetric in the low-
temperature regime, below𝑇 = 8 K. The PSB spectrum contains 𝑆PSB mainly photons
with smaller frequency than the ZPL center frequency 𝜔𝑋 . The phonon-bath is
barely populated, and mainly Stokes processes occur. At 𝑇 = 8 K, the phonon-bath
population rises rapidly with increasing temperatures, and anti-Stokes processes
are likely to occur along with Stokes processes. The PSB emission spectrum 𝑆PSB
becomes increasingly symmetric. For high temperatures above 𝑇 = 32 K, the PSB
𝑆PSB approximates a Gaussian shape since Stokes and anti-Stokes processes are
similar in probability.

In the high-temperature regime, a temperature increase is associated with an
increased probability of both processes, while the spectral distribution 𝑆PSB itself
does not change. In the low-temperature regime, the PSB reveals a QD’s temperature
by its asymmetric shape. In the higher temperature regime, the emission probability
into the PSB (1 − 𝐵2

FC) and ZPL reveals the QD’s temperature.

Phonon Bath Temperature Estimation

For determining the phonon-sideband spectra, a narrow-band resonant continuous
wave laser in out-of-plane configuration drives the QD’s charge state |𝑋h⟩. By
choice of an excitation power well below saturation (𝑃𝐿 = 0.056(16)𝐼𝑆 ), power-
broadening and evanescent coupling of the excitation field into the guided mode of
the photonic crystal waveguide are avoided. The excitation laser is cross-polarized
with the collection from the shallow-etch grating coupler. The collected light is
routed to a spectrometer without any spectral filtering, but excitation laser rejection
by polarization filtering (see appendix A.IV). The spectrometer’s signal is acquired
by averaging over 10 spectra, where the CCD camera is exposed for 10 s for each
acquisition. For each signal acquisition with resonant voltage bias (𝑈B = 1.3755 V) an
off-resonant background signal (𝑈B = 0 V) is acquired to subtract the residual laser
background. The emission spectra for cryostat sample-mount platform temperatures
of 𝑇SMP = 7 K, 11 K, 16 K, and 21 K are shown in figure 8.7.

The background-subtracted signal is modeled as the convolution of the detector’s
instrument response function (IRF) and the QD emission into the PSB and the
ZPL with a residual constant optical background 𝐼bgr. A Levenberg–Marquardt
non-linear least-square fit is performed simultaneously on all datasets. The model
for the detected spectra 𝑐D(𝜔) is:

𝑐D(𝜔) = 𝑐D,0

((
(1 − 𝐵2

FC)𝑆PSB + 𝐵2
FC𝑆ZPL

)
⊛ 𝑆IRF

)
(𝜔) + 𝑐D,bgr, (8.11)

where

𝑆ZPL =
1

2𝜋
𝛾

(𝜔 − 𝜔𝑋 )2 + 𝛾2/4
, (8.12)

and where 𝑐D,0 describes the brightness, and 𝑐D,bgr describes a residual background.
The cut-off frequency 𝜉 and the phonon-coupling strength 𝛼 are shared system
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Figure 8.7: Phonon-sideband-resolving Spectra, re-normalized by their total emission rate for a sample
mount temperature of 𝑇SMP = 7 K, 𝑇SMP = 11 K, 𝑇SMP = 16 K and 𝑇SMP = 21 K and fits. The fit results
are summarized in table 8.1. The spectrum of the lowest temperature shows a significant asymmetry
owed to a lower probability of a Stokes process than an anti-Stokes process. The spectrum of the
highest temperature is within the signal-to-noise ratio fully symmetric.

parameters among the data sets, while the phonon-bath temperature 𝑇 (and hence
the Frank-Condon coefficient 𝐵FC) are individual for each dataset.

Temperature estimation by the PSB spectrum and the Frank-Condon factor is
sensitive to the PSB’s shape and the emission ratio into the ZPL and PSB. As such,
the method is insensitive to the QD’s decay rate 𝛾 and also insensitive to the line
shape due to the significantly wider spectrometer’s instrument response function
𝑆IRF (characterized by a narrow band laser, see appendix A.IV). For data evaluation,
the QD’s decay rate is fixed to the rate determined at a sample mount platform
temperature of 𝑇SMP = 7 K, discussed in section 8.1. The spectral diffusion and
homogeneous broadening of the QD are neglected(8).

Best fit is achieved with the temperature-independent parameters of a phonon
coupling strength of𝛼 = 4𝜋20.022(6) ps2 and cut-off frequency of 𝜉/2𝜋 = 227(8) GHz,
𝑐D,bgr = 0.72(16)Hz. The final noise level is limited by the CCD camera’s dark count
noise and cosmic rays exciting the CCD camera. The fit residual of fitting all datasets
is 𝜒2

res = 112 is limited by the spectrometer’s camera exposure to cosmic rays during
the exposure time. The non-zero optical background 𝑐D,bgr may reflect the proximity
of the other charge state’s photon sideband (see section 8.1).

The parameters are in the range of typical experimental values for comparable
platforms in literature [8, 137, 187, 319–321]. The comparable low phonon cut-off

(8) Taking the spectral diffusion and homogeneous broadening increases the uncertainty of the
phonon bath temperature and Frank-Condon coefficient slightly but does not significantly affects
their estimate. This is owed to the resolution limit instrument response function.
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Sample Mount Temperature 𝑇SMP Parameter Value
7 K 𝑇 31.5(20) K
7K 𝜔𝑋 /2𝜋 375.848 20(29) THz
7 K 𝐵FC 0.93(3)
7 K ¤𝑐D,0 19.05(26) kHz
11 K 𝑇 39.9(21) K
11 K 𝜔𝑋 /2𝜋 375.8485(4) THz
11 K 𝐵FC 0.91(3)
11 K ¤𝑐D,0 11.58(18) kHz
16 K 𝑇 49.6(27) K
16 K 𝜔𝑋 /2𝜋 375.819 19(28) THz
16 K 𝐵FC 0.89(5)
16 K ¤𝑐D,0 4.97(11) kHz
21 K 𝑇 76.5(21) K
21 K 𝜔𝑋 /2𝜋 375.795 82(23) THz
21 K 𝐵FC 0.83(7)
21 K ¤𝑐D,0 6.59(11) kHz

Table 8.1: Sample mount temperature dependent parameters obtained by Levenberg–Marquardt
non-linear least-square fit of the phonon-sideband resolving spectra as shown in figure 8.7.

frequency 𝜉 reflects the large confinement length scale of QDs, attributed to the
droplet epitaxy growth method. However, the offsets between the sample mount
platform temperaturemeasured and the temperature derived by the fit aremore than
24 K. This may be explained by exposure to thermal radiation from the microscope
objective, which is thermally anchored to the cryostats housing at room temperature.
TheQD is located in a thin semiconductormembrane of limited thermal conductance,
which cannot dissipate the heat intake from the microscope objective’s thermal
radiation it is exposed to.

The fraction of emission into the ZPL as a function of the system temperature as
derived from the fit is displayed in figure 8.8. While the highest achieved ZPL emis-
sion fraction is 𝐵2

FC(𝑇 = 31.5(20) K) = 0.858(28), the model predicts improvements
for typical cryogenic temperatures 𝐵2

FC(𝑇 = 4.2 K) = 0.970(7). The expected fraction
of emission into the ZPL at low temperatures agrees with the value reported with a
similar platform 96% [8] well.

Although the elevated system temperature explains a strong line-broadening by
phonon-induced dephasing [186,187], it cannot fully explain the strong homogeneous
broadening as observed and derived in section 8.1. If and to what extent the low
homogeneous broadening decreases along with phonon-induced dephasing depends
on the underlying mechanism and is not predictable based on the experimental
data [322, 323].
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Figure 8.8: Zero-phonon-line contributions of the emission spectra for various temperatures according
to the fit results of figure 8.1.

* * *
In this chapter, a droplet-etched GaAs quantum dot integrated into a line defect
photonic crystal waveguide was characterized by resonant excitation using high-
resolution spectroscopy. Phonon-sideband-resolved spectroscopy revealed a high
phonon-bath temperature limiting the quantum dots in their linewidth and pure
dephasing rate. In the next chapter, the quality of this quantum dot as a single-
photon source is evaluated using time-resolved and coherent spectroscopy under
resonant excitation.
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Droplet-Etched GaAs Quantum Dots
in Planar Photonic Devices as Single

Photon Source

For the application in scalable quantum networks, quantum dots must
(i) allow coherent manipulation, (ii) provide pure photoemission of single
photons, and (iii) show high indistinguishability of subsequent emitted
single photons. This chapter successfully demonstrates the operation
of a droplet-etched GaAs quantum dots in a planar photonic device as
a single photon source at elevated temperatures. Its high-temperature
characterization provides insight into the platform’s potential performance
at low temperatures.

For the application as a single photon source in scalable quantum networks, a QD
must allow coherent state manipulation and provide streams of pure and indistin-
guishability single photons [2, 7, 12]. In the previous chapter, phonon-side-band-
resolved spectroscopy reveals a high phonon-bath temperature of𝑇 = 31.5(20) K. At
such elevated temperatures, the phonon-induced pure dephasing exceeds the optical
decay rate and limits the performance of a QD as a single photon source [187–189].
This chapter demonstrates the operation of a tunable droplet-etched GaAs QD
embedded in a planar photonic device as a source of pure single photons at elevated
temperatures. The high-temperature characterization provides insight into the
platform’s potential performance as a single photon source at low temperatures.

In this chapter, the ability of optical state manipulation, the single-photon purity,
and the indistinguishability of consequent emitted photons of a QD are probed
by time-resolved and coherent spectroscopy under resonant excitation. The QD is
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embedded in a line defect photonic crystal waveguide(1) of an ultra-thin semicon-
ductor p-i-n heterojunction. The photonic properties of the device are described in
section 6.4. The QD’s lifetime is discussed in section 7.4, and the linewidth, pure
dephasing, and the phonon sideband spectrum are discussed in chapter 8 for the
operation at the same bias voltage of 1.375 V. The QD’s lifetime-limited linewidth
of Γ/2𝜋 = 198.0(4)MHz is drastically smaller than the linewidth obtained from
resonance fluorescence spectroscopy of ΔFWHM/2𝜋 = 12.1(10) GHz. Partially, the
broadening is attributed to the high temperature and associated phonon-induced
pure dephasing.

For the characterization as a single photon source, a pulsed resonant laser with a
center wavelength of 𝜆L ≈ 797.63 nm, and with a pulse repetition rate 𝑡rep ≈ 80MHz
drives the QD after passing a pulse-stretcher. After the pulse stretcher, the initial
6.8 ps laser pulse is spectrally compressed to a pulse width of ≈ 22 ps. The QD is
excited using out-of-plane optical modes, and its photoemission into the guided
mode of the waveguide is collected. The cross-polarized excitation laser is filtered by
a set of two linear polarizers and fiber-coupled. The light is detected by avalanche
photodetectors. The optical setup is described in detail in appendix A.IV

9.1 Coherent State Manipulation

Coherent manipulation of a QD’s state is essential to its application in quantum
information processing. Low temperatures are necessary to limit decoherence driven
by phonon-induced dephasing [188, 189]. However, coherent state manipulation can
be demonstrated even at elevated temperatures [324].

(1) QD2 in the photonic crystal waveguide𝑊 1(3,5)206,36 of sample 𝐵15459 −𝐴 (see appendix A.II).
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Figure 9.1: a) Intensity of an optically driven Rabi oscillation of the state |𝑋h⟩ of QD2 as a function
of the pulse area P. The time-averaged count rate for a 𝜋-pulse (P = P𝜋 ) is approximately 191 kHz.
b) Numerical prediction of the time-averaged intensity for a Rabi-oscillation for a two-level-system
under the assumption of a decay rate of 𝛾 = 1/𝑇1 = 1.2442 ns−1, a laser pulse length of 20 ps, and a
Gaussian spectral diffusion with a width of Δ𝑓 SD

FWHM = 10Γ for various dephasing rates Γdp.
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Figure 9.2: Signal-to-noise ratio of an optically driven Rabi oscillation of the state |𝑋h⟩ of QD2 as a
function of the pulse area P.

Figure 9.1a) shows optically driven Rabi oscillation of the state |𝑋h⟩ of QD2 as a
function of the pulse area P. The state is excited by pulsed resonant excitation with
varying power. The raw photoemission signal ¤𝑐raw is background subtracted by a
reference measurement ¤𝑐ref without a bias voltage, and hence no QD emission.

The pulse area corresponding to a full 𝜋-rotation is P𝜋 = 536(25) nW (see ap-
pendix A.X). Figure 9.1b) shows a numerical prediction of the time-averaged intensity
for a Rabi-oscillation for a two-level-system for various dephasing rates 𝛾dp, and
assuming the lifetime 𝑇1 and Gaussian spectral diffusion from the prior characteri-
zation of the QD. A qualitative comparison of the simulated and measured intensity
confirms a strong spectral diffusion and a pure dephasing rate comparable to the
decay rate 𝛾dp ≥ 𝛾 . Acoustic phonons are the principal source of the pure dephasing,
responsible for the intensity damping of the Rabi rotations. The magnitude of
damping agrees qualitatively with observation on similar platforms at comparable
temperatures [325, 326]. Additionally to the damping, the Rabi oscillation exhibits
a pronounced upwards inclination. Numerically, such an inclination can only be
explained by substantial spectral diffusion that exceeds the optical decay rate. A
qualitative similarity is obtained for a Gaussian spectral diffusion with a width of
Δ𝑓 SD

FWHM ≈ 10Γ.
The signal-to-noise ratio is shown in figure 9.2. Since the laser background

increases with the excitation power, the optimal signal-to-noise ratio is reached
around Popt ≈ P𝜋

2 .

9.2 Single Photon Purity

The single-photon purity is a measure of the relative contribution of the single-
photon state to the QD emission [6]. A QD emission is probedwith a Hanbury Brown
and Twiss experiment analogous to the experiment in section 7.4, but utilizing a
pulsed resonant excitation laser. A pulsed excitation scheme reduces the dependence
of the detector time jitter, provides better insight into the optical background, and
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Figure 9.3: Autocorrelation histogram of a Hanbury Brown and Twiss experiment under pulsed resonant
excitation. a) Close-to-zero delay region of the first pulses (green) and the fit-result (blue). b) Zoom
into the zero-delay region, showing the contribution of the total background (red) and the excitation
laser leakage (yellow) obtained from the fit result.

provides better sensitivity for close to accurate single-photon sources. Leakage of
the pulsed excitation laser into the detector can be distinguishable from a constant
background of other sources, and the zero-delay region of interest is well separated
from regions where an ideal single photon source bunches.

Figure 9.3a) shows the spectrally unfiltered autocorrelation histogram obtained by
excitation with 𝜋/2-pulse for optimal signal-to-noise ratio(2) with a total integration
time of 𝑡i = 1 h at a bias voltage of𝑈B = 1.375 V. The single photon purity is extracted
from the background corrected pulse areas of zero-delay peak A0 relative to the
side peaks A∞ by:

Φ =
A0

A∞
. (9.1)

Both pulse areas are obtained from curve fitting a model of the autocorrelation
function to the time-bin histogram. The fitting modes takes small peaks caused by
excitation laser leakage, a constant optical background, blinking, and the detector
time-jitter into account. The model and data evaluation is discussed in appendix
A.VII.3. The short time delay region of the autocorrelation function obtained from a
Levenberg–Marquardt non-linear least-square is displayed in figure 9.3. Figure 9.4
displays the pulse areas (background-corrected and normalized) for time delays up
to |𝜏 | = 25 µs.

The fit yields a single photon purity of Φ = 3.46(22) %. The single-photon purity
estimate is exceeds the noise level significantly, as shown in figure 9.3b), and is likely
limited by the high temperature of the sample. Elevated temperatures can allow
for phonon-assisted tunneling and thermal occupation of higher-order states [286].
The area of the non-coincident photodetection peaks, shown in figure 9.4b), reveals
low blinking probability in a timescale exceeding 10 µs. Assuming a telegraph-like

(2) C.f. figure 9.1.
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Figure 9.4: Autocorrelation function 𝑔2 (𝜏) (background corrected normalized time-bin histogram pulse
areas) for long photodetection event time delay 𝜏 ≤ 25 µs. Figure a) displays the antibunching of the
time-bin-histogram peak corresponding to coincident photodetection 𝜏 = 0 and the non-coincident
photodetection peaks at delays of integer multiples of the laser repetition rate 𝑡rep ≈ 12.5 ns. The
blue area highlights the antibunching estimate 𝑔2 (0) and its confidence interval. Figure b) displays a
zoom into the area of the non-coincident photodetection peaks, revealing low blinking probability in
a timescale exceeding 10 µs. The blue line corresponds to a fit and its confidence interval.

blinking(3), the relative fraction of time the QD is in resonance with the laser is
𝛽𝑐 = 0.981(6) and the blinking time constant is 𝜏c = 34(+21

−9 )µs. Both, the blinking
probability near unity and the blinking time constant exceeding the µs time-scale
well, in stark contrast to the observations under continuous-wave excitation(4). This
can be explained by the increased spectral width of the pulsed laser(5) compared
to the continuous wave laser, which results in a lower sensitivity to µs time-scale
spectral diffusion.

9.3 Two-Photon Interference

For many protocols in a quantum network, the stream of single photons emitted by
a QD must contain indistinguishable photons. The indistinguishability of photons
emitted by theQD ismeasured through aHong-Ou-Mandel (HOM) experiment [327]
based on an unbalanced Mach-Zehner-interferometer (MZI). The visibility of the
interference defines the photons’ indistinguishability.

For indistinguishability characterization of the QDs, the pulsed resoant laser
with repitition rate 𝑡rep is again employed. One arm of the MZI is longer, where the
length difference corresponding to a delay of 𝜏 = 𝑡rep. Two subsequently emitted
photons from subsequent laser pulses interfere at the MZI’s second beam splitter in
the same temporal mode. The output modes of the beam splitter are detected and
time tagged. The temporal second-order cross-correlation of the two detectors is
sensitive to the mode overlap between two of the two photons on the beam splitter.

(3) See appendix A.VII.3.
(4) See section 7.4.
(5) See appendix A.IV.1 for the excitation pulse-stretcher setup.
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The input-output relation of the input modes 𝑎1(𝑡), 𝑎2(𝑡) and output modes 𝑎3(𝑡),
𝑎4(𝑡) of the beam splitter reads:

𝑎
†
1 (𝑡)𝑎

†
2 (𝑡) |0, 0⟩1,2 → 𝑖

2

(
𝑎
†
3 (𝑡)𝑎

†
3 (𝑡) + 𝑎

†
4 (𝑡)𝑎

†
4 (𝑡)

)
|0, 0⟩3,4 (9.2)

In a HOM experiment, with two input photons |1, 1⟩1,2 on the beam splitter in the
same time bin, the only possible output states are with equal probability |2, 0⟩3,4 or
|0, 2⟩3,4. In this case, second-order cross-correlation of the two detectors will never
show coincidences at zero time delay 𝜏 between the two detectors. However, in
the general case of the photons being partially indistinguishable, the interference
visibility will be non-ideal. The beam splitter output state |1, 1⟩3,4 occupation number
has a non-zero expectation value. In this case, the second-order cross-correlation
of the two detectors shows coincidences at zero time delay 𝜏 = 0 proportional to
the visibility of interference. Therefore, the second-order cross-correlation of the
two detectors provides insight into the repeatability (coherence) of generating two
indistinguishable photons [94].

At temporal coincidence 𝜏 = 0, the cross-correlation of the two detectors is
sensitive to spectral, spatial, and temporal overlap and the polarization of the two
photons. Temporal and spatial overlap, as well as collinear polarization, is achievable
by sub-lifetime excitation laser pulses and careful alignment of the interferometer.
In this case, the HOM experiment probes the spectral indistinguishability between
the two subsequently emitted photons. In the case of non-zero pure dephasing the
second-order cross-correlation feature at the temporal coincidence region (𝜏 ∼ 0)
is [328]:

𝐻 (𝜏) = exp
(
−𝛾 |𝜏 |

) (
1 − exp

(
−2|𝜏 | 𝛾dp

))
, (9.3)

where 𝐻 (𝜏) is normalized for the radiative decay rate. The expected temporal
interference pattern is shown in figure 9.5.

As shown in figure 9.5, the visibility of the temporal interference pattern is most
sensitive in the regime of low dephasing rates𝛾dp < 𝛾 . For high dephasing rates𝛾dp ≥
𝛾 , the temporal interference pattern differs from the pattern of fully distinguishable
photons only in a very small time region 𝜏 ≪ 1/𝛾 significantly.

The HOM interferometer employed to measure the indistinguishably of the QD is
further described in section A.XI. By using the polarization control of one arm of the
interferometer, the photons in the interferometer either have collinear or transverse
polarization. The configuration of transverse polarization serves as a reference for the
visibility of collinear polarization, representing the limit of maximally distinguishable
photons.
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Figure 9.5: Time-resolved interference pattern relative to the radiative decay rate 𝛾 for pairs of partially
indistinguishable photons after equation 9.3 for various dephasing rates assuming ideal temporal
overlap, absence of spectral diffusion, and collinear polarization.

Spectrally Unfiltered Hong-Ou-Mandel Interference

The QD characterized in chapter 8(6) is excited by the resonant pulsed laser passing
through a pulse stretcher (see section A.IV.1) with a sub-𝜋-pulse power (𝑃L = 0.63/𝑃𝜋 )
for optimal signal-to-noise ratio. The spectrally unfiltered photo-emission is time-
tagged on both detectors(7). The second-order cross-correlation feature of the pho-
todetection time-bin-histogram at the temporal coincidence region is displayed in
figure 9.6.

The indistinguishability I is measured as the HOM visibility,

I =
A⊥ − A∥

A∥
, (9.4)

where A⊥ (A∥ ) denotes the pulse area of the orthogonal (collinear) configuration.
For details on the modeling and curve fitting method, see section A.XI.

Despite the a ZPL emission fraction of 𝐵2
FC = 0.858(28), no significant indistin-

guishability is obtained: I = 0.007(11).
Without spectral filtering, emission into the phonon-sidebands and pure de-

phasing limit the indistinguishability. Pure dephasing is a fast process in the ps
timescale [186, 187]. Hence, within the laser repetition rate (ns timescale), pure
dephasing is an inevitable process. However, by spectrally filtering to prohibit
the detection of photons from the phonon-sidebands, the indistinguishability can
be improved. Inhomogenous broadening by spectral diffusion occurs in the µs
time-scale [106] and is thus not expected to result in reduced indistinguishability.

(6) QD2 at a bias voltage of 𝑈B = 1.375 V in the W1 waveguide𝑊 1(3,5)206,36, see appendix A.II.
(7) Picoharp pulse correlator, see section A.IV.4.
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Figure 9.6: The second-order cross-correlation histograms of a spectrally unfiltered HOM experiment
normalized to the bunching peaks a longer time scales where no interference occurs (see section
A.XI). Figure a) and c) show the central region of the orthogonal polarized (red) and collinear (green)
configuration of the interferometer. Figure b) and d) show the a zoom into the section where two
subsequently emitted photons interfere. The yellow (blue) lines are fits to the orthogonal (collinear)
polarized interferometer configurations.

Spectrally Filtered Hong-Ou-Mandel Interference

The poor indistinguishability caused by photons from the phonon-sidebands and
the zero-phonon-line can be improved by narrow spectral filtering [285].

Figure 9.7 shows the HOM interference coincidence histograms spectrally filtered
by a filter setup consisting of a volume phase holographic transmission grating and
an serial etalon filter. The filter setup has a bandwidth of 1.6GHz(8), which is larger
than the lifetime-limited linewidth, but about an order of magnitude smaller than
the determined emission bandwidth of 12(10) GHz.

Due to the narrow filter bandwidth and the spectral filtering setup’s intrinsic
losses, the count rate is drastically reduced after filtering. The signal-to-noise ratio
does not allow statistically significant fitting. However, the indistinguishability
can be estimated directly from the ratio of integrated counts in the center peaks(9)

of fig. 9.7b) and 9.7d). This leads to I = 0.10(7)., which proves some degree of
indistingushbility even with no background correction from a fit.

(8) See appendix A.IV.1 for the setup.
(9) Restriction to the center region of each peak within a window of ±2𝑇1.
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Figure 9.7: The second-order cross-correlation histograms of a spectrally filtered HOM experiment
normalized to the bunching peaks a longer time scales where no interference occurs (see section
A.XI). Figure a) and c) show the central region of the orthogonal polarized (red) and collinear (green)
configuration of the interferometer. Figure b) and d) show the a zoom into the section where two
subsequently emitted photons interfere.

Equation 9.4 provides an estimate of the indistinguishably for the case of only
pure dephasing:

Iideal =
𝛾

𝛾 + 2𝛾dp
(9.5)

Assuming the radiative decay rate obtained from lifetime measurements(10) and
the pure dephasing estimate from the characterization by resonant excitation(11)

the estimate for the indistinguishably for the case of only pure dephasing after
equation 9.5 is Iideal = 0.048(21). In contrast, for a pure dephasing rate comparable
with the life-time (𝛾dp ≈ 𝛾 ), as indicated from the Rabi oscillations in section 9.1, the
indistinguishably is estimated to Iideal ≈ 1/3.

The indistinguishability remains significantly below the estimate under the as-
sumption of pure dephasing comparable with the decay rate (𝛾dp ≈ 𝛾 ), as indicated
by the Rabi oscillation. Measurements and model descriptions of the indispensabil-
ity’s temperature dependence [187, 189] show a rapid drop of the indistinguishability
for temperature above 10 K. At the present sample temperature of 𝑇 = 31.5(20) K,
the thermal energy 𝑘B𝑇 can be sufficient to induce virtual transitions between the 𝑠
and 𝑝 states(12). These are known to cause pure dephasing rates comparable with

(10) 𝛾 = 1.2442(24) ns−1, see section 7.4.
(11) Γdp/2𝜋 = 12(3) GHz, see section 8.1.2.
(12) See section 7.2.1.
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the lifetime-limited linewidth and strongly suppress the indistinguishability beyond
the phonon-sideband limitations [187, 188].

The observation of an finite indistinguishability at a sample temperature of
𝑇 = 31.5(20) K suggests a high indistinguishability at low temperatures [187]. Yet,
it remains open if the spectral diffusion reduces along with the pure dephasing
towards lower temperatures.
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Conclusion and Outlook

Conclusions and summary of the work carried out in this thesis, and an
outlook towards future work for single photons from GaAs quantum dots
in photonic crystal waveguides and topological waveguides for chiral light-
matter interfaces.

10.1 Chiral Light-Matter InterfaceswithTopological PhotonicCrystalWaveg-
uides

This thesis presents a numerical performance study, design, fabrication, and photonic
characterization of topological photonic crystal waveguides for chiral light-matter
interfaces with Quantum Dots (QDs).

Full three-dimensional finite-element quantification of conventional and topo-
logical photonic crystal waveguides as chiral emitter-photon interfaces show that
topological photonic crystal waveguides are useful for efficient, on-chip chiral quan-
tum devices. Analysis of photonic crystal waveguides to support and enhance
directional interactions while suppressing subsequent backscattering losses show
that the bearded-interface waveguide, a photonic analog of theQuantum Valley-
Hall effect, can outperform dispersion-engineered conventional PhCWs. While all
structures suffer from backscattering losses due to fabrication imperfections, these
are found to be smaller at high Purcell enhancement factors for the topological
bearded interface waveguide. However, these reduced losses occur because the
optical mode is further away from the air-dielectric interfaces where backscattering
occurs and not because of any genuine topological protection.

This thesis presents topological photonic crystal waveguides integrated into
efficient nanophotonic circuits and the embedment of state-of-the-art InGaAs QDs.
Scanning electron microscope images, photonic characterization, and finite-element



122 Chapter 10. Conclusion and Outlook

band calculations show that the utilization of topological PhCW for chiral light-
matter interfaces is demanding on the nanofabrication capabilities. While the
transmission spectrum of a bearded interface waveguide reveals decently efficient
mode adapters, the illumination of the guided mode with QDs reveals low group
indices and, consequently, the absence of Purcell enhancements. The fabrication of
slow light resonant with InGaAs quantum dots is conditional on photonic crystal
feature sizes below the limits of the employed nanofabrication method.

Outlook

Purcell enhancement of InGaAs in topological photonic crystal waveguides can
be achieved by improvement of the etching selectivity using intermediate hard
masks [206], and modeling and optimization of the electron-beam scattering process
[207–209]. For sufficiently small feature sizes, topological waveguides for droplet-
epitaxy-grown GaAs QDs can be designed, which would allow to exploit their
significantly lower fine structure splitting.

The topological waveguides considered in the numerical study have yet to be
optimized. By dispersion engineering, modifying the size, shape, or position of
the photonic crystal holes, slow light single-mode operation away from the bulk
modes [204, 243], or reduced backscattering losses are possible, allowing for the
design of efficient and directional interfaces.

By designing a mode adapter that adiabatically converts the inversion-symmetric
nanobeam waveguide mode to the asymmetric bearded interface waveguide mode,
similar to the design for the topologically trivial glide plane waveguide [17], the trans-
mission of the interface efficiency can be further improved. However, the successful
integration of topological photonic crystal waveguides into nanophotonic circuits
of the state-of-the art InGaAs QD platform promises high-performance designs of
efficient, on-chip non-reciprocal devices and scalable circuits based on topological
waveguides and may enable the design of optical isolators [18], circulators [48–50]
and quantum gates [19–21].

10.2 Local Droplet Etched Gallium Arsenide Quantum Dots for Planar Quan-
tum Photonics

This thesis presents the photonic integration of charge and transition-energy tun-
able droplet-epitaxy-grown GaAs quantum dots into photonic crystal waveguides.
The presented platform features all principal nanophotonic elements of a scalable
quantum photonic network.

Soft-mask nanofabrication processes the semiconductor heterostructure wafer,
which hosts the QDs, into a membrane with nanophotonic devices and structures for
charge control of the QDs. Nanobeam waveguides route the light emitted from QDs
embedded in PhCWs to high-efficiency shallow-etch grating chip-to-fiber couplers.
Transmission measurements suggest a propagation loss of 20 dB/mm to 30 dB/mm,
higher than in the platform of planar nanophotonics with Stranski-Krastanov InGaAs
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QDs [157]. The increased loss is attributable to the nanofabrication-induced sidewall
and surface roughness, the membrane’s absorptive GaAs protection layers against
post-process oxidation, and due to wavelength-dependent electroabsorption [272].
Line defect (W1) PhCW with slow light near the spectral region of GaAs droplet
epitaxyQDs at 795 nm are fabricated, which can enhance the light-matter interaction
strength. The required small photonic crystal hole size, with 40 nm to 50 nm well
below the state-of-the-art, is achieved by optimizing soft-mask nanofabrication
processes for high etching selectivity in a tradeoff for increased sidewall roughness
and pattern infidelity.

Above-band excitation of QDs allows for their localization on camera images with
high precision and signal-to-noise ratio. However, strong background fluorescence
attributable to nanofabrication-induced impurities renders only quasi-resonant
and resonant excitation suitable for spectroscopy. Under quasi-resonant excitation,
charge-state and stark-shift control are demonstrated, revealing large polarizabilities
and a wavelength tuning close to 1 nm. Lifetime measurements show slow radiative
decay and the absence of significant Purcell enhancements. The efficiency of the
realized photon-emitter interface can be boosted by interfacing QDs with slow light
modes of a W1 PhCW, where a Purcell factor 𝐹𝑝 > 10 could be achieved.

Resonant excitation and phonon sideband spectroscopy reveal a high phonon
bath temperature (𝑇 = 31.5(20) K) and associated pure dephasing comparable
with the radiative decay rate, attributable to insufficient thermalization of the
sample in the cryostat. Extrapolation of the phonon sideband emission estimates
an emission fraction (Frank-Condon Factor) into the zero-phonon line of 𝐵2

FC =

0.858(28) and predicts a further increase of (𝐵2
FC = 0.970(7)) at low temperatures.

Autocorrelation measurements in a Hanbury Brown and Twiss setup confirm the
single-photon nature (𝑔 (2) (0) = 3.46(22) %) of the QDs’ photoemission. The study of
the autocorrelation function under pulsed and continuous-wave resonant excitation
indicates strong spectral diffusion and low blinking probability in timescales up to
25 µs.

Despite the phonon bath temperature and spectral diffusion, coherent driving
of a QD in a W1 waveguide is demonstrated. The Rabi oscillation confirms the
strong spectral diffusion, significantly exceeding the optical decay rate. The electric
bandstructure and the electric characterization show that the heterojunction’s
layout shifts the Coulomb plateaus to large forward bias voltages, resulting in high
tunneling currents which contribute to charge noise effects, i.e., spectral diffusion.
However, in the literature, InGaAs QDs in W1s in similar heterostructure layouts
show less spectral diffusion. It appears that the observed spectral diffusion comes
from the short distances between the relatively large QD and the semiconductor-
oxide interface, inevitably resulting in spectral diffusion caused by surface charge
fluctuations.

The visibility of Hong-Ou-Mandel experiments revealed low indistinguishability
of consequent photons, limited by the high phonon bath temperature. The single
photon purity, mutual coherence between photons created, and coherent optical
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driving promises prospects for realizing deterministic sources of indistinguishable
single photons.

Outlook

The next step to characterize the presented light-matter interface’s performance as
a deterministic source of indistinguishable single photons is the low-temperature
characterization, i.e., in the absence of phonon-induced dephasing, of several QDs
embedded in PhCWs. However, the presented study at elevated temperatures pro-
vides insights for designing and developing the architecture of the next-generation
planar platform for GaAs droplet epitaxy QDs.

The scanning electron microscope images show that the soft-mask nanofabrica-
tionmethod induces a high sidewall and surface roughness, pronounced over-etching
that requires pre-characterization of the fabricated feature sizes and inhibits the
reliability and reproducibility of the fabrication. Resist reflow techniques [205]
could be incorporated into the fabrication process to reduce the spatial resist inho-
mogeneity. A homogenous thickness improves fabrication reliability and decreases
surface roughness, potentially reducing the intrinsic waveguide loss. Ultimately,
higher etching selectivity and improved control over the fabrication process can be
achieved by using intermediate hard masks [206].

An alternative approach to absorptive GaAs layers for surface layer protection
may be chemical passivation by sulfur and deposition of Al2O3 [279]. Chemical
passivation of the surface layers can also reduce surface charge noise and free carrier
absorption losses [46,270]. Selectively, etching away the p-doped layer from the sur-
face can further reduce the free-carrier absorption and suppress the Franz–Keldysh
effect of built-in fields [46]. However, the increased electroabsorption may be
exploitable for realizing Franz–Keldysh effect-based high-speed, high-efficiency
on-chip photodetectors [272].

As the first generation of ultra-thin membrane heterojunction for GaAs QDs,
the presented heterojunction does not feature a tunnel barrier [107, 260, 281] for
deterministic spin-photon interfaces with quantum dots [12]. The functionality
of a tunneling barrier has been demonstrated in high performance as GaAs bulk-
samples [27] but has yet to be adapted into the ultra-thinmembrane layout. However,
for future-generation devices, n-i-n+ type of heterojunction layouts [280] may
provide an alternative route. An n-i-n+ heterojunction layout allows for high-speed
tunable platforms [280] and may allow re-design of the layout within the limitations
of an ultra-thin membrane free of p-doped layers.

Integrating multiple quantum dots in photonic circuits [329] paves a way to-
wards scaling up to multiple coherent single photon sources. At the same time,
the combination with QD’s spin degree of freedom leads to multiphoton entan-
glement for large-scale quantum computations. Further interfaces between GaAs
QDs and quantum memories based on Rubidium atomic ensembles [330] or Tm3+-
doped crystals [331] shows a route to the realization of quantum networks and
device-independent quantum key distribution [332, 333].
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A.I Supportive Information and Theory for the Numerical Study on Chiral
Light-Matter Interfaces in Photonic Waveguides

This appendix is supplementary to chapter 5.

A.I.1 Photonic Crystals Parameters

All PhCWs’s parameters can be re-scaled with the crystal lattice constant 𝑎. For
numerical implementation, it has been set: a lattice constant of 𝑎 = 266 nm, a
membrane thickness of ℎ = 170 nm, the refractive index of the high-index membrane
of𝑛1 = 3.4638 and in the surrounded by vacuum of𝑛2 = 1, representing a GaAs-based
platform in cryogenic conditions (𝑇 = 4 K) [269].

For the W1 have a hole radius of 𝑟/𝑎 = 0.3 is assumed. For the GPW the proposed
design parameters [17] are assumed. The center hole-to-hole distance is𝑑 = 0.75

√
3 𝑎.

The radii 𝑟𝑖 and outwards position shifts 𝑙𝑖 of the first four rows of index 𝑖 of air
holes are 𝑟1/𝑎 = 𝑟2/𝑎 = 0.35, 𝑟3/𝑎 = 0.24, 𝑟4/𝑎 = 0.3, and 𝑙1/𝑎 = 0, 𝑙2/𝑎 =

√
3/8,

𝑙3/𝑎 =
√

3/10, 𝑙4/𝑎 =
√

3/20. The other rows are not shifted in position and have
a hole radius identical to the fourth hole row radius 𝑟4. The latter is identical to a
W1’s hole radii of 𝑟/𝑎 = 0.3. The topological photonic insulator’s unit cell (BIW and
ZIW) consists of two holes of radius of 𝑟1/𝑎 = 0.105 and 𝑟2/𝑎 = 0.235, resembling an
experimental implementation of a chiral light-matter interface [78].

A.I.2 FEM calculations settings, Bloch mode normalization, group index, and mode width
calculations

Numerical finite element calculations (FEMs) are performed to determine the
PhCW’s Bloch modes and eigenvalues. The PhCWs are systems of mixed dielectric
media for which the steady state solutions of the Maxwell equations is computed,
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Figure A.1: Schematic of the waveguide center region of
the PhCWs’s supercells and their parameters for the sim-
ulations, as discussed in the text. Each photonic crystal
border lines are highlighted in color. Hole radii are indi-
cate in grey. The GPW’s photonic crystal is deformed
from theW1 in the PhCW’s center region as discussed in
the text. The deformation parameters are indicated and
labeled in grey. The lattice vectors (photonic crystal’s
unit cells) are indicated for the W1 and the topological
waveguides in a solid black (white dashed) line. The
ZIW’s and BIW’s photonic crystals have the same unit
cell and lattice vectors but their interface follows along
different directions.

which resemble linear Hermitian eigenvalue problems [165], by using the commercial
software COMSOL Multiphysics.

For each type of PhCW, a supercell of the one-dimensional periodic structure
was studied using periodic boundary conditions (PBC). With a perfect magnetic
conductor (PMC) plane, aligned with the reflection symmetry plane of the waveg-
uides the numerical complexity is simplified limiting the study to transverse electric
(TE) modes only. This takes the in-plane electric dipole moments of QEs suitable
for chiral light-matter interaction [5] and TE-like mode profiles of the discussed
PhCWs into account [17, 65, 165]. The simulated volume was restrained by perfectly
matched layers (PML) below the membrane and each side of the PhCWs. The
distance between the waveguide center and the PML below the membrane and on
the sides of the PhCWs was chosen to achieve negligible mode leakage into the PML
with a width of 12

√
3𝑎 on each side. Numerical convergence was tested sweeping

the maximal element size of the mesh grid the Master’s equation was solved for.
This resulted in a tetrahedral mesh with a locally maximal element edge length
of 1/10 of the minimal distance between any local interface of differing dielectric
constants.

A right-handed Cartesian coordinate system is defined with 𝑥 being aligned
with direction of propagation in the waveguide, 𝑦 pointing into the plane of the 2D
photonic crystal and 𝑧 pointing out of plane, i.e., normal to the membrane.

The 𝑘-space of the PhCW has been sampled in increments of Δ𝑘 = 0.003 · 2𝜋/𝑎.
The electric e𝑛,𝑘 (r) Bloch modes (with magnetic field h𝑛,𝑘 (r)) and eigenfrequncies
𝜈𝑛,𝑘 = 𝜔𝑛,𝑘 (𝑘)/2𝜋 of each Bloch mode 𝑛 of wavenumber 𝑘 are computed. For clarity,
the mode index is omitted in the following. Solutions in the light cone are omitted.
The Bloch modes satisfy the normalization by:∫

V𝑠

𝑑r


e𝑘 (r)

2

𝜖 (r) = 1, (A.1)

where


e𝑘 (r)

 is the norm of the electric field of the Bloch mode and 𝜖 = 𝑛2 is the

dielectric constant. The group index for each mode 𝑛𝑔 (𝜔𝑘 ) = 𝑐 d
d𝑘𝜔𝑘 is determined
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using the Hellmann-Feynmann theorem [161]:

𝑛𝑔 (𝜔𝑘 ) =
2𝑐 (𝑈e,𝑘 +𝑈h,𝑘 )���∫V𝑠
𝑑r Re(e∗

𝑘
(r) × h𝑘 (r))

��� , (A.2)

where 𝑐 is the speed of light, V𝑠 is the total super cell volume, and 𝑈e,𝑘 (𝑈h,𝑘 ) is the
time averaged electric (magnetic) field energy.

A characteristic modewidthmeasure𝑤𝑘 is defined to be the volume integral of the
electric energy density 𝑢e,𝑘 (r) (magnetic 𝑢h,𝑛,𝑘 (r) density) and evaluated. The mode
widthmeasure𝑤𝑘 is assigned implicitly by the volumeV𝑤 =

{
r ∈ V𝑠 : −𝑤𝑘 < r × 𝑦 < 𝑤𝑘

}
such that the time-averaged field energy inside the integration volume V𝑤 is 1/𝑒 of
the time-averaged field in the entire supercell volume V𝑠 :∫

V𝑤

dr
𝑢e,𝑘 (r) + 𝑢h,𝑘 (r)
𝑈e,𝑘 +𝑈h,𝑘

=
1
𝑒
, (A.3)

where 𝑢e,𝑘 (r), 𝑢h,𝑘 (r) are the electric and magnetic field energy density andV𝑤 ={
r ∈ V𝑠 : −𝑤𝑘 < r × 𝑦 < 𝑤𝑘

}
is the effective mode volume.

Figure A.2: Characteristic mode width
𝑤𝑛 as a function of the group index
𝑛𝑔 (𝜔𝑛,𝑘 ) of all band-gap modes of the
BIW, ZIW and the selected modes of the
GPW and W1 for comparison. The data
points are connected along their individ-
ual wavenumber 𝑘 . The dashed lines cor-
respond to the modes of the ZIW which
are not considered for a chiral-light inter-
face due to their extreme mode widths.

The tight confinement of the GPW stems from the modified hole radii and
position, and themodification of the space between the photonic crystals. The BIW’s
and ZIW’s modes vary drastically in their characteristic mode width compared to
topological trivial PhCWs and deviate clearly from the trend of increasing mode
volume with increasing group index as observed for the W1. The GPW’s lower
frequency modes deviates from this trend only slightly.

A.I.3 Incoherent backscattering power-loss factor caused by structural disorder

Beyond intrinsic losses of the dielectric medium, guided modes of PhCW experience
further losses, which arise from photon-scattering. In the most general case, a
guided mode of a PhCW experiences out-of-plane losses (scaling with 𝑛𝑔) and in-
plane scattering losses into bulk modes and reverse propagation modes (scaling
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Figure A.3: Inelastic mean-free path
𝐿back,𝑘 =

〈
𝛼back,𝑘

〉−1 sweeping the corre-
lation constant 𝑙𝑝 and keeping the de-
formation parameter 𝜎 = 3 nm con-
stant for chosen modes representing min-
imal backscattering fullfilling the require-
ments of: (a) providing Purcell enhance-
ment 𝐹 = 1 and a directionality|𝐷 | = 0.99
in locations being separated from hole
by 𝛿 within the high-index regions of
the vertical symmetry plane S𝑐 (see Ap-
pendix A.I.5) and (b) providing a Purcell
enhancement 𝐹 = 10 and providing the
highest direcionality 𝐷max accessible for
each PhCW within the same position re-
strictions as in (a). The inlet shows a
schematic of the stastical hole deforma-
tion parameters. A hole is deformed by
a dent of amplitude 𝜎 over a correlation
length 𝑙𝑝 .

with 𝑛2
𝑔) [219]. For sufficiently large group indices, the out-of plane can be neglected.

Scattering into bulk modes can be suppressed by lifting the frequency region of
interest away from the bulk by choice of the lattice parameters and by photonic
band engineering [204,211,246]. Furthermore, the single-mode operation of a PhCW
can also be achieved by photonic band engineering [65, 74, 175]. Yet, in contrast to
systems with broken TRS, backscattering losses in systems obeying TRS cannot be
eliminated due to the guaranteed double degeneracy of the modes in forward (𝑘) and
backwards propagation (−𝑘) (1). Consequently, backscattering between these two
modes is allowed. While there are indications of a potentially exploitable advantage
of topological waveguides to be less sensitive to defects of the same symmetry
group as the corresponding Hamiltonian [65, 79], backscattering is assumed to be
caused by isotropic fabrication induced disorder in good agreement with theory
and experiment [219]. As discussed in section 5.3, the single-event backscattering
regime is assumbed, as is typical for relatively short waveguides [224].

The ensemble average ⟨𝛼back⟩ of the fabrication disorder-induced single-event
incoherent backscattering power loss per unit cell 𝛼back can be calculated semi-
analytically using the slowly varying surface approximation [219, 334]. For a short
W1 (< 100 µm) and group index of about 𝑛𝑔 < 22, 𝛼back is the backwards reflections
loss described by the Beer-Lambert relation [221]. For higher group indices or longer

(1) In all-dielectric media light propagation is described by Maxwell’s equations obeying time-reversal
symmetry. In that regard the overall performance of the discussed chiral interfaces for a given
diretionality 𝐷 is identical to a directionlity −𝐷 .
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waveguides, the Beer-Lambert relation overestimates the backwards reflections for
long waveguides due to multiple-scattering. In the multiple-scattering regime the
effective losses per unit cell decreases to 𝛼eff

back = 𝛼rad
√︁

1 + 2𝛼back/𝛼rad where 𝛼rad is
radiative loss [221]. For our discussion, PhCWs of minimal length are assumed to
form a chiral light-matter interface to achieve minimal losses. Therefore, multiple-
scattering events are omitted. PhCWs as short as 10 unit cells are sufficient for high
quality light-matter interfaces [223]. Out-of-plane scattering losses are neglected,
taking the scaling only linear in 𝑛𝑔 into account [221].

Furthermore, multi-mode scattering is neglected as discussed in the main text
and therefore find the backscattering power loss factor per unit cell by adaption
from [225] to be:

𝛼back,𝑘 =
𝑎2𝜔2

𝑘
𝑛2
𝑔 (𝜔𝑘 )

4

×
∬

drdr′Δ𝜖 (r) Δ𝜖 (r′)

×
[
e∗
𝑘
(r) · p∗

𝑘
(r)

] [
e𝑘 (r′) · p𝑘 (r′)

]
× exp

(
𝑖2𝑘 (𝑥 − 𝑥 ′)

)
, (A.4)

where Δ𝜖 (r) describes the difference of the dielectric function between the ideal
and disordered structure and p𝑛,𝑘 is the polarization density:

p𝑘 (r) =
(
e𝑘,∥ (r) + 𝜖 (r)

d𝑘,⊥(r)
𝜖1𝜖2

)
𝛿 (r − r′), (A.5)

where e𝑘,∥ is the electric field components of the Bloch mode parallel to interfaces of
changing dielectric constants 𝜖1 = 𝑛

2
1 and 𝜖2 = 𝑛2

2 and d𝑘,⊥ is perpendicular electric
displacement fields. This disorder form satisfies the correct boundary conditions at
the hole interface.

In-plane hole deformation of Δ𝑅 of the holes is assumbed to be the dominant
source of scattering in good agreement with theory and experiment [221, 234].
Thus Δ𝜖 (r) is only non-zero at the hole walls. With air hole indices 𝛼 and the
corresponding hole’s Radius 𝑅𝛼 , the change of the dielectric function is:

Δ𝜖 (r) = (𝜖2 − 𝜖1) Θ
(
ℎ

2
−|𝑧 |

) ∑︁
𝛼

Δ𝑅
(
𝜙 (ρ,ρ𝛼 )

)
× 𝛿

(
𝑅𝛼 − |ρ − ρ𝛼 |

)
, (A.6)

where ρ, ρ𝛼 are the in-plane vectors to r and the hole center position of hole 𝛼 , and
where 𝜙 is the angular coordinate of the position r in the cylindrical coordinate
system centered in the hole 𝛼 , so that

𝜙 (ρ,ρ𝛼 ) = arctan

(
ρsin

(
𝜙
)
− ρ𝛼sin

(
𝜙𝛼

)
ρcos

(
𝜙
)
− ρ𝛼cos

(
𝜙𝛼

) ) . (A.7)
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Disorder between different air holes 𝛼𝑖 and 𝛼 𝑗 are assumed to be uncorrelated
for 𝑖 ≠ 𝑗 but to be perfectly correlated within each air hole in the cylindrical axis
direction. This assumption takes the statistical functions determined by imaging
of photonic crystal slabs into account [227]. The disorder correlation between two
points of the sidewall is〈

Δ𝑅
(
𝜙

)
Δ𝑅

(
𝜙 ′

)〉
= 𝜎2exp

©­­«
−𝑅𝛼

���𝜙 − 𝜙 ′
���

𝑙𝑝

ª®®¬
× 𝛿 (𝛼, 𝛼 ′). (A.8)

Thus, the ensemble averaged incoherent disorder-induced backwards scattering
power loss per unit cell in the single-scattering event approximation omitting mutli-
mode scattering is then:〈

𝛼back,𝑘
〉
=

∑︁
𝛼

𝑎2𝜔2
𝑘
𝑛2
𝑔 (𝜔𝑘 )𝜎2

4
(𝜖2 − 𝜖1)2

×
∬

drdr′Θ
(
ℎ

2
−|𝑧 |

)
Θ

(
ℎ

2
−
��𝑧′��)

× 𝛿
(
𝑅𝛼 − |ρ − ρ𝛼 |

)
×

[
e∗
𝑘
(r) · p∗

𝑘
(r)

] [
e𝑘 (r′) · p𝑘 (r′)

]
× exp

©­­«
−𝑅𝛼

���𝜙 − 𝜙 ′
���

𝑙𝑝
+ 𝑖2𝑘 (𝑥 − 𝑥 ′)

ª®®¬ . (A.9)

This formalism recovers the approximate backscattering scaling quadratic in
the group index. However, the backscattering is highly dependent on the PhCW’s
morphology by means of the intensity profile at the air-hole walls, and the Bloch
modes change as a function of frequency and 𝑘 [224]. Mode profiles with high field
strengths at a large number of holes show high backscattering losses. Similarly,
small holes are associated with larger backscattering losses due to the 𝑅𝛼/𝑙𝑝-term,
as they occur in the third row of holes in the GPW and the throughout the BIW’s
and the ZIW’s photonic crystals.

While all WG scale quadratrically in 𝜎 the effect of 𝑙𝑝 is non trivial, depending
on the hole-sizes and the field amplitude at the air-hole interfaces. However, the
influence of the backscattering parameters seems to be low and affects all PhCWs
similarly as shown in figure A.I.3 where the inelastic mean-free path 𝐿back,𝑘 =〈
𝛼back,𝑘

〉−1 is shown. Thus, the choice of the correlation length and the deformation
strength do not influence the choice of the waveguide topology significantly.

A.I.4 Backscattering and Purcell enhancement scaling in the group index

Upon re-normalization of the Purcell enhancement and of the mean free path by
their inverse explicit group index dependence, the significance of the dispersion
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of the mode profiles and their polarization is revealed. Variations in the mode
dependence of the re-normalized enhancement (mean free path) are observed to
vary up to a factor 4 (20) throughout the full 𝑘-space outside the light cone. For
identical group index the implicit group index dependence is taken into account. Still,
variations in the mode profile dependence of the re-normalized enhancement (mean
free path) are found and vary up to a factor 4 (9). The mode profile dependence
of both properties does not correlate among different PhCW and their relative
dependence is highly dispersive.

Figure A.4: (a) Re-normalized maximal
Purcell enhancement 𝐹max

σ±,𝑘
/𝑛𝑔 within

the high-index regions of the vertical
symmetry plane S𝑐 (see Appendix A.I.5)
and (b) re-normalized mean free path
𝐿back,𝑘𝑛

2
𝑔 . The solid lines connect modes

along the wavenumber 𝑘 while the
dashed lines indicate regions of diver-
gence. The non-trivial dispersion of the
re-normalized Purcell enhancement and
the re-normalized mean free path indi-
cate the significance of the dispersion of
the mode profiles and their polarization.

A.I.5 Areas of Purcell enhancement and directionality

In order to compare the PhCWs’ performances as quantum emitter based chiral
light-matter interfaces, the maximal propagation length 𝐿back,𝑛,𝑘 is compared under
free choice of the mode and free choice of wavenumber 𝑘 , for which a non-zero area
of a minimal directionality 𝐷 and Purcell enhancement 𝐹 can be obtained. The free
choice of wavector 𝑘 and mode 𝑛 means to tune the PhCW optimally to resonance
with the QE by tuning the lattice parameters(2). However, for a realistic platform,
two more restrictions of QE positioning are taken into account. State-of-the art
fabrication techniques only allow for placing QE only at certain minimal distance

(2) For photonic crystals there is no fundamental constant with the dimension of length since the
master equation in dielectric media is scale invariant. A quantum emitter can be brought in resonance
with a mode of wavenumber 𝑘 by scaling the lattice constant 𝑎.
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𝛿min from any air-hole wall interface and only with a certain positioning accuracy
𝛿acc.

Figure A.5: Maximal area F of all modes for minimal directionality amplitude |𝐷 | and minimal Purcell
enhancements 𝑃 in the high index material area given by Smin, not limiting the associated group
index or backscattering losses.

Experimentally, the minimum air hole distance has been estimated for near-
infrared InGaAs QDs to be about 𝛿min = 30 nm [233]. This restriction of positioning
QDs is takenmathematically into account by only considering points in themanifold
Smin, defined as all points of the symmetry plane of the high index material S𝑐 that
have a minimal distance 𝛿min to any air hole:

Smin(𝛿min) =
{
r ∈ S𝑐 : ∥ρ − ρ𝛼 ∥ ≥ 𝑅𝛼 + 𝛿min

}
, (A.10)

where S𝑐 is the high index material region of the PhCWs vertical symmetry plane of
the supercell, and ρ (ρ𝛼 ) is the in-plane vector to r (the center of hole with index 𝛼).

The area 𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) of a minimal directionality 𝐷𝑘 (r) > |𝐷 | and Purcell
enhancement 𝐹σ±,𝑘 (r) > 𝐹 per supercell considering the QD positioning restriction
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given by 𝛿min is:

𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) =
∫
S(𝛿𝑚𝑖𝑛 )

dr

× Θ
(
𝐹σ+,𝑘 (r) − 𝐹

)
× Θ

(
𝐷𝑘 (r) −|𝐷 |

)
, (A.11)

where Θ is the Heaviside step function.

In figure A.5 shows the maximal areas 𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) for a Purcell enhancement
𝐹 and Directionality 𝐷 under free choice of the mode and the wavenumber 𝑘 .

F = max𝑘 {𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min)}. (A.12)

The W1 to shows large areas for high Purcell enhancements but due to its pre-
dominately linear polarization throughout the 𝑘-space, it does not allow for Purcell
enhancements and high directionality for 𝐹 > 3. The ZIW is very similar to the
W1 in this regard, although the areas 𝐴 are for all pairs 𝐷, 𝐹 at least an order of
magnitude smaller. The GPW and BIW seem to be similar. However, for areas as of
|𝐷 | > 0.9 (|𝐷 | < 0.9) the GPW (BIW) offers more area for most pairs 𝐷, 𝐹 . The BIW
is the only PhCW allowing for QE interfaces with significant directionality and the
highest Purcell enhancement of 𝐹 > 20.

The QE positioning accuracy 𝛿acc is taken into account by only considering areas
𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) large enough to place a QD within the minimum area 𝐴𝑚𝑖𝑛 (𝛿acc) =
𝜋𝛿2

acc. The precision of placing a InGaAs QD in a photonic structure is estimated to
be about 𝛿acc = 40 nm [233].

Taking both fabrication limitations into account, the maximal propagation length
𝐿max

back(𝐹,|𝐷 |) under free choice of the wavenumber 𝑘 and free choice of the mode
is assessed for which there is an area 𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) > 𝐴min(𝛿acc) of a minimal
directionality amplitude 𝐷𝑘 (r) > |𝐷 | and minimal Purcell enhancement 𝐹σ±,𝑘 (r) >
𝐹 and satisfying the QE positioning limitations into account as:

𝐿max
back(|𝐷 | , 𝐹 , 𝛿min, 𝛿acc) =

max𝑘 {𝐿back,𝑘 :
𝐴𝑘 (|𝐷 | , 𝐹 , 𝛿min) > 𝐴min(𝛿acc)}. (A.13)

The conditional maximal propagation length 𝐿max
back(|𝐷 | , 𝐹 , 𝛿min, 𝛿acc) in is displayed

in figure 5.4.

A.I.6 Modes for highest photon number rates

The modes for maximal photon number rate Φ𝐿/𝑅/𝛾0
𝐿/𝑅 are for a directionallity

|𝐷 | = 0.99 and minimal losses as a function of the Purcell enhancement F are
highlighted in figure A.I.6. The discreet sampling of the 𝑘-space allows only for
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discreet evaluation of the optimal mode with optical enhancement to loss-ratio.
Particularly, for high enhancements involving high group indices, the finite sampling
of the 𝑘-space limits the resolution of the optimal enhancement to loss ratio.

Figure A.6: Band diagram of the (a) GPW and
(b) BIW showing only the light cone, the bulk
bands and the relevant modes for which the
photon number rate Φ𝐿/𝑅/𝛾0

𝐿/𝑅 is maximal,
desiring a directionality of |𝐷 | = 0.99 and min-
imal losses. Each point shown corresponds to
a different optimal Purcell enhancement.

For increasing enhancement desired, the group index increases monotonously.
When increasing the enhancements for the BIW the wavenumber 𝑘 monotonously
increases as well. For the BIW only modes of the upper band are optimal. In the case
of the GPW the upper band shows less losses for the same group index compared
to the lower band. However, the lower bands exceeds the upper bands maximal
group index and thus its maximal accessible enhancement. Consequently, modes of
the lower band with high losses are to be utilized above a certain desired Purcell
enhancement.
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A.II Wafers, Samples and Fabrication Recipe

This appendix provides supplementary information about the wafer layouts, sample
layouts and the fabrication recipes.

Wafer B15280 - with Droplet-Epitaxy-Grown GaAs QDs

Material Thickness (nm) Doping (cm3)
GaAs 4 𝑁𝑝 = 1019

Al0.15Ga0.85As 16 𝑁𝑝 = 1019

Al0.15Ga0.85As 5 𝑁𝑝 = 1018

Al0.15Ga0.85As 50 intrinsic
GaAs 0.94 intrinsic
AlAs 0.33 intrinsic

Al0.15Ga0.85As 15 intrinsic
Al0.15Ga0.85As 13 intrinsic
Al0.15Ga0.85As 5 intrinsic
Al0.15Ga0.85As 25 𝑁𝑛 = 1018

Al0.15Ga0.85As 15 𝑁𝑛 = 1019

Al0.15Ga0.85As 6 intrinsic
GaAs 3.18 intrinsic
GaAs 0.56 intrinsic
GaAs 0.28 intrinsic

Al0.75Ga0.25As 25 intrinsic
AlAs 0.28 intrinsic

GaAs/Al0.75Ga0.25As/AlAs 36x(0.28/24.58/0.14) intrinsic
GaAs 0.14 intrinsic

Al0.75Ga0.25As 25 intrinsic
GaAs 4 intrinsic

Al0.15Ga0.85As 53 intrinsic
AlAs 67 intrinsic

AlAs/Al0.15Ga0.85As 14x(67/57) intrinsic
Al0.15Ga0.85As 57 intrinsic
GaAs/AlAs 16x(1.3/2.8) intrinsic

GaAs 100 intrinsic
GaAs Substrate intrinsic

Table A.1: Wafer B15459 growth layout. Based on a (100) GaAs wafer. The red (blue) highlighted layers
are the p-doped (n-doped) layers. The etching- and filling layer is highlighted in green. The yellow
layer is the GaAs capping layer on the membrane face towards the substrate.
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Wafer B15459 - with Droplet-Epitaxy-Grown GaAs QDs

Material Thickness (nm) Doping (cm3)
GaAs 4 𝑁𝑝 = 8 · 1018

Al0.15Ga0.85As 20 𝑁𝑝 = 8 · 108

Al0.15Ga0.85As 5 𝑁𝑝 = 1.7 · 1018

Al0.15Ga0.85As 2 intrinsic
Al0.34Ga0.66As 49 intrinsic

GaAs 1.8 intrinsic
AlAs 0.37 intrinsic

Al0.34Ga0.66As 13 intrinsic
Al0.15Ga0.85As 20 intrinsic
Al0.15Ga0.85As 25 𝑁𝑛 = 2 · 1018

Al0.15Ga0.85As 15 𝑁𝑛 = 8 · 1018

Al0.15Ga0.85As 6 intrinsic
GaAs 4 intrinsic

Al0.75Ga0.25As 950 intrinsic
GaAs 4 intrinsic

Al0.15Ga0.85As 53 intrinsic
AlAs 67 intrinsic
AlAs 67 intrinsic

Al0.33Ga0.67As/AlAs (14x) 57/67 intrinsic
Al0.15Ga0.85As 57 intrinsic

GaAs 1.27 intrinsic
GaAs/AlAs (16x) 1.27/2.8 intrinsic

GaAs (10x) 1.27 intrinsic

Table A.2: Wafer B15280 growth layout. Based on a (100) GaAs wafer. The red (blue) highlighted
layers are the p-doped (n-doped) layers. The etching- and filling layer is highlighted in green. The
yellow layer is the GaAs capping layer on the membrane face towards the substrate.

A.II.1 Wafers Layouts

This section provides the relevant wafer layouts.
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Wafer B14769 - with Stranski-Krastanov InGaAs QDs

Material Thickness (nm)
GaAs 77
InAs -
GaAs 2.8
GaAs 78.2

Table A.3: Wafer B14769 growth layout.

A.II.2 Sample Layouts

This section provides supplementary information about the sample layouts.

Sample B15459-A

Figure A.7 is a schematic of the electron beam write fields and the electronic con-
nections of sample B15459A.
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Figure A.7: Schematic overview of the electrical contacts of the electron-beam writing fields of sample
B15459-A. The writing fields are labeled in the format (𝑥, 𝑦), where 𝑥 is the column, and 𝑦 is the row.
All writing fields of each column share two pairs of electronic connections. The electronic connections
are noted in the format C𝑥 , where 𝑥 is the index. Colored squares denote the positive electronic
connectors of a column, whereas black squares denote negative electronic connectors. Example: Write
field (3, 5) is electronic connected by the contact pairs C3 + C4 and C13 + C14, where C3 and C14 are
negative electronic connectors. Only one contact pair is contacted by wire-bonding.
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Table A.4 gives an overview of the photonic devices in each write field.

Devices Column 1: Column 2: Column 3: Column 4: Column 5:
Row 5: W1A W1A W1A W1A W1A
Row 4: NB NB NB NB NB
Row 3: GPW GPW GPW GPW GPW
Row 5: W1B W1B W1B W1B W1B
Row 1: SSW1 SSW1 SSW1 SSW1 CoCW

Table A.4: Overview of the photonic devices in each electron-beam writing field on sample B15459A.
W1A and W1B are W1-type PhCWs of different parameter sets. CoCW refers to concentric nanobeam
waveguides. Column 5 is not electrically contacted with any gate.

W1 waveguides are labeled by W1(𝑥,𝑦 )𝑎,𝑟 , where (𝑥, 𝑦) identifies the writing field,
and 𝑎, 𝑟 provide the photonic lattice parameters of lattice constant 𝑎 and hole radii
𝑟 . In the rows of index 5 are W1 with the lattice parameters of set 𝐴 arranged as
shown in table A.5.

𝑟 ,𝑎 (nm) Column 1: Column 2: Column 3: Column 4: Column 5:
Row 1 36,203 36,204 36,206 36,208 36,210
Row 2 35,203 35,204 35,206 35,208 35,210
Row 3 34,203 34,204 34,206 34,208 34,210
Row 4 33,203 33,204 33,206 33,208 33,210
Row 5 32,203 32,204 32,206 32,208 32,210
Row 6 31,203 31,204 31,206 31,208 31,210
Row 7 30,203 30,204 30,206 30,208 30,210
Row 8 29,203 29,204 29,206 29,208 29,210
Row 9 28,203 28,204 28,206 28,208 28,210

Table A.5: Look-up table for the parameters of W1 waveguides of parameter set A (W1A) and their

position in a write field. Devices are referred to as W1(𝑥,𝑦 )𝑎,𝑟 . The first index in this table is the hole
radius 𝑟 in nm, the second the lattice constant 𝑎 in nm.
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A.II.3 Nanofabrication Recipes

This section provides supplementary information about the nanofrabication recipes.

Recipe of Sample B15459-A and Sample B15280-C

Step 1 - Chip Preparation

• Cleave a ≈ 10mmx10mm GaAs chip.

• 2min sonication in acetone.

• Flush by IPA and nitrogen.

Step 2 - MESA layer

• Spin-coat CSAR9 at 4000 RPM for 1min

• Bake on hot plate at 185◦C for 1min. The final thickness is around 220 nm.

• Electron beam (Ebeam) exposure with Elionix F125. Settings: current 60 nA. ,
dose 220 µC/cm2, pitch 40.

• Develop in n-amylacetate at room temperature for 1min. Rinse 10 s in IPA.
Nitrogen blow dry.

• RIE etching in BCl3/Ar (5:10). RF power 43W, 20mTorr. Time depends on the
etch depth. Approximately 110 nm deep of GaAs, which can be monitored with
end-point detection (around 1 and 1/4 period).

• Strip residual resist in hot NMP (70◦C) for 10min, room temperature NMP for
2min, rinse in IPA and nitrogen blow dry.

• Measure the etch depth with the profilometer.

Step 3 - n-type contacts

• Dehydrate sample at 185◦C on a hot plate for 5min.

• Spin-coat CSAR13 at 2000 RPM for 1min (recipe 2 in spinner).

• Bake on hot plate at 185◦C for 1min.

• Ebeam exposure with Elionix F125 Settings: current 20 nA, dose 250 µC/cm2,
pitch 20.

• Develop in n-amylacetate at room temperature for 1min. Rinse 10 s in IPA.
Nitrogen blow dry.

• Descum in oxygen plasma (100W, 1min).

• Deoxidation H3PO4:H2O (1:5) for 2min. Rinse 1min in MQ water. Nitrogen
blow dry.

• Evaporate Ni/Ge/Au/Ni/Au n-type contact to GaAs (5/40/60/27/150 nm) using
the e-gun.

• Lift-off in 1,3-dioxolane for 5min. Sonicate for 1min at 80 kHz at 50% of the
power. Then repeat this again (1,3-dioxolane for 5min and sonication for 1min).
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• Finally flush in IPA and blow dry.

• Rapid thermal anneal at 420◦C.

Step 4 - p-type contacts

• Dehydrate sample at 185◦C on a hot plate for 5min.

• Spin-coat CSAR13 at 2000 RPM for 1min.

• Bake on hot plate at 185◦C for 1min.

• Ebeam exposure with Elionix F125. Settings: current 5 nA, dose 250 µC/cm2,
pitch 10.

• Develop in n-amylacetate at room temperature for 1min. Rinse 10 s in IPA.
Nitrogen blow dry.

• Descum in oxygen plasma (100W, 1min).

• Deoxidation H3PO4:H2O (1:20) for 2min. Rinse 1min in MQ water.

• Evaporate Cr/Au p-type contact to GaAs (50/150 nm) using the e-gun.

• Lift-off in 1,3-dioxolane for 5min. Sonicate for 1min at 80 kHz at 50% of the
power. Then repeat this again (1,3-dioxolane for 5min and sonication for 1min).
Finally flush in IPA and blow dry.

• No need to anneal. Test impedance and sheet resistance.

Step 5 - Shallow Etch Gratings

• Dehydrate sample at 185◦C on a hot plate for 5min.

• Spin-coat CSAR9 at 4000 RPM for 1min.

• Bake on hot plate at 185◦C for 1min.

• Ebeam exposure with Elionix F125. Settings: current 1 nA, dose 250 µC/cm2,
pitch 4

• Develop in n-amylacetate at −5◦C (prepare cold plate in advance for at least
40min) for 40 s. Rinse 20 s in IPA. Nitrogen blow dry.

• RIE etching in BCl3/Ar (5 : 10). RF power 43W, 20 mTorr. Time depends on
the etch depth. Approximately 90 nm deep of GaAs, which can be monitored
with end-point detection (around 1 period).

• Strip residual resist in hot NMP (70◦C) for 10min, room temperature NMP for
2min, rinse in IPA and nitrogen blow dry.

• Measure the etch depth with the profilometer.

Step 6 - Photonic Devices

• Dehydrate sample at 185◦C on a hot plate for 5min.

• Spin-coat ZEP at 3500 RPM for 1min (recipe 2 in spinner). The thickness should
be around 400 nm.

• Bake on hot plate at 185◦C for 5min.
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• Ebeam exposure with Elionix F125 (Suggested settings for waveguides: current
1 nA, dose PhC: 450 µC/cm2, pitch 4. For PhC: current 1 nA, dose 310 µC/cm2,
pitch 4.)

• Develop in n-amylacetate at −5◦C (prepare cold plate in advance for at least
40min) for 1min. Rinse 10 s in IPA. Nitrogen blow dry.

• ICP etching in BCl3/Cl2/Ar (3:4:25). RF power 43W, ICP power 300, 4.7 mTorr,
ended by end-point detector. The etching time is around 50 s, while the etch
depth in EPD is ≈ 270 nm by simulation but 249 nm is measured.

• Strip residual resist in hot NMP 70◦C for 10min, room temperature NMP for
2min, rinse in IPA and nitrogen blow dry.

Step 7- Hydrogen Fluoride Etching

• Put the chip in plastic boat, wet etch in 5% HF for 45 s, and rinse in MQ water
for 10 s/1.5min/3.5min/1.5min. Then clean in H2O2 for 1min and MQ water
for 10 s/1.5min/3.5min/5min. Finally in H3PO4:H2O (5 : 50) for 1min and MQ
water for 10 s/1.5min/3.5min/5min

• Put the boat in a medium-sized plastic beaker with 10mL MQ water. Hold it
by tweezer and pour in IPA from the beaker sidewall gently

• Transfer the boat to 4 more beakers of IPA (3min each) and remove the boat
in the second beaker

• Move the sample in the critical point dryer holder filled with IPA. Load in the
CPD and dry with recipe MemsTest2 (≈ 2 h).
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A.II.4 Electric Properties

This section provides supplementary information about the electric properties of
sample B15459-A.

Charge State Identification
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Figure A.8: The photoluminescence emitted by QD2 as a function of the gate voltage𝑈B (positive gate
voltage indicates a forward bias) under quasi-resonant excitation (𝜆L = 784.85 nm) in a logarithmic
color map. The wavelength is resolved by a spectrometer and the intensity measured on a CCD-camera.
The emission spectrum shows several plateaus corresponding to different charge states of the quantum
dot. The spectrally shifted parallel transitions (copies) can be observed.
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Diode Properties
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Figure A.9: Electric fields 𝐹𝑧 (solid green line), donor number density 𝜌𝑛 (solid blue line), and acceptor
density 𝜌𝑝 (solid red line) of wafer B15459, calculated using a one-dimensional Poisson equation solver,
assuming perfect ohmic contacts to the p-type and n-type layers for a bias voltage of a) 𝑈B = 0 V and
b) 𝑇 = 𝑈B = 1.4 V at 𝑇 = 30 K. GaAs layers are shaded as gray and Al15Ga0.85As layers are shaded as
white backgrounds. Overlayed colored shading indicates the doping levels with acceptors (red) and
donors (blue).

DC-Stark Tuning

The depletion length of a 𝑝-𝑛 junction is described by [335]:

𝑥𝑛 =

√︄
2𝜖0𝜖r

𝑞

𝑁a

𝑁d

1
𝑁a + 𝑁d

𝑈0, (A.14)
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and

𝑥𝑝 =

√︄
2𝜖0𝜖r

𝑞

𝑁d

𝑁a

1
𝑁a + 𝑁d

𝑈0, (A.15)

where 𝜖r (𝜖0) is the relative dielectric (vacuum) permittivity, 𝑞 is the electron charge,
𝑁d (𝑁a) is the donor (acceptor) charge density, and𝑈0 is the built-in voltage. Taking
the width of the intrinsic layer where 𝑑𝑖 = 83 nm (excluding the deoposited GaAs
and AlAs for QD formation), the bias voltage𝑈𝐵 , and the thermal mobility of the
charge carriers near the edges of the depletion region into account, the depletion
region width of a 𝑝-𝑖-𝑛 junction is [335]:

𝑑dl = 𝑑𝑖 +

√︄
2𝜖0𝜖r

𝑞

𝑁d + 𝑁a

𝑁d + 𝑁a

(
𝑈0 −𝑈B − 2𝑘B𝑇

𝑞

)
, (A.16)

where 𝑇 is the temperature and 𝑘B is the Boltzmann constant. The electric field 𝐹D
in the intrinsic layer is then in first order approximation:

𝐹𝐷 =
𝑈0 −𝑈B

𝑑dl(𝑈B)
. (A.17)

Figure A.10 shows the electric field 𝐹𝐷 and depletion width 𝑑dl as function of the
applied bias voltage𝑈B for various temperatures 𝑇 .
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Figure A.10: Electric field 𝐹𝐷 (colored lines) and depletion width 𝑑dl (colored lines) as function of the
applied bias voltage𝑈B for various temperatures 𝑇 . The color represents the temperaure 𝑇 . Solid lines
assume the doping levels next to the intrinsic layers (𝑁𝑝 , 𝑁𝑎 = 1× 1018 cm−2), the dashed lines assume
the highly-doped 𝑝-layer 𝑁𝑝 = 1 × 1019 cm−2. The solid-black line represent numerical calculations
using a one-dimensional Poisson equation solver of the full heterojunction layout, assuming perfect
ohmic contacts and neglecting Fermi-level pinning.
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A.III Characterization of Topological Photonic Waveguides

This appendix is supplementary to chapter 4.

Effectiveness of the Mode Adapters

Figure A.11 shows the transmission of devices with bearded-type and zig-zag-type
interfaces with and without a mode adapter.

a)

b)

Figure A.11: Laser transmission of five photonic devices. Figure a) shows the transmission of devices
with a bearded-type of interface with (without) a mode adapter in green (blue). The black transmission
spectrum is the reference nanobeam waveguide device (NBW). Figure b) shows the transmission of
devices with a zig-zag-type of interface with (without) a mode adapter in green (blue). The photonic
crystal parameters are 𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm.

Group Index Estimation withQuantum Dots

Figure A.12 shows the transmission of a NBW as a photonic reference device (narrow-
band laser, detected with an avalanche photodetector) and the photoluminescence
signal from QDs as a white-light source (excited with 𝑝-shell excitation with a power
of 𝑃L = 300 µW, detected with a spectrometer).

For long wavelengths, 𝜆𝐿 > 950 nm, the SEG fiber-to-chip coupler has a finite
reflectivity [162] and the transmission spectrum shows characteristic Farby-Pérot
fringes. Both illumination methods of the NBW’s guided mode reveal the same set
of fringes.

The group index of the reference device calculated from the device length of
𝐿 = 73.132 µm and the free spectral range Δ𝜆FSR is shown in figure A.13.
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Figure A.12: Transmission of NBW reference device probed with a single mode laser (red) its Farby-
Pérot fringes (yellow) and the photoluminesence signal from QDs as a white-light source (green) and
its Farby-Pérot fringes (blue). Both spectra are normalized to their intensity maximum.
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Figure A.13: The group index of the reference device calculated from the device length of 𝐿 = 73.132 µm
and the free spectral range Δ𝜆FSR for both illumination methods. The transmission of the laser provides
the group index estimates shown in red. The QD photoluminescence estimates the group index shown
in green.

The group index estimates are within the expectation values [157, 165]. The
estimates of both illumination methods agree with their uncertainties.

Group Index Estimation with Quantum Dots for the BIW

The signal-to-noise ratio is limited due to the imperfect mode adapters of the
bearded-type topological PhCW and the lower quantum efficiency of the spectrom-
eter. The photoluminescence data are filtered using a digital Butterworth filter [336]
of 3rd order, with a cutoff wavelength of 1 nm (≈ 5 pixels of the spectrometer’s CCD
camera). Figure A.14 shows the transmission of the BIW waveguide and the QD
photoemission emission into the guided mode as a white light source with and
without the Butterworth filtering.
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Figure A.14: Transmission of the BIW waveguide (dark gray) and the QD photoemission emission into
the guided mode as white light source with (green) and without (blue) the Butterworth filtering.

The transmission spectra are normalized to their individual intensity maximum.
For long wavelengths (𝜆𝐿 > 950 nm), the laser transmission spectrum shows fringes
from the SEG fiber-to-chip coupler. The photoluminescence spectra from the
quantum dots show the same long-periodicity fringes for shorter wavelengths
(𝜆𝐿 < 950 nm) as the laser transmission spectrum. These are attributed due to
reflection at the mode adapters of the PhCWs. The Butterworth filter rejects high-
frequency modulation of the spectrum, allowing to resolve the Farby-Pérot fringes
caused by the mode adapters more clearly.

The group index of the BIW interface is evaluated for two devices featuring
two different PhCW lengths of 𝐿1 = 13.02 µm and 𝐿2 = 23.10 µm. The free spectral
range is expected to scale with the device’s length. The fringes of the spectrum are
evaluated in the spectral range of 905 nm < 𝜆 < 950 nm. In this wavelength range,
the fiber-to-chip coupler has negligible reflection, and the signal-to-noise ratio is
optimal. The positions of the maxima are read off, and the half-width-half-maximum
width is estimated as the uncertainty of the position.

Figure A.15 shows the evaluated maxima for the BIW waveguide.
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a)

b)

Figure A.15: Transmission of the BIW waveguide and evaluated fringe maxima. Figure a) shows the
outcome of the evaluation method on the laser transmission spectrum (gray) and the QD spectrum
(blue). Figure b) shows the maxima for the BIW of both lengths 𝐿1 = 13.02 µm and 𝐿2 = 23.10 µm. The
free spectral range scales inverse with the PhCW length.
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A.IV Experimental Setups and Equipment

This appendix describes the setups, equipment and instruments for the characteri-
zation of photonic circuits supplementary to chapter 6 and the characterization of
GaAs QDs in chapter 7, 8, and 9.

A.IV.1 Optical Setup

This section describes the optical setups.

Optical Setup for Sample Access

The sample is placed into a close-cycle cryostat(3) on top of linear nanopositioners(4)

(𝑋,𝑌, 𝑍 ). The cryostat has optical access through a fixed microscope objective(5),
mounted on the cryostat’s housing. A schematic of the optical setup to access the
sample located in the cryostat is shown in figure A.16.

Input

The excitation laser can be connected to one of the three input fiber ports. The
coupler (FP1) is chosen to fill the back focal plane of the objective, which then
focuses the laser to a diffraction-limited laser spot on the sample (to focus maximal
power onto a single QD). The second out-coupler (FP2) is mode-matched to the SEG
fiber-to-chip couplers on the sample. The third out-coupler (FP3) is used to focus
the green laser diode to a diffraction-limited laser spot or for co-illumination with
the HeNe laser. The input paths of the two outcouplers FP1 and FP2 are combined
with a polarizing beam splitter (FP2). Their shared path is split with a 50:50 beam
splitter, where the reflection is used for power monitoring with a photodiode PM1.
The photodiode’s signal is fed back to a variable microelectromechanical-based
fiber-optic attenuator for power control and stabilization with a PID regulator (1 kHz
bandwidth). This input path has a set of motorized half and quarter-wave plates
for precise control of the input (HWP4, QWP1) polarization. A neutral density filter
in the input path (F1) allows for lower excitation powers on the sample without
compromising the signal-to-noise level of the power monitoring photodiode.

The path of the third out-coupler features the same power control setup (with
the photodiode PM2). All three input paths are combined with a dichroic mirror
(DM1). The beam splitter BS3 (𝑅 = 0.9,𝑇 = 0.1) combines the input and collection
paths, where the input path is transmitted towards the microscope objective.

(3) Montana Cryostation; Model 4200-109; Serial number 4200-1290.
(4) Attocube ANPx101/RES and ANPz101/Res.
(5) Olympus LCPLN100XIR, NA = 0.85.
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Figure A.16: The optical access to the sample located in a the cryostat. The fiber ports FP1 FP2 and
FP3 are the input ports, featuring polarization-maintaining single-mode fibers. The input ports are
combined by the polarizing beam splitter PBS1 and the dichoric mirror DM1. The fiber port FP4 is
the collection port, featuring a single-mode fiber. The beam splitter BS3 (𝑅 = 0.9,𝑇 = 0.1) separates
the input and collection paths. The CMOS camera C1 images the sample which can be illuminated
with an infrared LED (LED1). Laser input powers are monitored with the photodiodes PM1 and PM2.
The lens pairs (L1,L4), (L2,L4), and (L10,L11) adjust the beam diameters. Other lenses belong to the 4𝑓
imaging system.
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Output

The output from a shallow etched grating chip-to-fiber coupler is collected through
the microscope objective and reflected at the beam splitter BS3. A set of waveplates
(HWP5, QWP2) compensates for any rotation of the polarization along the out-
coupling path. For resonant excitation experiments, a set of linear polarizers (PL3,
PL4) is utilized to suppress the excitation laser.

Camera

An infrared light (LED1) illuminates the sampple for white light imaging. The corre-
sponding beam splitter, a 50:50 beam splitter with a flip-mount (BS4), is removed
from the collection path when performing experiments. The camera path, sepa-
rated at the beam splitter (BS1), features a color filter and a linear polarizer for the
supression of the laser.

Optical Filtering Setup

The beam is expanded to a diameter of 20mm with two lenses (L1,L1), which ap-
proximately matches the optical clearance of the transmission grating. A schematic
of the optical filtering setup is shown in figure A.17. The first-order diffraction is

FP1
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M1

M2 VTG1
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M7 M6
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Figure A.17: Optical filtering setup with Volume Phase Holographic Transmission Grating (VTG1) and
an Etalon Filter EF1.

passing an solid silica Etalon filter with coated end faces as second stage and fiber
coupled. The transmission through the grating is shown in figure A.18. The Etalon
is tuned and stabilized with a Peltier element.
Volume phase holographic transmission gratings VTG1 specifications:

• Manufacturer: Wasatch Photonics

• Part number: HD1650780.8-30x6B

• Wavelength range: 700 - 850 nm

• Center wavelength: 780.8 nm
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Figure A.18: Transmission scan through the filter setup without the Etalon filter, the center wavelength
is 797.3 nm. The full-width-half-maximum width of the transmission peak is ≈ 20.34GHz. Without
the Etalon filter, the rejection of wavelength components takes place when the collimated beam is
fiber-coupled. The peak transmission (fiber-to-fiber) is ≈ 42%. Credit for the data acquisition to
Hanna Salamon.

• Line density: 1650/mm

• 1st Order diffraction efficiency: > 70% for 750 - 810 nm

Etalon Filter EF1 specifications:

• Manufacturer: LightMachinery Inc.

• Part number: OP-7423-1686-2

• Wavelength range: 700 - 850 nm

• Finesse: 30 (measured)

• 𝐹𝑆𝑅: 2/cm (specified)

• Bandwidth 1.6GHz at 795 nm (calculated)

• Transmission: 77% at 795 nm (measured)

Pulse-Stretcher Setup

The bandwidth of a pulse from the Ti:Sapphire pulse is compressed in frequency
by stretching it in the time domain. The 6.8 ps wide laser pulse is dispersed using
a diffraction grating, using a standard 1200 lines/mm blazed diffraction grating,
optimized to diffract primarily into the first order with a dispersion of 0.75 ns/mrad.
A schematic of the pulse-stretcher setup is shown in figure A.19.

The beam is expanded to a diameter of 25mm with two lenses (L1,L2), which
approximately matches the area of the grating. The large beam diameter ensures
higher spatial resolution between different frequency components in the Fourier
plane when imaging the reflected beam. The dispersed beam is imaged using a large
focal length lens (L3,𝑓 = 750mm) which focuses it onto a mirror (M7). A tunable
width mechanical slit placed in front of the mirror transmits a fraction of the spectral
bandwidth in the pulse. The spatial dispersion of the back-reflected bandwidth-
modified pulse is reversed when passing the grating again. This is important in order
to avoid a chirp from the different optical path lengths of the frequency components.
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Figure A.19: Pulse-stretcher setup for the Ti:Sapphire laser. After passing the isolator, the beam is
split (PBS1) for exposure of the trigger diode (PD1). The transmitted beam is split for fiber coupling
unmodified laser pulses (FP1) and feeding the pulse-stretcher setup, discussed in the main text.
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The output can be separated from the input by using a polarizing beam splitter
(PBS3) and fiber-coupled (FP2). A polarization control stage of a set of quarter and
half waveplates (QWP1,HWP4) accounts for the polarization sensitivity of blazed
gratings and for efficient out-coupling.

The slit width is adjustable with a micrometer screw, determining the resulting
laser pulse bandwidth. The maximum possible bandwidth compression is ≈ 20GHz.

A.IV.2 Detectors

This section specifies and describes all relevant detectors.

Spectrometer

• Manufacturer: Andor Technology

• Model: SR500B1

• Serial number: SR-0541

The installed grating has a line density of 1200/mm and 300 nm blaze with 60 pm
nominal resolution. The nominal efficiency is ≈ 23% at 780 nm. The spectrometer
is calibrated with the DLPro laser and the wavemeter’s readings with 6 different
wavelengths between 780 nm and 810 nm. Fitting a Gauusian as the instrument’s
response function yields 60.4(7) pm as FWHM linewidth with a goodness of fit of
𝜒2

res = 5.2.

Avalanche Photo Diode Detectors

• Manufacturer: Excelitas Technologies Inc.

• Model: SPCM-AQRH-14-FC

• Serial number: 27190 and 27191
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Figure A.20: Instrument’s response function of the spectrometer illuminated by the DLPro narrow-
band continuous-wave laser.
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Figure A.21: Time-bin histogram of a 6.8 ps pulse from the Tsuanmi Ti:Sapphire laser, detected with
APD1. The instrument’s response function describes a peak with full-width-half-maximum ≈ 320 ps.
To the left, the function shows super-exponential decay. To the right, the function shows a slow
exponential decay with 𝜏1/𝑒 ≈ 720 ps, compatible with the device specifications.

• Specified photon timing resolution: 350 ps

• Dead time: 24 ns

• Dark count rate: 100Hz



A.IV. Experimental Setups and Equipment 157

A.IV.3 Light Sources

This section specifies and describes all light sources.

Tsunami - Pulsed Ti:Sapphire Laser

Pump Laser:

• Manufacturer: Spectra-Phtsics

• Model: Millenia eV105

• Serial number: 10498

Trigger Diode:

• Manufacturer: PicoQuant GmbH

• Model: TDA200

• Serial number: 932009

The pulse-stretcher is described in section A.IV.1.

DLPro Laser

The DLPro laser is utilized for photonic characterization and QD excitation by quasi-
resonant, phonon-sideband, and resonant excitation. The frequency is locked using
a wavermeter and stabilized by active regulation of the Piezo’s voltage (10MHz >
regulation error).

• Manufacturer: Toptica

• Model: DLC DL pro

• Wavelength tuning range: 760 nm - 805 nm

• Linewidth (5 µs integration time): <100 kHz

HeNe Laser

For short wavelength quasi-resonant excitation.

• Manufacturer: Uniphase

• Model: 1135P

• Serial Number: 1277109

• Wavelength: 632.80 nm

Green Diode Laser

For above band excitation.

• Type: Diode-Pumped Solid State laser (Nd:YVO4 and KTP crystals pumped by
an 808 nm laser diode)
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• Manufacturer: Thorlabs Inc.

• Product Number: DJ532-10

• Wavelength 532 nm

Super-Continuum Laser

• Manufacturer: NKT Photonics)

• Model: SuperK EXTREME

A.IV.4 Other Devices

This section specifies uncategorized devices relevant for this thesis.

CMOS Camera

• Manufacturer: Thorlabs

• Model: CS165CU

• Quantum Efficiency: 30% (30%) for the red (blue, green) channel at 800 nm.

The camera pixel resolution is 47.82(23) nm. The conversion factor is derived by
comparing pixel positions with a high resolution scanning electron microscope
image. The uncertainty estimate stems from the imprecision of mapping the cameras
discrete pixels onto the scanning electron microscope image.

Wavemeter

• Manufacturer: HighFinesse

• Model: WS7

• Serial number: 4011

Time-Correlated Single Photon Counting (TCSPC) Module

• Manufacturer: PicoQuant

• Model: PicoHarp 300 (PH-300)

• Timing precision: 8.5 ps

• T2 mode time resolution: 4.0 ps
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A.V Photonic Characterization of Concentric Waveguides

This appendix is supplementary to chapter 6.

A.V.1 Cocentric Waveguide Transmission

The transmission spectra of the concentric waveguides are discussed in the main
text.
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Figure A.22: Transmission spectra of concentric waveguides of various lengths. The individual spectra
are normalized to their transmission maximum.
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Figure A.23: Transmission spectra of concentric waveguides of various lengths. The individual spectra
are normalized to the transmission maximum of the shortest waveguide (𝐿 = 60 µm).
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Figure A.24: Attenuation spectra of concentric waveguides of various lengths, relative to the transmis-
sion of the shortest waveguide (𝐿 = 60 µm).
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A.VI Electronics
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Figure A.25: Schematic of the the source measure unit (SMU) and the electronic wiring for controlling
the bias voltage 𝑈B and voltage-current characterization of the p-i-n junction. Only one column of
the sample is connected to the SMU while the others are terminated by a 50 Ω resistor directly after
the vacuum-feed-through (not shown).

Figure A.25 shows the source measure unit (SMU) and the electronic wiring for
controlling the bias voltage 𝑈B and voltage-current characterization of the p-i-n
junction. Only one column of the sample (compare figure A.7) is connected to the
SMU while the others are terminated by a 50 Ω resistor directly after the vacuum-
feed-through. Inside the cryostat thermally anchored twisted-pairs of magnin wires
with diameter of 127 µm connect the vacuum feed-through terminal with the printed
circuit board which hosts the sample. The wires each have about 8 Ω at 300 K.

Source meter unit:

• Manufacturer: Keithley

• Model: 2450 SourceMeter

• Serial Number: 04330921



162 Appendix A. Appendix

A.VII Time Resolved Spectroscopy

A.VII.1 Life Time Measurements

The time-bin histogram of photodetection events 𝐶 (𝜏) is is modeled by a single
exponential decay with an radiiative decay time constant 𝑇1 and a constant optical
background 𝐶bgr:

𝐶 (𝜏) = 𝐶0exp
(
− (𝜏 − 𝜏0)

𝑇1

)
⊛ 𝐶IRF +𝐶bgr, (A.18)

where ⊛ denotes the convolution with the normalized instrument response function
(IRF) 𝐶IRF of the photodetector (APD1, see figure A.21 in section A.IV.2).

The lifetime is measured for two excitation powers of 𝑃L = 60 pW and 𝑃L =

240 pW, well below the QDs saturation power. For the data evaluation, the first
time-bins within the full-width-half-maximum width of the IRF are omitted. The
time-bin histograms, the fit of equation A.18 and the corresponding residuals are
shown in figure A.26.
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Figure A.26: The time-bin histogram and fits of the lifetime measurements for two excitation powers
of a) 𝑃L = 60 pW and c) 𝑃L = 240 pW. Figure b) and d) show the corresponding residuals.

For the lower excitation laser power the parameter estimates are: 𝑇1 = 818.7(13) ps,
𝐶0 = 7.074(24) · 104, and𝐶bgr = 1.440(21) · 102 (𝜒2

red = 2.85). For the higher excitation
power the parameters are: 𝑇1 = 803.7(16) ns, 𝐶0 = 8.36(3) · 104, and 𝐶bgr = 3.68(19)
(𝜒2

red = 2.02). The lifetimes of the radiative decay slightly differ. The discrepancy can
be explained by the non-homogenous optical background. The background is caused
by laser leakage directly from the laser setup of the Tsunami laser into the detector,
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invariant under variation of the laser excitation power into the cryostat. A significant
feature of the laser leakage is observable around 𝜏 = 20 ns. The measurement with
the higher-power, with about 1/4 shorter data acquisition time, shows about a 1/4
of the optical background near 𝜏 = 20 ns. The residual plots in figure A.26 indicate
the background significance to the data fit and its acquisition time dependence.
The life-time limited linewidth estimate from the higher power measurement (with
lower background sensitivity) is Γ =

𝛾

2𝜋 = 198.0(4)MHz.

A.VII.2 Continous-Wave Hanbury-Brown-Twiss Experiment

The autocorrelation function for a quantum dot under coherent resonant continous-
wave excitation is [94, 295]

𝑔 (2) (𝜏) = 1 + 𝛼 (𝜏 − 𝜏0)
(
𝑔0 − 1

)
, (A.19)

where 𝑔0 describes the anti-bunching at zero time delay 𝜏 = 𝜏0, and 𝛼 (𝜏) describes
the time evolution by:

𝛼 (𝜏) = exp(−𝜂𝜏)Re
(
cos(𝜇𝜏) + 𝜂

𝜇
sin(𝜇𝜏)

)
. (A.20)

The functions 𝜇 and 𝜂 determine the time evolution and coherent features by

𝜇 = 2𝜋
√︃
Ω2 − (𝛾 − 2𝛾dp)/42 + 𝑖, (A.21)

and

𝜂 = 2𝜋 (3𝛾 + 2𝛾dp)/4, (A.22)

where Ω is the optical driving strength, 𝛾 is the decay rate, and 𝛾dp is the pure
dephasing rate.

Blinking into Dark States and Detector Time-Jitter

The auto-correlation histograms show pronounced bunching at short time delays,
particularly for excitation laser powers. The bunching indicates the probability of a
higher photon detection event at short time delays than for uncorrelated photons
(𝜏 → ∞). This is attributable to the presence of telegraph-type noise [300, 337]
associatedwith the population of theQD blinking from a bright state into dark states,
a charged state, or impurities outside the quantum dot [296, 297]. In the dark state,
the QD transition is transparent to the laser for short timescales. The interaction
between the two-level system and the dark states and the involved timescales
depend on the physical mechanism responsible for the noise. The autocorrelation
function in the presence of telegraph-type of noise can be phenomenologically
described by [185, 300]:

𝑔
(2)
TN (𝜏) = 𝑔 (2) (𝜏)

(
1 + 1 − 𝛽𝑐

𝛽𝑐
exp

(
−|𝜏 |
𝜏𝑐

))
, (A.23)
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where 𝛽𝑐 corresponds to the fraction of time in which the QD is in the bright state,
and 𝜏𝑐 is the blinking time constant. Taking the finite time-jitter 𝜎 and the signal
delay difference 𝜏0 of the two detectors into account, the autocorrelation function
becomes:

𝑔
(2)
jitter(𝜏) = 𝑔

(2)
TN (𝜏) ⊛ 1

𝜎
√

2𝜋
exp

(
− 𝜏2

2𝜎2

)
. (A.24)

.

Data Evaluation

The auto-correlation histograms are normalized for each excitation laser power by
adding a normalization constant as free parameters to equation A.24. The histograms
are least-square curve fitted with the Levenberg–Marquardt algorithm the optical
decay rate 𝛾 = 1/𝑇1 from section A.VII.1, and the detector time-jitter 𝜎 of the APD
detectors from section A.IV.2.

The fit of the autocorrelation histograms of the fit of the lowest six excitation
powers is displayed in figure A.27 as a function of the excitation laser power 𝑃L.
The fitting parameters are summarized in figure A.28. The goodness of fit is 1.02 <

𝜒2
red < 1.57. The parameter estimation uncertainties are dominated by the low

time resolution of the detectors. The detector time resolution and the high pure
dephasing rate inhibits resolving coherent features of the autocorrelation function
and a significant assessment of the Rabi-frequency’s power dependence.
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Figure A.27: Near zero time delay regions of the autocorrelation histograms and least-square curve
fits with the Levenberg–Marquardt algorithm of equation A.24 (𝑁 = 1) for an excitation laser power
of a) 7.5 nW, b) 15 nW, c) 30 n watt, d) 60 nW, e) 120 nW, and f) 240 nW.
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Figure A.28: Fitting parameters of the autocorrelation histograms of figure A.27 by equation A.24.
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A.VII.3 Pulsed Hanbury-Brown-Twiss Experiment

For periodic pulsed excitation, the second-order cross-correlation time-bin histogram
of the two detectors of a Hanbury-Brown-Twiss experiment consists of isolated
peaks separated by the laser pulse repetition rate 𝑡rep. The peaks are uncorrelated,
except for the peak of temporally coinciding photodetection at the two detectors.
The number of photodetection events in a peak of index 𝑛 can be expressed as:

G𝑛 =

{
G0 if 𝑛 = 0
G∞ otherwise,

(A.25)

where 𝑛 = 0 corresponds to the peak of temporal coincidence of photodetection at
the time delay 𝜏 = 𝜏0. In the presence of telegraph-type noise, the peak height of
the time-bin histogram can phenomenologically be described by [185, 300]:

G𝑛 =


G0

1
𝛽𝑐

if 𝑛 = 0

G∞

(
1 + 1−𝛽𝑐

𝛽𝑐
exp

(
−|𝑛𝑡rep−𝜏0 |

𝜏𝑐

))
otherwise,

(A.26)

where 𝛽𝑐 corresponds to the fraction of time the QD is in the bright state, and 𝜏𝑐 is
the blinking time constant. Re-normalization of equation A.26 by the number of
photodetection events of uncorrelated peaks𝐺∞ yields the autocorrelation function
for pulsed excitation:

𝑔 (2) (𝜏) =


G0

𝛽𝑐G∞
if 𝑛 = 0

1 + 1−𝛽𝑐
𝛽𝑐

exp
(
−|𝑛𝑡rep−𝜏0 |

𝜏𝑐

)
otherwise,

(A.27)

where 𝑔 (2) (𝜏 = 𝜏0) = G0
𝛽𝑐G∞

is the single-photon purity.

Data Evaluation

The time-bin histogram of the Hanbury-Brown-Twiss experiment under pulsed exci-
tation is evaluated in two steps. In the first step, the center region of the histogram
corresponding to the peaks of index 𝑛 ∈ [−50, 50] (approximately ±625 ns), where
no significant blinking can be detected, is evaluated. By modeling and curve fitting,
the temporal shape of the time-bin histogram, the number of photodetection events
corresponding to the peak of coincidence G0, the detectors time delay offset 𝜏0,
the laser pulse repetition rate 𝑡rep, and the background counts 𝑔bgr are determined.
Taking the finite lifetime of the QD’s excited state 𝑇1 into account, the time-bin
histogram peaks G𝑛 of index 𝑛 are:

G𝑛 (𝜏) =


𝑔0exp

(
−|𝜏−𝜏0 |

𝑇1

)
+ 𝑔bgr if 𝑛 = 0

𝑔∞exp
(
−|𝜏−𝑛𝜏rep−𝜏0 |

𝑇1

)
otherwise,

(A.28)
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where 𝑔0 is the peak height of the peak at zero time delay 𝜏 = 𝜏0, 𝑔∞ is the peak
height of uncorrelated photons at the 𝑛th side peak at a time delay 𝜏 = 𝑛𝜏rep+𝜏0,𝑇1 is
the QD’s lifetime. The time-bin histogram shows additional peaks from laser leakage
into the signal detection path. The laser leakages dress each of the histogram’s
peaks with anadditional peak on each side. With finite laser leakage the time-bin
histogram model of A.28 becomes

G𝑛,L(𝜏) =


𝑔0exp

(
−|𝜏−𝜏0 |

𝑇1

)
+ 𝜉L(𝜏 − 𝜏0 ± 𝜏0,L) if 𝑛 = 0

𝑔∞exp
(
−|𝜏−𝑛𝜏rep−𝜏0 |

𝑇1

)
+ 𝜉L(𝜏 − 𝑛𝜏rep − 𝜏0 ± 𝜏0,L) otherwise,

(A.29)

where 𝜉L(𝜏) approximates the laser’s pulse intensity profile [338] by

𝜉L(𝜏) = 𝑔Lsech
(
1.76

|𝜏 |
ΔL

)
, (A.30)

where 𝑔L is the peak intensity and ΔL is the full width at half maximum of the
intensity profile. Taking the finite detector time-jitter 𝜎 and a constant background
𝑔bgr into account, the final model of the time-bin histogram is:

𝐺
(2)
jitter(𝜏) =

©­­«
𝑁sp∑︁

𝑛=−𝑁sp

G𝑛,L(𝜏)
ª®®¬ ⊛

1
𝜎
√

2𝜋
exp

(
− 𝜏2

2(
√

2𝜎)2

)
+ 𝑔bgr. (A.31)

The fit of equations A.31 by least-square curve fitting with the Levenberg–Marquardt
algorithm is shown in figure A.29. The obtained parameter estimations are shown
in table A.6, and the residuals are shown in figure A.30.
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Figure A.29: The time-bin histogram and fit of the autocorrelation function of equation A.31 assuming
𝛽𝑐 = 1. Goodness of fit: 𝜒2

red = 1.46 over 9765 data points.

In the second step, the pulse repetition rate and pulse shape estimates are used to
determine the background-corrected number of photodetection events of all peaks
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Parameter Value
𝑔0 80(4) × 102

𝑔∞ 2.324(4) × 103

𝑇1 3.917(39) × 102 ps
𝜏0 2.3(7) × 101 ps
𝜏rep 1.249 944 5(24) × 101 ns
𝜎 2.643(21) × 102 ps
𝑔bgr 1.291(14) × 101

𝑔L 5.51(14) × 101

𝜏0,L 4.342(4) ns
ΔL 19.3(7) ps

Table A.6: Multi-peak fit results (𝑁sp = 50) of the data shown in figure 9.3 with the model given by
equation A.31.
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Figure A.30: Autocorrelation fit (equation A.31) residuals of the fit shown in figure A.29. The goodness
of fit is 𝜒2

red = 1.46

in the full time-bin histogram width of ±50 µs. The blinking parameters 𝛽𝑐 , and 𝜏𝑐
are determined, taking all peaks in the 50 µs time-bin histogram into account. The
background-corrected photodetection events in the temporal region of ±3𝑇1 around
the center of each peak are determined, and the blinking parameters are extracted by
least-square curve fitting of equation A.27 with the Levenberg–Marquardt algorithm.
The fit yields 𝛽𝑐 = 0.981(6) and 𝜏𝑐 = 34(13) µs with a goodness of fit of 𝜒2

red = 1.21.

Single-Photon Purity Estimation

The background-corrected central peak area G0 and the uncorrelated peak area G∞
are obtained from

G0/∞ =

∫ −𝜏rep/2

−𝜏rep/2
d𝜏
𝑔0/∞
𝛽𝑐

exp
(
−|𝜏 |
𝑇1

)
⊛

1
𝜎
√

2𝜋
exp

(
− 𝜏2

2(
√

2𝜎)2

)
. (A.32)

The integrals are calculated numerically by trapezoidal rule based on the parameter
estimation in table A.6. The error on the peak area is estimated numerically by
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propagating the statistical errors 𝜎𝑥𝑖 of all fitted parameters 𝑥𝑖 in table A.6 via the
covariance matrix 𝑐𝑜𝑣 (𝑥𝑖 , 𝑥 𝑗 ) of the fit:

𝜎2
G0/∞

=
∑︁
𝑖

∑︁
𝑗

𝜕G0/∞
𝜕𝑥𝑖

𝜕G0/∞
𝜕𝑥 𝑗

𝑐𝑜𝑣 (𝑥𝑖 , 𝑥 𝑗 ), (A.33)

where the partial derivative
𝜕G0/∞
𝜕𝑥𝑖

is approximately:

𝜕G0/∞
𝜕𝑥𝑖

≈
ΔG0/∞
Δ𝑥𝑖

=
G0/∞(𝑥𝑖 + 𝜎𝑥𝑖 ) − G0/∞(𝑥𝑖)

𝜎𝑥𝑖
. (A.34)

The single photon purity, is

𝑔 (2) (0) = G0

𝛽𝑐G∞
= 0.0346(22) . (A.35)
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A.VIII Experimental Details for Continuous-Wave Resonance Fluorescence

This section is supplementary to chapter 8.

Data Acquisition

Experimentally, the photoluminescence signal is extracted from the photo-detection
rate on the detector ¤𝑐 (𝑖, 𝑗 )D,raw = ¤𝑐 (𝑖, 𝑗 )D,raw(𝑈B = 𝑈𝑖 , 𝑃L = 𝑃 𝑗 ) of every bias voltage 𝑈𝑖 and

power 𝑃 𝑗 combination, sampled for 𝑡int = 1 s. For each sample, ¤𝑐 (𝑖, 𝑗 )D,raw the laser

background ¤𝑐 (𝑖, 𝑗 )D,ref = 𝑟
(𝑖, 𝑗 )
D,ref (𝑈B = 0 V, 𝑃L = 𝑃 𝑗 ) is estimated by turning the QD out of

resonance. The laser background-corrected fluorescence rate is then estimated by

𝛾
(𝑖, 𝑗 )
D = ¤𝑐 (𝑖, 𝑗 )D,raw − ¤𝑐 (𝑖, 𝑗 )D,ref (A.36)

A.VIII.1 Resonant fluorescence of |𝑋ℎ⟩

The background corrected photoluminescence rate for resonant excitation of the
state |𝑋ℎ⟩ is shown in figure A.31.

The mathematical model is described in chapter 3. However, the spectra shown in
figure 8.1 already indicate deviations from the expectation of Voigt profiles due to an
approximately 30mV wide feature. This feature is comparatively low in amplitude
but shows excitation wavelength dependencies. For an excitation wavelength of 𝜆L =

797.337 30(2) nm the broad feature is asymmetric with brighter fluorescence for blue-
detuned excitation (lower bias voltage) as expected for a phonon-sideband excitation
mechanism at low temperatures [339]. However, for 𝜆L = 797.000 00(2) nm it is still
well visible while the QD’s line has lost most of its intensity. Without further
study, the mechanism behind this feature cannot be understood. However, for the
characterization of the lineshape near the centers of the charge-plateaus (𝜆𝐿 ≥
797.625 40(2) nm), this feature is relatively small and can be modeled as a constant
background the due to its symmetry.

To translate the bias voltage 𝑈B into the corresponding frequency scale, the
voltage sweep of the emission spectrum under 𝑝-shell excitation shown in figure 7.3
is reused. A voltage-to-DC-Stark-frequency-shift conversion function is obtained by
performing a quadratic fit, shown in figure A.32.

At 𝑈B = 1.375 V, the DC-stark tuning strength is 𝜇DCS defined as resonant fre-
quency shift Δ𝑓DCS per bias voltage change Δ𝑈B can be interpolated with 𝜇DCS =

6.457(5) GHz/mV. The voltage-to-frequency conversion function is completed by
taking the resonant excitation laser frequency for the bias voltage 𝑈B = 1.375 V
into account, as measured by the Wavemeter. This limits the absolute frequency
conversion error to the QD linewidth.
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Figure A.31: Background corrected photoluminescence rate as function of excitation laser amplitudes√
𝑃 and the bias voltage (𝑈B The excitation wavelength is 𝜆𝐿 = 797.625 40(2) nm and an the integration

time 𝑡𝑖 = 1 s.
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Figure A.32: Voltage-to-DC-Stark-frequency-shift conversion function relative to the resonance fre-
quency at (𝑈B = 1.375 V obtained from the evaluation of the voltage sweep of the emission spectrum
under 𝑝-shell. The blue line is a quadratic fit.
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Figure A.33: Fit residuals of figure 8.4 b). Discussion in the main text.
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Figure A.34: Gaussian and Lorentzian linewidth contributions to the fit in figure 8.4 b), reflecting the
contribution of inhomogeneous broadening. Discussion in the main text.

Electronic Noise in Resonance Fluorescence Experiments

This section discusses the electronic source measure unit readings during the exper-
iment shown in figure 8.2. The electronic setup is described further in section A.VIII.
The voltage and current are sampled 10 times for every voltage and power setting
(𝑈𝑖 , 𝑃 𝑗 ). Figure A.35 shows the mean voltage offset 𝑈B,off defined as the pointwise
difference of the set voltage𝑈 (𝑖, 𝑗 )

B,set and the voltage read back𝑈 (𝑖, 𝑗 )
B,read at the low noise

filter:

𝑈B,off = 𝑈B,set −𝑈B,read (A.37)

where (𝑖, 𝑗) denotes the voltage setting of index 𝑖 and power setting of index 𝑗 . The
steps seen in the voltage offset 𝑈B,off along the voltage axis reflect the resolution
limit of the voltage source. All values are within a 30 µV peak-peak range (6). A
voltage resolution of 30 µV is equivalent to a DC-stark shift of the QDs resonance
frequency of approximately 186MHz (see section 7.3). A voltage resolution of 30 µV
may limit a linewidth estimation of a near-transform limited QD with similar
lifetimes (see section 7.4). However, the linewidths observed are more than an order
of magnitude larger than the voltage resolution limitation. Figure A.36 shows the
standard deviation 𝜎𝑈B,off of the 10 samples of the voltage offset𝑈B,off . The standard

(6) Equivalent to 2.2 · 10−5 relative voltage setting error
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Figure A.35: Mean voltage offset 𝑈B,off (10 samples) of the resonant excitation voltage-power scan
shown in figure 8.2.
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Figure A.36: Standard deviation of the voltage offset 𝜎𝑈B,off (10 samples) of the resonant excitation
voltage-power scan shown in figure 8.2.

deviation of the voltage offset is below 2 µV. The voltage fluctuations are 3 orders of
magnitude too small to cause voltage noise-induced spectral diffusion comparable
with the observable broadening of Gaussian lineshape. The laser-induced electrical
current readings 𝐼 (𝑖, 𝑗 )ind , defined as the electrical currents readings 𝐼 (𝑖, 𝑗 )raw relative to

the electrical current with the excitation laser off 𝐼 (𝑖 )dark

𝐼
(𝑖, 𝑗 )
ind = 𝐼

(𝑖, 𝑗 )
raw − 𝐼 (𝑖 )dark (A.38)

is shown in figure A.37. By increasing the laser power, no significant increase in the
electrical current is observable. The fluctuations of the electrical currents are of the
same order as the standard deviation of the electrical current measurements of each
voltage and power setting 𝜎 (𝑖, 𝑗 )

𝐼raw
.
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Figure A.37: Mean laser-induced electrical current 𝐼 (𝑖, 𝑗 )ind (10 samples) of the resonant excitation voltage-
power scan shown in figure 8.2.
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Figure A.38: Standard deviation of the electrical current readings 𝜎 (𝑖, 𝑗 )

𝐼raw
(10 samples) of the resonant

excitation voltage-power scan shown in figure 8.2.

A.VIII.2 Resonant flouresence of |𝑋𝑙 ⟩

The raw photoluminescence rate for resonant excitation of the state |𝑋𝑙 ⟩ is shown
in figure A.39.

The data evaluation is analogous to the abovementioned state |𝑋ℎ⟩. The back-
ground corrected photoluminescence rate for resonant excitation of the state |𝑋𝑙 ⟩ is
shown in figure A.40.

To translate the bias voltage 𝑈B into the corresponding frequency scale, the
voltage sweep of the emission spectrum under 𝑝-shell excitation shown in figure 7.3
is reused, analogous to the approach described for the evaluation of the high-energy
state above. A voltage-to-DC-Stark-frequency-shift conversion function is obtained
by performing a quadratic fit, shown in figure A.41.

At 𝑈B = 1.342 V, the DC-stark tuning strength is 𝜇DCS defined as resonant fre-
quency shift Δ𝑓DCS per bias voltage change Δ𝑈B can be interpolated with 𝜇DCS =

11.62(4) GHz/mV.
A full voltage-to-frequency conversion function is obtained by taking the resonant

excitation laser frequency for the bias voltage𝑈B = 1.342 V into account, as measured
by the Wavemeter.

Examples of Voigt-line profile fits are shown in figure A.42.
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Figure A.39: Raw photoluminescence rate as function of excitation laser amplitudes
√
𝑃 and the bias

voltage (𝑈B The excitation wavelength is 𝜆𝐿 = 797.625 40(2) nm and an the integration time 𝑡𝑖 = 1 s.

The fit residuals of figure 8.5 b) are shown in figure A.43 and the Gaussian and
Lorentzian linewidth contributions are shown in figure A.44. Both are discussed in
the main text.
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Figure A.40: Background corrected photoluminescence rate as function of excitation laser amplitudes√
𝑃 and the bias voltage (𝑈B The excitation wavelength is 𝜆𝐿 = 797.625 40(2) nm and an the integration

time 𝑡𝑖 = 1 s.
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Figure A.41: Voltage-to-DC-Stark-frequency-shift conversion function relative to the resonance fre-
quency at (𝑈B = 1.342 V obtained from evaluation of the voltage sweep of the emission spectrum
under 𝑝-shell. The blue line is a quadratic fit.
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Figure A.42: Examples of background-subtracted normalized photoluminescence rate for various
powers and their line fits.
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Figure A.43: Fit residuals of figure 8.5 b). Discussion in the main text.
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Figure A.44: Gaussian and Lorentzian linewidth contributions to the fit in figure 8.5 b), reflecting the
contribution of inhomogeneous broadening. Discussion in the main text.
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A.IX Band Gap Temperature Tuning

Figure A.45 shows the shift of the resonance frequency of QD2 in the W1 waveguide
𝑊 1(3,5)260,35 as a function of the cryostat’s sample stage thermometer temperature
reading for various sample stage temperatures between 𝑇SMP = 5.2 K and 𝑇SMP =

34 K.
The data is obtained with the spectrometer using sub-saturation quasi-resonant

excitation and fitting for each temperature a Voigt profile to extract the resonance
frequency. At low temperatures, the spectrometer resolution is limiting, while a
reduced signal-to-noise ratio is limiting for higher temperatures.

In figure A.45 two predictions of the temperature-induced resonance frequency
shift, based on the band gap tuning, are shown. The dashed line assumes literature
parameters for bulk material, i.e. without doping and nanostructuring [340]. The
dashed line assumes parameters for a comparable platform of InGaAs quantum
dots in a PhCW [184].
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Figure A.45: shift of the resonance frequency of QD2 in the W1 waveguide𝑊 1(3,5)260,35 as a function of
the cryostat’s sample stage thermometer temperature reading 𝑇SMP. The solid line shows a prediction
based on a measurement of a similar platform [184] and the dashed line a prediction based on
parameters found for bulk material, i.e. without doping and nanostructuring [340].

Both models, along with a general fit of Varshni’s law [341] fail to describe the
experimental data, even when allowing for a free temperature offset between the
system and the sample stage thermometer. This shows that in contrast to bulk
samples [342], a temperature estimation of the phonon bath of this sample based
on the band gap tuning is not feasible. Both an accurate model for the given
nanostructure and the model for the non-trivial temperature variation between the
sample thermometer and the sample need to be included. However, in the cryostat
in which the experiments were performed in, the temperature variation between the
sample and thermometer might be particularly high since the cryostat’s microscope
is not thermally anchored to the heat shield, and the sample may be exposed to
high thermal radiation.
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A.X π-Pulse Characterization

The power of a 𝜋-pulse is estimated by performing a phenomenological quadratic
fit at the first maximum in the photoluminescence.

𝑦 = 𝑎Rabi,𝜋𝑥
2 + 𝑏Rabi,𝜋𝑥 + 𝑐Rabi,𝜋 , (A.39)

where 𝑥 =
√
𝑃L is the square root of the excitation laser power on the sample.

0.0 0.2 0.4 0.6 0.8 1.0
P  ( W )

0

100

200

Co
un

t R
at

e 
 c

ra
w

c r
ef

 (k
Hz

)

Figure A.46: Quadratic fit on the photoluminensence as function of the excitation laser power on the
sample.

The fit yields 𝑎Rabi,𝜋 = −1.025(70), 𝑏Rabi,𝜋 = 660(40), and 𝑐Rabi,𝜋 = 84(6) with a fit
goodness of 𝜒2

red = 1.86.
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A.XI Hong–Ou–Mandel Interferometry

This section is supplementary to chapter 9.

Experimental Setup

Figure A.47 shows a schematic of the Hong–Ou–Mandel interferometer. The input
polarization is adjusted for transmission through the first polarizing beam splitter
PBS1 with a stress-induced birefringence polarization controller. The polarizing
beam splitter PBS1 transforms unwanted polarization fluctuations in the input
to count rate fluctuations which otherwise would cause a drop in visibility. The
first half wave plate HWP1 balances the interferometer via PBS2. The second half-
wave plate HWP2 is motorized to allow for a change between the polarization
configuration for two-photon interference (collinear polarization) and reference
(transverse polarization) measurement. The mirror pair M1 and M2 (M3 and M4)
fiber couple the input into the port FP2 (FP3). Mirror M4 is mounted on a Piezo and
allows for the characterization of the interferometer’s visibility with a continuous
wave laser as input.
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Figure A.47: Schematic of the Hong–Ou–Mandel interferometer setup. A legend can be found in figure
A.16.

A second polarization controller in the path of fiber port FP3 ensures collinear
polarization of both interferometer’s arms. The delay fiber in the arm of fiber port
FP2, in combination with a linear translation stage, matches the repetition rate
of the pulsed laser with the propagation time difference of the two arms of the
interferometer. Consequently, the two paths are coupled into a balanced fiber
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beam splitter. The fiber beam splitter’s outputs are connected to the fiber-coupled
avalanche photodiode detectors APD1 and APD2. The doctors’ signals are time-
tagged with a pulse correlator.

The path difference of the interferometer is aligned with the pulsed laser (7)

directly coupled into the input. The temporal overlap is verified by the insertion
of the pulsed excitation laser, which has a full-width half-maximum pulse width
of approximately 6.8 ps which is much shorter than the lifetime of a quantum dot.
The precision is limited by the pulse correlator’s time resolution of 4 ps and the
pulse lasers pulse width of approximately 6.8 ps full-width half maximum. The
setup’s polarization controllers are aligned with a continuous wave laser and laser
frequency modulation. When inserting a narrow-band continuous waver laser(8) the
interferometer’s visibility exceeds 99% in the collinear configuration and below 1%
in the transverse configuration with stability in the timescale of several hours.

A.XI.1 Modeling and Evaluation

This section provides further details about themodel and the data evaluationmethod
of the Hong–Ou–Mandel interferometry (HOM) of section 9.3.

For periodic pulsed excitation, the region of temporal coincidence 𝜏 = 𝑡0 the
second-order cross-correlation time-bin histogram of the two detectors of a HOM
experiment is(9) for collinear polarization (∥) and non-zero pure-dephasing (𝛾dp > 0)
[91, 328]:

𝐻0,∥ (𝜏) = ℎ0exp
(
−|𝜏 − 𝑡0 |

𝑇1

) (
1 − exp

(
−2𝛾dp |𝜏 − 𝑡0 |

))
, (A.40)

where 𝑇1 is the quantum dot’s lifetime, and ℎ0 is a normalization for the radiative
decay rate and the histogram’s integration time. For transverse-polarization of
(⊥) the two consequent emitted photons do not interfere and the second-order
cross-correlation time-bin histogram of the two detecotrs in the region of temporal
coincidence is:

𝐻0,⊥(𝜏) = ℎ0exp
(
−|𝜏 − 𝑡0 |

𝑇1

)
. (A.41)

For uncorrelated photons, i.e., photons that are not from consequent laser pulses,
the second-order cross-correlation time-bin histogram is

𝐻∞(𝜏, 𝑡𝑐) = ℎ∞exp
(
−|𝜏 − 𝑡𝑐 |

𝑇1

)
, (A.42)

where ℎ∞ = 2ℎ0 [328], and 𝑡𝑐 is the center of the time-bin histogram peak. The first
time-bin histogram peak on each side of the central peak of coinciding photode-
tection events (index 𝑛 = ±1) are separated in the analysis, as they are partially

(7) Tsunami, see section A.IV.3.
(8) DL Pro, see section A.IV.3.
(9) Assuming ideal spectral, spatial, and temporal overlap.
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correlated [285] and differ in their amplitude ℎ±1 ≠ ℎ∞. The function for the 𝑛th-
peak of the second-order cross-correlation the time-bin histogram peaks is then:

𝐻
(⊥/∥ )
𝑛 (𝜏) =


𝐻0,⊥/∥ (𝜏 − 𝑡0) if 𝑛 = 0,

ℎ1exp
(
−|𝜏−𝑡0−𝑛𝑡rep |

𝑇1

)
if 𝑛 = ±1,

𝐻∞(𝜏, 𝑡𝑐 = 𝑡0 − 𝑛𝑡rep), otherwise,

(A.43)

where 𝑡rep is the laser repetiation rate. Taking the detectors time jitter 𝜎 and a
constant background ℎbgr into account, the model function for the polarization
configuration ⊥ /∥ finally is:

𝐻 (⊥/∥ ) (𝜏) =
𝑁sp∑︁

𝑛=−𝑁sp

𝐻
(⊥/∥ )
𝑛 (𝜏) ⊛ 1

𝜎
√

2𝜋
exp

(
− 𝜏2

2(
√

2𝜎)2

)
+ ℎbgr, (A.44)

where ⊛ denotes a convolution. To obtain the normalization constants ℎ∞ and ℎ0,
the second-order cross-correlation the time-bin histogram peaks of index 𝑛 until an
index of ±𝑁sp are evaluated for both polarization configurations (∥ /⊥).

Data Evaluation of Spectrally Unfiltered HOM Experiment

The outcome of amulti-peak least-square curve fittingwith the Levenberg–Marquardt
algorithm of the model given by equation A.44, including the peaks up to index
𝑁sp = 10, is summarized in table A.7 for the data-sets of transverse (⊥) and collinear
polarization (∥).

The pure dephasing rate is 𝛾𝑑𝑝 = 78(+116
−37 )GHz. The imprecision of the pure

dephasing estimate reflects the HOM experiment’s insensitivity in the presence of
pure dephasing comparable with the optical decay rate. The heights of ℎ∞ for each
polarization configuration allow normalizing and comparing the central peak area
A∥ and A⊥.

The background corrected collinear- (transverse-) polarized center peak area A∥
(A⊥) is calculated numerically by trapezoidal rule from the background-corrected
fit functions. The error on the peak area is estimated numerically by propagating
the statistical errors 𝜎𝑥𝑖 of all fitted parameters 𝑥𝑖 in table A.7, 𝛾dp, and 𝐻0 via the
covariance matrix 𝑐𝑜𝑣 (𝑥𝑖 , 𝑥 𝑗 ) of the fit:

𝜎2
A∥/⊥

=
∑︁
𝑖

∑︁
𝑗

𝜕A∥/⊥
𝜕𝑥𝑖

𝜕A∥/⊥
𝜕𝑥 𝑗

𝑐𝑜𝑣 (𝑥𝑖 , 𝑥 𝑗 ), (A.45)

where the partial derivative
𝜕A∥/⊥
𝜕𝑥𝑖

is approximately:

𝜕A∥/⊥
𝜕𝑥𝑖

≈
ΔA∥/⊥
Δ𝑥𝑖

=
A∥/⊥(𝑥𝑖 + 𝜎𝑥𝑖 ) − A∥/⊥(𝑥𝑖)

𝜎𝑥𝑖
. (A.46)
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Configuration Parameter Value
⊥ ℎ∞ 1.968(14) × 103

∥ ℎ∞ 1.967(14) × 103

⊥ ℎ1 1.507(20) × 103

∥ ℎ1 1.529(22) × 103

⊥ ℎbgr 7.8(3)
∥ ℎbgr 7.8(3)
⊥ 𝑡0 2(3) ps
∥ 𝑡0 −4(3) ps
⊥ 𝑡rep 12.5001(6) ns
∥ 𝑡rep 12.4992(6) ns
⊥ 𝑇1 794(5) ps
∥ 𝑇1 800(5) ps
⊥ 𝜎 228(11) ps
∥ 𝜎 219(12) ps

Table A.7: Multi-peak fit results of the far-off peaks of the data shown in figure 9.6 with the model
given by equation A.44. The symbol ⊥ denotes the transverse polarization configuration while ∥
denotes the collinear polarization configuration.
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Figure A.48: Residuals of the center regions of a multi-peak least-square curve fitting with the
Levenberg–Marquardt algorithm of the data shown in figure 9.6 with the model given by equation
A.44 for both data-sets (transverse and collinear polarization) with the fit parameters in table A.7.

The re-normalized center peak areas are finally A⊥ = 0.500(7)ℎ∞ and A∥ =

0.496(10)ℎ∞ . The over all fit-quality for the transverse polarized (collinear polarized)
configuration is 𝜒2

red = 1.68 (𝜒2
red = 1.64). The residuals of both fits for the center

region is shown in figure A.48.
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Fig. 2.1 Figure a) shows a scanning tunneling microscope image of a
Stranski-Krastanov InGaAs QD, grown on GaAs. Image from [87].
Figure b) shows schematics of the growth process of droplet-
epitaxy grown GaAs QDs, adapted from [88]: (i) Al is deposited
under low arsenic pressure, forming droplets on the surface of
the AlGaAs substrate; (ii) dissolution of As from the substrate
and concurrent (iii) diffusion of Al into the substrate; (iv) high
in-plane symmetry nanoholes etched into the AlGaAs substrate;
(v) overgrown with GaAs; (vi) capping with AlGaAs. Figures c)
and d) show the cross-section and top view of an AFM image of
a droplet-epitaxy-grown GaAs QD. These images are from [40].
In figure c), the color scale reflects the local surface inclination
(white for flat areas and black for maximal inclination). The aspect
ratio is set to 17 to highlight the shape of the etched hole. 6

Fig. 2.2 Schematics of the structural properties of Stranski-Krastanov-
grown InGaAs QDs and dropel-epitaxy grown GaAs QDs. The
confinement potentials, where dark, neutral, and bright gray indi-
cate AlGaAs, GaAs, and InAs are shown in figure a) for Stranski-
Krastanov-grown InGas QDs and b) for dropel-epitaxy grown
GaAsQDs. Schematics of the electron and hole wave functions are
shaded blue and red oval. The wave functions along the growth
axis 𝑧 are shown in figure c) for Stranski-Krastanov-grown InGas
QDs and d) for dropel-epitaxy grown GaAs QDs. For Stranski-
Krastanov QDs, the electron and hole wavefunctions have a sig-
nificant offset in their center of mass, due to an asymmetric
confinement potential a pyramidal shape [112]. In contrast to
unstrained GaAs QDs, the materials intermix significantly during
growth, leading to strain that varies throughout the QD. 8
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Fig. 2.3 The lowest-energy confined states in QDs and their transitions.
The full (empty) circles indicate the electron (hole) configura-
tion in the conduction (valence) band 𝑠 shells of the QD. The
pseudospin states are discussed in the main text. The biexciton
decays to one of the two bright exciton states by emission of a
horizontally (𝐻 , green) or vertically (𝑉 , yellow) polarized photon.
The negative (positive) trion decays to a single electron (hole) by
emission of circularly polarized light with the helicity depending
on the total electric charge state. Furthermore, spin-flip processes
(dashed arrows) couple bright and dark excitons. Non-radiative
processes (gray arrows) are generally present and can for some
transitions be dominant [115,123,125]. Here, only the non-radiative
decays of the bright excitons are indicated explicitly. The order-
ing of the states in the figure follows the occupancy, while the
emission energies of the radiative excitonic complexes depend
not only on the occupancy but also on confinement, correlation
effects and manipulation Zeeman- and Stark-effect [5]. Figure
adapted from [5]. 11

Fig. 2.4 Examples of excitonic level schemes in QDs of relevance for
quantum-optics experiments. (a) Fundamental three-level op-
tical transition scheme of a single bright exciton, here |𝑋𝑏⟩, that
can emit a photon by decaying radiatively to the ground state
|𝑔⟩. Also non-radiative decay processes and coupling to the cor-
responding dark exciton state |𝑋𝑑⟩ through spin-flip processes
may occur. The dark state can also re-combine nonradiatively.
This level scheme leads to a biexponential decay of the emitted
intensity. Figure adapted from [5]. 12

Fig. 3.1 Schematic of a planar nanophotonic device often investigated
in this thesis. A QD (green dot) embedded in the guided mode
region of a line-defect (W1) photonic crystal waveguide, emits
photons into the guided mode. The emitted photons are routed
in-plane by nanobeam waveguides (NBWs) towards shallow-etch
grating (SEG) chip-to-fiber couplers, where they are scattered
quasi-orthogonal out of plane. The photons are collected by a
microscope objective and fiber coupled by free-space optics. The
devices are aligned to the crystallographic axes of the membrane,
such that the dipole orientations are oriented along with 𝑥 and 𝑦 .
In chapter 4, topological photonic crystal waveguides in place of
the W1 waveguide are investigated. 18
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Fig. 3.2 The excited state population 𝜌𝑒𝑒 of the steady state solutions of
the Maxwell-Bloch equations for continuous-wave excitation for
various pure dephasing rate Γdp. a) The dependence of the laser
frequency detuning Δ = 𝜔L − 𝜔0 for weak excitation Ω ≪ Γ,
showing a Lorentzian lineshape. b) The Rabi frequency area
dependence Ω2 (normalized excitation intensity) of the steady
state solutions for zero detuning (Δ = 0). 27

Fig. 3.3 The saturation parameter 𝑆 and the full-width-half-maximum
linewidth (FWHM) ΔFWHM of the steady state solutions of the
Maxwell-Bloch equations for continuous-wave excitation for var-
ious pure dephasing rate Γdp for zero detuning (Δ = 0). a) The
saturation parameter 𝑆 as a function of the Rabi frequency area
Ω2. b) The FWHM linewidth ΔFWHM as function of the saturation
parameter. 28

Fig. 4.1 Schematic of a topological photonic insulator and crystal waveg-
uides based on a photonic Quantum Valley-Hall effect analogon.
Figure a) shows three unit cells (with lattice constants a1,a1) of a
photonic insulator of non-trivial Valley-Chern number. The inver-
sion symmetry of the unit cells is broken due to non-identical cir-
cular hole radii within the unit cell. Figure b) shows non-identical
equilateral triangles as an alternative for elements in the unit cell.
Figure c) shows the unit cell of a shamrock pattern, consisting of
three overlapping holes of radii 𝑟s, and a single circular hole of
radius 𝑟c. The photonic topological insulators’ configuration as a
bearded-type interface and zig-zag-type interfaces are shown in
Figures d) and e). Three unit cells of each distinct photonic topo-
logical insulator (blue/green) are highlighted in black, whereas
the interface is highlighted in red. The one-dimensional super-
cell of the waveguides is highlighted in yellow. The zig-zag-type
interface features an inversion symmetry at the interface. The
bearded-type interface has a glide-plane-like symmetry [17]. 33

Fig. 4.2 Schematic of a BIW device with mode adapter to a nanobeam
waveguide (NBW) [75]. The two distinct photonic topological
insulators are highlighted in blue and green, and their interface is
highlighted as a solid red line. Two solid black lines and blue/green
shading marks a single supercell of the one-dimensional waveg-
uide. For mode adaptation to a NBW, the first row of shamrocks
is removed in the adapter section (over eight supercell columns),
highlighted in red. The NBW routes the guided mode to shallow
etch grating (SEG) fiber-to-chip couplers [162]. 34
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Fig. 4.3 Scanning electron microscope images of a photonic device with
a topological PhCW. Figure a) shows a bird-eye image of a full
photonic device. The device consists of two polarizing SEG fiber-
to-chip couplers (shown in b), NBWs to connect the couplers with
mode adapters (shown in c), and a topological PhCW. Figures d)
and e) show a zoom into the topological interface of a bearded and
a zig-zag-type. The interface is highlighted as a dashed red line,
and a unit cell of each distinct topological insulator is highlighted
in blue and green. 35

Fig. 4.4 Schematic of the optical setup. The sample is installed in the
cryostat. All free-space optics and the microscope objective are
mounted onto an open-loop 𝑋 -𝑌 stage to characterize and com-
pare different photonic devices without requiring optical realign-
ment. Polarizing beam splitters (PBS), half-wave plates (HWP),
and quarter-wave plates (QWP) control the input polarization
and filter the excitation laser from the collected signal. The op-
tical collection and photonic characterization input path match
the output mode diameter from an SEG fiber-to-chip coupler. 36

Fig. 4.5 Laser transmission of three photonic devices. Green (red) shows
the transmission of a device with a 𝐿 ≈ 13 𝜇m long topological
PhCW section based on a bearded-type (zig-zag-type) interface.
The photonic crystal parameters are 𝑎 = 280 nm, 𝑟s = 35 nm, and
𝑟c = 55 nm. Blue shows the transmission of the photonic refer-
ence device where the topological waveguide section is replaced
with a nanobeam waveguide (NBW). The transmission of the
topological PhCW is normalized to the maximal transmission of
the NBW. The gray shades indicate the uncertainty of the trans-
mission measurements based on photon counting statistics. The
NBW shows characteristic fringes for long wavelengths, which
are attributable to reflections at the interface of the NBW to the
SEG fiber-to-chip couplers [162]. 37

Fig. 4.6 a) The low-pass filtered photoluminescence spectra of two devices
with a BIW length of 𝐿1 = 13.02 µm (blue) and 𝐿2 = 23.10 µm
(yellow) and their fringes (green and red), probed by illumination
with QDs as an internal probe. The shaded areas represent the
statistical uncertainties of the spectrometer signal. b) Group index
of the BIW of length 𝐿1 = 13.02 µm (green) and 𝐿2 = 23.10 µm (red)
determined with the photoluminescence of embedded quantum
dots as internal light probe and the prediction of finite-element
(FEM) calculations based on scanning electron microscope images
of the unit cell (black). The wavelength uncertainties represent the
half-width-half-maximum fringe width. The device parameters
𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c = 55 nm. 39
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Fig. 4.7 Scanning electron microscope image of a unit cell of a photonic
topological photonic insulator of 𝑎 = 280 nm, 𝑟s = 35 nm, and 𝑟c =

55 nm. The blue line marks the unit cell border. The green area
indicates the pattern of the electron-beam lithography soft mask.
Due to feature sizes below the resolution limit of the soft mask
fabrication method, the shamrocks emerge similar to the pattern
of blunt triangles. The circular hole and the shamrocks experience
significant over-etching and visible random deformation. 40

Fig. 4.8 Band diagram (a) and dispersion of the group index (b) of the BIW
and ZIW from FEM calculations based on the scanning electron
microscope image of the PhCW. The lattice constant is 𝑎 = 280 nm.
Dark gray areas indicate bulk modes. The light gray area indicates
the light cone. The light yellow shading indicates the bandgap.
Red indicates the ZIW mode. Blue and green indicate the two
modes of the BIW. 41

Fig. 5.1 (a) Schematic of a chiral light-matter interface utilizing an edge
mode between two topological photonic insulators (dark and
bright green). The field norm for the guided edge-mode is shown
(yellow to red) and an embedded quantum emitter indicated. The
quantum emitter’s transition dipoles are left- or right-handed
circular (𝜎±), resulting in directional emission (left and right as
shown in the inset) when it is placed at a position where the
polarization of the guided mode is circular. The white-dashed line
highlights a single supercell of the waveguide. (b) Schematics of
the supercells of the glide-plane waveguide (GPW), line-defect
waveguide (W1), bearded-type interface waveguide (BIW), and
zig-zag-type interface waveguide (ZIW) with the interface or
center of each waveguide highlighted with a dashed line. 44

Fig. 5.2 a) Photonic band diagram of the GPW (orange) and W1 (yellow)
waveguides. Shaded regions correspond to the bulk modes of the
GPW (brown) and W1 (yellow), while the grey region represents
the light cone. The solid and dashed curves represent guided
modes that are considered or excluded in this work, as discussed
in the main text. Insets show exemplary mode profiles at 𝑛𝑔 ≈ 15.
(b) Same as (a) but for topological BIW (green) and ZIW (blue)
waveguides, noting that both topological waveguides share the
same bulk modes. (c) Group index of the guided modes denoted
by solid curves in (a) and (b) as a function of frequency for all four
structures, with circles representing the modes whose profiles are
shown above. The band-edges are indicated by a dotted line. 47
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Fig. 5.3 a) Mode maps of the directional Purcell factor 𝐹σ±,𝑘 (r) and di-
rectionality 𝐷𝑘 (r) for a unit cell of each PhCW, taken at 𝑛𝑔 ≈ 15
as shown in figure 5.2c). b) Maximal 𝐹max

σ±,𝑘
for each mode as a

function of frequency, with dashed curves representing the di-
vergence predicted in the slow-light regions. c) Corresponding
backscattering length 𝐿back,𝑛,𝑘 in units of the lattice constant 𝑎 as
a function of frequency. Note that both the backscattering losses
and interaction enhancement diverge as the group index diverges.
The band-edges are indicated by dotted lines, where the group
index of all PhCWs except for the GPW diverge. Dashed lines
indicate group-index divergences of the band-edge. Circles in b)
and c) represent the modes whose profiles are shown in a). 49

Fig. 5.4 A summary of PhCW parameters for use as practical quantum
chiral-light matter interfaces. Maps of the maximal achievable
propagation length (in units of the lattice constant 𝑎) as a function
of the minimum desired directionality or Purcell Enhancement
factor (structure marked in each panel). This combination of 𝐷
and 𝐹 must be found in an area 𝐴 ≥ 𝐴min, which is sufficiently
distant 𝛿𝑚𝑖𝑛 from a hole, as sketched in the inset of the first panel
and explained in the main text. The bright grey area indicates the
area 𝐴 as an example for the W1, while the dark and black areas
indicate the excluded regions given by 𝛿min. Insets in the W1 and
ZIW panels show line cuts showing the propagation length as a
function of 𝐹 for |𝐷 | = 0.5 and |𝐷 | = 0.99, respectively (cuts taken
along the white dashed lines). 52

Fig. 5.5 Calculated delectable photon flux, in units of the homogeneous
decay rate, as a function of the Purcell enhancement for a quan-
tum emitter 𝜒 chirally coupled to a PhCW as shown in the inset
to a) [22]. The photon rate is shown for (a) short, 10-unit cell
structures and b), the more typical 100-unit cell waveguides in
solid circles resolution limited by the 𝑘-space sampling, which
are labeled as an example for the BIW for the data points of
highest Purcell enhancements, (cf. appendix A.I.6). The dashed
lines represent a guide to the eye, while the solid curves represent
a sub-optimal positioning of the QE. In both a) and b), the per-
formance of all 4 structures is shown, with the topological BIW
supporting the highest-rate operation. This is true both for the
shorter systems, where losses are low in all cases, as well as for
the longer structures, where the high 𝑛𝑔 (enhancement) operation
is limited by the scattering. 54
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Fig. 6.1 Band structure of the heterojunction, calculated using a one-
dimensional Poisson equation solver, assuming perfect ohmic
contacts to the p-type and n-type layers for a bias voltage of
a) 𝑈B = 0 V and b) 𝑇 = 𝑈B = 1.4 V at 30 K. GaAs layers are
shaded as gray and Al15Ga0.85As layers are shaded as white back-
grounds. Overlayed colored shading indicates the doping levels
with acceptors (red) and donors (blue). The black lines indicate
the calculated conduction and valance band. In a more realistic
scenario, the waveguide surfaces have been exposed to air and
have oxidized [251]. 58

Fig. 6.2 Schematic cross-section of the planar quantum photonics plat-
form of GaAs droplet epitaxy QDs. The sample is processed out
of a wafer on top of which a distributed Bragg mirror (DBR), a
sacrificial layer (shaded light-gray), and the semiconductor het-
erojunction are grown. The junction is made out of Al15Ga85As
(shaded white), and its lowest and uppermost layers are made
out of GaAs (shaded dark gray). Blue and red shaded overlays
indicate the donor and acceptor levels in the heterojunction. The
centered intrinsic layer hosts the QDs. The sacrificial layer is
removed chemically to suspend nanophotonic structures above
the DBR. Nanophotonic devices are formed by etching into the
heterojunction. The top and back-gate are electrically contacted
from the surface. 59

Fig. 6.3 Scanning Electron Microscope of a nanobeam waveguide (NBW)
with shallow etch grating (SEG) couplers with embedded GaAs
droplet epitaxy QDs. Figure a) shows one of the two SEG couplers
for coupling light into the waveguide mode and collecting the
light from the waveguide mode. Figure b) shows a zoom into
a NBW section with high resolution. Figure c) shows a tether
supporting the NBW in its suspension. Figure d) shows the entire
device. 61

Fig. 6.4 Scanning Electron Microscope of a nanophotonic device consist-
ing of a line-defect photonic crystal waveguide (W1 PhCW) of fast
and slow light, mode tapers, and nanobeam waveguides (NBWs)
that route light from the PhCW’s guided mode to SEG couplers
(sample B15459-A). Figure a) shows the waveguide center of the
W1 PhCW in the slow-light section. Figure b) shows the mode
adapter from the W1 PhCW to the NBW. Figure c) shows a zoom
into a single hole of the photonic crystals of approximately 53 nm
radius. The image is blurred due to the drift of the sample during
the image acquisition. Figure d) shows the entire device. 62
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Fig. 6.5 The radius of the etched holes on the surface post fabrication 𝑟𝑠 as
a function of the radius on the electron beam exposure mask 𝑟𝑚
(sample B15459-A). Each data point is the average and standard
deviation of the characterization of 3 holes of a photonic crystal.
While the hole radius on the surface varied little between photonic
crystals of the same parameters, holes with a radius 𝑟𝑠 < 40 nm
did not etch through the heterojunction reliably. The dashed
blue line is the identity function and resembles the absence of
over-etching. 63

Fig. 6.6 The current-voltage characteristic of the p-i-n heterojunction af-
ter nanofabrication in cryogenic conditions. Figure a) shows the
absolute current of the heterojunction, where the green (blue)
indicates forward (backward) currents. The dashed line indicates
the source-meters systematic error specifications, and the area
shaded in gray indicates the statistical error of 30 samples. Fig-
ure b) shows a fit, as discussed in the text. Figure c) shows the
current-voltage characteristic at 300 K (green) for comparison
with cryogenic conditions (blue). Figure d) shows the current-
voltage characteristic through two separate back gate contacts
(green) and a fit (blue). 65

Fig. 6.7 Schematic of the optical setup. The sample is installed in the
cryostat on top of nanopositioners (XYZ). Linear polarizers (LP),
half-wave plates (HWP), and quarter-wave plates (QWP) control
the input polarization and filter the excitation laser from the
collected signal. The optical collection path is matched to the
output mode diameter from a shallow etched grating. 67

Fig. 6.8 Figure a) shows the CMOS camera image of a nanophotonic
device of two shallow etch grating (SEG) couplers linked by a
nanobeamwaveguide (NBW). A laser with 𝜆L = 795 nm is injected
into the coupler on the top right. The input coupler appears
bright due to the direct reflection of the laser on the grating. The
injected light is transmitted to the other coupler on the left. The
light at the output coupler is of comparable brightness to the
light reflected from the input port. Figure b) shows a scanning
electron microscope image of the same device. 68

Fig. 6.9 Relative laser transmission through a NBW for injection of a laser
(𝜆L = 795 nm) and as a function of the half-wave and quarter-
wave-plate angles 𝜙HWP, 𝜙QWP controlling the input laser polar-
ization. 70
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Fig. 6.10 A set of concentric devices consisting of two fiber-to-chip cou-
plers and NBWs of various lengths between 𝐿0 = 60 µm and
𝐿10 = 1.486mm. The gratings are placed at a fixed relative posi-
tion from each other to avoid re-aligning the position and angle
of laser injection and collection beams. The couplers’ relative
orientation enables laser-background filtering by cross-polarizing
the injected laser at the input port and the collected light at the
output port. 70

Fig. 6.11 Examples of the devices transmission 𝑇∏
,cocentric(𝐿, 𝜆) relative to

the shortest waveguide of 𝐿 = 60 µm. The devices are probed
by injection of a super-continuum laser. The emission band is
filtered to the spectral range of 750 nm to 850 nm. The transmis-
sion spectra is measured with an spectrometer. The input-path
and collection-path are aligned by an initial alignment with the
narrow band laser at 𝜆 = 795 nm. The transmission spectra are
normalized by the spectral power-density of the continuum laser
obtained by the direct exposure of the spectrometer. The shaded
areas indicate the uncertainty of 3 standard deviations. 71

Fig. 6.12 Waveguide attenuation from the FKE of the electric fields inside
the heterojunction of light transmitted in a 42.2 µm long NBW
as a function of the applied bias voltage 𝑈B probed with laser
wavelengths of 𝜆L = 785 nm, 𝜆L = 795 nm and 𝜆L = 805 nm. The
attenuation is estimated from the waveguide transmissions for a
bias voltage of𝑈B = 1.5 V. 73

Fig. 6.13 Scanning Electron Microscope of nanophotonic devices (sample
B15459-A). The device in figure a) consists of aW1 PhCW section, a
mode taper, and NBWs that route light from the PhCW’s guided
mode to SEG couplers. Figure b) shows a reference device of
identical dimensions but where the PhCW is replaced with a
nanobeam section. 74

Fig. 6.14 The transmission of W1 PhCW test devices of various lattice con-
stants 𝑎 and hole radii 𝑟 and a NBW reference (fabricated on
wafer B15280). The hole radii refer to the radius on the electron-
beam-resist mask. The hole radius over-etching of these test
devices is approximately 5 nm. The reference NBW reference is
the normalized transmission envelope of the averaged transmis-
sion spectrum 4 reference devices. 76
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Fig. 6.15 Relative transmission of two devices of sample B15459-A with
identical waveguide length with a narrow-band diode laser and
photo-detection with an avalanche photodiode. Blue shows the
device’s transmission where a nanobeam links two fiber-to-chip
couplers, as shown in figure 6.8. Green shows the transmission
of a device with a intermediate W1 PhCW waveguide section,
like the device shown in figure 6.4. The W1 waveguide consists
of holes with a electron-beam mask radius of 𝑟𝑚 = 35 nm and an
etched hole radius of approximately 𝑟𝑠 ≈ 45 nm. The photonic
crystal lattice constant is 𝑎 = 206 nm. The red area indicates the
wavelength region of the QDs examined in this device in chapter
7, 8, and 9. 77

Fig. 7.1 Schematic of the optical setup. The sample is installed in the cryo-
stat on top of nanopositioners (XYZ). A dichroic mirror combines
the input paths for above-band-excitation (532 nm and 632.8 nm),
the path for quasi-resonant excitation, and the path matched
with the shallow-etch-grating coupler mode diameter. Linear
polarizers (LP), half-wave plates (HWP), and quarter-wave plates
(QWP) control the input polarization and filter the excitation
laser from the collected signal and from the CMOS camera image.
The camera image path can be equipped with a filter. The optical
collection path is matched to the output mode diameter from a
shallow etched grating. 80

Fig. 7.2 Camera images of a non-structured section of sample B15459-A
under excitation with a wavelength of 𝜆L = 632.8 nm. The camera
image is filtered by a 750 nm long-pass filter. The integration time
is 5 s, and the excitation power of approximately 𝑃L ≈ 500 nW.
Figure a) shows the image for a bias voltage of 𝑈B = 0 V. No
QDs are visible, and the fluorescence of impurities on the surface
of the sample can be seen. Figure b) shows the same area for a
bias voltage of𝑈B = 1.5 V. QDs are clearly visible not only at the
center of the near-aberration limited laser focus spot, but also
micrometers away from the focus spot. 81

Fig. 7.3 Scanning electron microscope images of a) the mode adapter b)
thewaveguide center of aW1 PhCWshowing typical nanofabrication-
induced impurities. The sidewalls of deep trenches showwrapping
by µm-sized flakes (Green arrows in figure a). Both the surface
of the substrate and the surface of the membrane show nm-sized
randomly scattered particles. 82
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Fig. 7.4 Camera images of the sample B15459-A near the W1 waveguide
𝑊 1(3,5)260,35 (see appendix A.II) under excitation with a wavelength
of 𝜆L = 632.8 nm. The laser spot is centered in the microscope
objective. The integration time is 5 s, and the excitation power
of approximately 𝑃L ≈ 2.5 µW. The camera image is filtered by
a 800 ± 5 nm long-pass filter. Figure a) shows the image for a
bias voltage of 𝑈B = 0 V. Figure b) shows the same area for a
bias voltage of𝑈B = 1.5 V and is background-subtracted. The area
where the laser spot saturated the camera has been removed from
the image (white area). See discussion in the main text. 83

Fig. 7.5 a) Zoom onto a single QD in the camera image in figure 7.4. b)
Levenberg–Marquardt non-linear least-square fit of a single Airy
disc pattern and a homogeneous background. 85

Fig. 7.6 Excitation-emission fluorescence map of QD1 for a bias voltage
of𝑈B = 1.4 V as a function of the excitation laser’s wavelength 𝜆L
from 760 nm to 785.5 nm. 86

Fig. 7.7 The photoluminescence emitted by QD2 as a function of the gate
voltage𝑈B (positive gate voltage indicates a forward bias) under
quasi-resonant excitation (𝜆L = 784.85 nm). The wavelength is
resolved by a spectrometer, and the intensity is measured on
a CCD camera. The emission spectrum shows several plateaus
corresponding to different charge states of the quantum dot (lines
labeled with numbers). The charge states are discussed in the
main text. The spectrally shifted parallel transitions (copies) can
be observed (unlabeled lines). 87

Fig. 7.8 Photoluminescence energy 𝐸PL as a function of electric field 𝐹
extracted from the data shown in figure 7.7. 89

Fig. 7.9 Time-bin histogram of a lifetime measurement of QD2 under
pulsed resonant excitation with a power of 𝑃L = 240 nW, dis-
played in green. The blue line represents the fit to a single expo-
nential decay convolved with the instrument’s response function
(IRF). 90

Fig. 7.10 Autocorrelation histogram of a Hanbury Brown and Twiss exper-
iment under continuous wave excitation for various excitation
laser power 𝑃L settings. The integration time for each excitation
power is 𝑡i = 1 h. Figure a) shows a close-up of the close-to-zero
delay region. For increasing excitation power at zero time-delay,
the autocorrelation histogram transitions from pronounced anti-
bunching to bunching. Figure b) shows the long delay-time auto-
correlation histogram. The QD shows strong blinking in the µs
timescale. 91
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Fig. 7.11 The fraction of time in which the QD is in the bright state 𝛽𝑐 , and
the blinking time constant 𝜏𝑐 of the autocorrelation function 𝑔2
for the lowest six excitation laser power 𝑃L settings. 93

Fig. 8.1 a) Resonant fluorescent spectra for continuous wave excitation
probedwith excitation laser wavelengths of 𝜆L = 797.000 00(21) nm,
𝜆L = 797.337 30(21) nm, 𝜆L = 797.625 40(21) nm, 𝜆L = 798.000 00(21) nm.
For excitation wavelengths of 100 pm above or below the probed
wavelengths, no fluorescence is observable within the bias voltage
interval between 1.325 V and 1.55 V. For these spectra, the bias
voltage was sampled in a randomized order. The difference in
the background count noise is attributable to mechanical drifts
of the excitation laser during data acquisition. b) Zoom into the
frequency-voltage map obtained by quasi-resonant excitation of
figure 7.7. The dashed lines indicate the wavelengths probed for
resonant excitation, as shown in figure a). 97

Fig. 8.2 Photoluminescence detection rate under continuous wave exci-
tation. Experimental settings 𝜆𝐿 = 797.625 40(21) nm, integration
time 𝑡𝑖 = 1 s. The dark detector’s dark count rate limits the signal-
to-noise ratio for the very lowest excitation powers. At the highest
excitation powers, the excitation saturates, and the spectral line
disappears in the laser background noise. 99

Fig. 8.3 Examples of background subtracted normalized photolumines-
cence detection rate for various powers 𝑃L, and two-level-system
line fits. The model and data evaluation details are discussed in
appendix A.VIII. 100

Fig. 8.4 Two-level system parameters extracted from the power- and bias
voltage scan of the high-energy state |𝑋h⟩. a) the linewidth
Δ𝑓FWHM, b) the (detected) photo-emission rate 𝛾D, and c) the
frequency tuning Δ𝑓𝑃L of the QD 101

Fig. 8.5 Two-level system parameters extracted from the power- and bias
voltage scan of the high energy state |𝑋l⟩. a) the linewidth
Δ𝑓FWHM, b) the (detected) photo-emission rate 𝛾D, and c) the
frequency tuning Δ𝑓𝑃L of the QD 102

Fig. 8.6 Spectral probability density for phonon sideband emission (1 −
𝐵2

FC)𝑆PSB as a function of the photo-emission frequency relative
to resonance Δ𝑓𝑋 = 𝑓 − 𝑓𝑋 emission for various temperatures 𝑇 .
The parameters are those obtained from the evaluation of the
experimental data, shown in figure 8.7. 105
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Fig. 8.7 Phonon-sideband-resolving Spectra, re-normalized by their total
emission rate for a sample mount temperature of 𝑇SMP = 7 K,
𝑇SMP = 11 K, 𝑇SMP = 16 K and 𝑇SMP = 21 K and fits. The fit results
are summarized in table 8.1. The spectrum of the lowest tempera-
ture shows a significant asymmetry owed to a lower probability
of a Stokes process than an anti-Stokes process. The spectrum of
the highest temperature is within the signal-to-noise ratio fully
symmetric. 107

Fig. 8.8 Zero-phonon-line contributions of the emission spectra for vari-
ous temperatures according to the fit results of figure 8.1. 109

Fig. 9.1 a) Intensity of an optically driven Rabi oscillation of the state
|𝑋h⟩ of QD2 as a function of the pulse area P. The time-averaged
count rate for a 𝜋-pulse (P = P𝜋 ) is approximately 191 kHz. b)
Numerical prediction of the time-averaged intensity for a Rabi-
oscillation for a two-level-system under the assumption of a decay
rate of 𝛾 = 1/𝑇1 = 1.2442 ns−1, a laser pulse length of 20 ps, and
a Gaussian spectral diffusion with a width of Δ𝑓 SD

FWHM = 10Γ for
various dephasing rates Γdp. 112

Fig. 9.2 Signal-to-noise ratio of an optically driven Rabi oscillation of the
state |𝑋h⟩ of QD2 as a function of the pulse area P. 113

Fig. 9.3 Autocorrelation histogram of a Hanbury Brown and Twiss exper-
iment under pulsed resonant excitation. a) Close-to-zero delay
region of the first pulses (green) and the fit-result (blue). b) Zoom
into the zero-delay region, showing the contribution of the to-
tal background (red) and the excitation laser leakage (yellow)
obtained from the fit result. 114

Fig. 9.4 Autocorrelation function 𝑔2(𝜏) (background corrected normalized
time-bin histogram pulse areas) for long photodetection event
time delay 𝜏 ≤ 25 µs. Figure a) displays the antibunching of the
time-bin-histogram peak corresponding to coincident photodetec-
tion 𝜏 = 0 and the non-coincident photodetection peaks at delays
of integer multiples of the laser repetition rate 𝑡rep ≈ 12.5 ns. The
blue area highlights the antibunching estimate 𝑔2(0) and its con-
fidence interval. Figure b) displays a zoom into the area of the
non-coincident photodetection peaks, revealing low blinking prob-
ability in a timescale exceeding 10 µs. The blue line corresponds
to a fit and its confidence interval. 115

Fig. 9.5 Time-resolved interference pattern relative to the radiative decay
rate 𝛾 for pairs of partially indistinguishable photons after equa-
tion 9.3 for various dephasing rates assuming ideal temporal over-
lap, absence of spectral diffusion, and collinear polarization. 117
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Fig. 9.6 The second-order cross-correlation histograms of a spectrally
unfiltered HOM experiment normalized to the bunching peaks
a longer time scales where no interference occurs (see section
A.XI). Figure a) and c) show the central region of the orthogonal
polarized (red) and collinear (green) configuration of the interfer-
ometer. Figure b) and d) show the a zoom into the section where
two subsequently emitted photons interfere. The yellow (blue)
lines are fits to the orthogonal (collinear) polarized interferometer
configurations. 118

Fig. 9.7 The second-order cross-correlation histograms of a spectrally fil-
teredHOMexperiment normalized to the bunching peaks a longer
time scales where no interference occurs (see section A.XI). Figure
a) and c) show the central region of the orthogonal polarized (red)
and collinear (green) configuration of the interferometer. Figure b)
and d) show the a zoom into the section where two subsequently
emitted photons interfere. 119

Fig. A.1 Schematic of the waveguide center region of the PhCWs’s super-
cells and their parameters for the simulations, as discussed in the
text. Each photonic crystal border lines are highlighted in color.
Hole radii are indicate in grey. The GPW’s photonic crystal is
deformed from the W1 in the PhCW’s center region as discussed
in the text. The deformation parameters are indicated and labeled
in grey. The lattice vectors (photonic crystal’s unit cells) are indi-
cated for the W1 and the topological waveguides in a solid black
(white dashed) line. The ZIW’s and BIW’s photonic crystals have
the same unit cell and lattice vectors but their interface follows
along different directions. 126

Fig. A.2 Characteristic mode width 𝑤𝑛 as a function of the group index
𝑛𝑔 (𝜔𝑛,𝑘 ) of all band-gap modes of the BIW, ZIW and the selected
modes of the GPW and W1 for comparison. The data points are
connected along their individual wavenumber 𝑘 . The dashed lines
correspond to the modes of the ZIW which are not considered
for a chiral-light interface due to their extreme mode widths. 127
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Fig. A.3 Inelastic mean-free path 𝐿back,𝑘 =
〈
𝛼back,𝑘

〉−1 sweeping the corre-
lation constant 𝑙𝑝 and keeping the deformation parameter 𝜎 =

3 nm constant for chosen modes representing minimal backscat-
tering fullfilling the requirements of: (a) providing Purcell en-
hancement 𝐹 = 1 and a directionality |𝐷 | = 0.99 in locations being
separated from hole by 𝛿 within the high-index regions of the
vertical symmetry plane S𝑐 (see Appendix A.I.5) and (b) providing
a Purcell enhancement 𝐹 = 10 and providing the highest dire-
cionality𝐷max accessible for each PhCWwithin the same position
restrictions as in (a). The inlet shows a schematic of the stastical
hole deformation parameters. A hole is deformed by a dent of
amplitude 𝜎 over a correlation length 𝑙𝑝 . 128

Fig. A.4 (a) Re-normalized maximal Purcell enhancement 𝐹max
σ±,𝑘

/𝑛𝑔 within
the high-index regions of the vertical symmetry plane S𝑐 (see
Appendix A.I.5) and (b) re-normalized mean free path 𝐿back,𝑘𝑛

2
𝑔.

The solid lines connect modes along the wavenumber 𝑘 while
the dashed lines indicate regions of divergence. The non-trivial
dispersion of the re-normalized Purcell enhancement and the
re-normalized mean free path indicate the significance of the
dispersion of the mode profiles and their polarization. 131

Fig. A.5 Maximal area F of all modes for minimal directionality ampli-
tude |𝐷 | and minimal Purcell enhancements 𝑃 in the high index
material area given by Smin, not limiting the associated group
index or backscattering losses. 132

Fig. A.6 Band diagram of the (a) GPW and (b) BIW showing only the light
cone, the bulk bands and the relevant modes for which the photon
number rate Φ𝐿/𝑅/𝛾0

𝐿/𝑅 is maximal, desiring a directionality of
|𝐷 | = 0.99 and minimal losses. Each point shown corresponds to
a different optimal Purcell enhancement. 134

Fig. A.7 Schematic overview of the electrical contacts of the electron-beam
writing fields of sample B15459-A. The writing fields are labeled
in the format (𝑥, 𝑦), where 𝑥 is the column, and 𝑦 is the row.
All writing fields of each column share two pairs of electronic
connections. The electronic connections are noted in the format
C𝑥 , where 𝑥 is the index. Colored squares denote the positive
electronic connectors of a column, whereas black squares denote
negative electronic connectors. Example: Write field (3, 5) is
electronic connected by the contact pairs C3 + C4 and C13 + C14,
where C3 and C14 are negative electronic connectors. Only one
contact pair is contacted by wire-bonding. 137
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Fig. A.8 The photoluminescence emitted by QD2 as a function of the
gate voltage 𝑈B (positive gate voltage indicates a forward bias)
under quasi-resonant excitation (𝜆L = 784.85 nm) in a logarithmic
color map. The wavelength is resolved by a spectrometer and the
intensity measured on a CCD-camera. The emission spectrum
shows several plateaus corresponding to different charge states
of the quantum dot. The spectrally shifted parallel transitions
(copies) can be observed. 142

Fig. A.9 Electric fields 𝐹𝑧 (solid green line), donor number density 𝜌𝑛 (solid
blue line), and acceptor density 𝜌𝑝 (solid red line) of wafer B15459,
calculated using a one-dimensional Poisson equation solver, as-
suming perfect ohmic contacts to the p-type and n-type layers
for a bias voltage of a)𝑈B = 0 V and b)𝑇 = 𝑈B = 1.4 V at𝑇 = 30 K.
GaAs layers are shaded as gray and Al15Ga0.85As layers are shaded
as white backgrounds. Overlayed colored shading indicates the
doping levels with acceptors (red) and donors (blue). 143

Fig. A.10 Electric field 𝐹𝐷 (colored lines) and depletion width 𝑑dl (colored
lines) as function of the applied bias voltage𝑈B for various tem-
peratures 𝑇 . The color represents the temperaure 𝑇 . Solid lines
assume the doping levels next to the intrinsic layers (𝑁𝑝 , 𝑁𝑎 =

1 × 1018 cm−2), the dashed lines assume the highly-doped 𝑝-layer
𝑁𝑝 = 1 × 1019 cm−2. The solid-black line represent numerical
calculations using a one-dimensional Poisson equation solver of
the full heterojunction layout, assuming perfect ohmic contacts
and neglecting Fermi-level pinning. 145

Fig. A.11 Laser transmission of five photonic devices. Figure a) shows the
transmission of devices with a bearded-type of interface with
(without) a mode adapter in green (blue). The black transmission
spectrum is the reference nanobeam waveguide device (NBW).
Figure b) shows the transmission of devices with a zig-zag-type
of interface with (without) a mode adapter in green (blue). The
photonic crystal parameters are 𝑎 = 280 nm, 𝑟s = 35 nm, and
𝑟c = 55 nm. 146

Fig. A.12 Transmission of NBW reference device probed with a single mode
laser (red) its Farby-Pérot fringes (yellow) and the photolumi-
nesence signal from QDs as a white-light source (green) and its
Farby-Pérot fringes (blue). Both spectra are normalized to their
intensity maximum. 147

Fig. A.13 The group index of the reference device calculated from the device
length of 𝐿 = 73.132 µm and the free spectral range Δ𝜆FSR for both
illumination methods. The transmission of the laser provides the
group index estimates shown in red. The QD photoluminescence
estimates the group index shown in green. 147
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Fig. A.14 Transmission of the BIW waveguide (dark gray) and the QD pho-
toemission emission into the guided mode as white light source
with (green) and without (blue) the Butterworth filtering. 148

Fig. A.15 Transmission of the BIWwaveguide and evaluated fringe maxima.
Figure a) shows the outcome of the evaluationmethod on the laser
transmission spectrum (gray) and the QD spectrum (blue). Figure
b) shows the maxima for the BIW of both lengths 𝐿1 = 13.02 µm
and 𝐿2 = 23.10 µm. The free spectral range scales inverse with the
PhCW length. 149

Fig. A.16 The optical access to the sample located in a the cryostat. The fiber
ports FP1 FP2 and FP3 are the input ports, featuring polarization-
maintaining single-mode fibers. The input ports are combined by
the polarizing beam splitter PBS1 and the dichoric mirror DM1.
The fiber port FP4 is the collection port, featuring a single-mode
fiber. The beam splitter BS3 (𝑅 = 0.9,𝑇 = 0.1) separates the input
and collection paths. The CMOS camera C1 images the sample
which can be illuminated with an infrared LED (LED1). Laser input
powers are monitored with the photodiodes PM1 and PM2. The
lens pairs (L1,L4), (L2,L4), and (L10,L11) adjust the beam diameters.
Other lenses belong to the 4𝑓 imaging system. 151

Fig. A.17 Optical filtering setup with Volume Phase Holographic Transmis-
sion Grating (VTG1) and an Etalon Filter EF1. 152

Fig. A.18 Transmission scan through the filter setup without the Etalon
filter, the center wavelength is 797.3 nm. The full-width-half-
maximum width of the transmission peak is ≈ 20.34GHz. With-
out the Etalon filter, the rejection of wavelength components
takes place when the collimated beam is fiber-coupled. The peak
transmission (fiber-to-fiber) is ≈ 42%. Credit for the data acquisi-
tion to Hanna Salamon. 153

Fig. A.19 Pulse-stretcher setup for the Ti:Sapphire laser. After passing the
isolator, the beam is split (PBS1) for exposure of the trigger diode
(PD1). The transmitted beam is split for fiber coupling unmodified
laser pulses (FP1) and feeding the pulse-stretcher setup, discussed
in the main text. 154

Fig. A.20 Instrument’s response function of the spectrometer illuminated
by the DLPro narrow-band continuous-wave laser. 155

Fig. A.21 Time-bin histogram of a 6.8 ps pulse from the Tsuanmi Ti:Sapphire
laser, detected with APD1. The instrument’s response function
describes a peak with full-width-half-maximum ≈ 320 ps. To the
left, the function shows super-exponential decay. To the right,
the function shows a slow exponential decay with 𝜏1/𝑒 ≈ 720 ps,
compatible with the device specifications. 156
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Fig. A.22 Transmission spectra of concentric waveguides of various lengths.
The individual spectra are normalized to their transmission maxi-
mum. 159

Fig. A.23 Transmission spectra of concentric waveguides of various lengths.
The individual spectra are normalized to the transmission maxi-
mum of the shortest waveguide (𝐿 = 60 µm). 160

Fig. A.24 Attenuation spectra of concentric waveguides of various lengths,
relative to the transmission of the shortest waveguide (𝐿 = 60 µm). 160

Fig. A.25 Schematic of the the source measure unit (SMU) and the elec-
tronic wiring for controlling the bias voltage 𝑈B and voltage-
current characterization of the p-i-n junction. Only one column
of the sample is connected to the SMU while the others are termi-
nated by a 50 Ω resistor directly after the vacuum-feed-through
(not shown). 161

Fig. A.26 The time-bin histogram and fits of the lifetime measurements
for two excitation powers of a) 𝑃L = 60 pW and c) 𝑃L = 240 pW.
Figure b) and d) show the corresponding residuals. 162

Fig. A.27 Near zero time delay regions of the autocorrelation histograms
and least-square curve fits with the Levenberg–Marquardt al-
gorithm of equation A.24 (𝑁 = 1) for an excitation laser power
of a) 7.5 nW, b) 15 nW, c) 30 n watt, d) 60 nW, e) 120 nW, and f)
240 nW. 165

Fig. A.28 Fitting parameters of the autocorrelation histograms of figure
A.27 by equation A.24. 166

Fig. A.29 The time-bin histogram and fit of the autocorrelation function of
equation A.31 assuming 𝛽𝑐 = 1. Goodness of fit: 𝜒2

red = 1.46 over
9765 data points. 168

Fig. A.30 Autocorrelation fit (equation A.31) residuals of the fit shown in
figure A.29. The goodness of fit is 𝜒2

red = 1.46 169
Fig. A.31 Background corrected photoluminescence rate as function of exci-

tation laser amplitudes
√
𝑃 and the bias voltage (𝑈B The excitation

wavelength is 𝜆𝐿 = 797.625 40(2) nm and an the integration time
𝑡𝑖 = 1 s. 172

Fig. A.32 Voltage-to-DC-Stark-frequency-shift conversion function relative
to the resonance frequency at (𝑈B = 1.375 V obtained from the
evaluation of the voltage sweep of the emission spectrum under
𝑝-shell. The blue line is a quadratic fit. 172

Fig. A.33 Fit residuals of figure 8.4 b). Discussion in the main text. 173
Fig. A.34 Gaussian and Lorentzian linewidth contributions to the fit in

figure 8.4 b), reflecting the contribution of inhomogeneous broad-
ening. Discussion in the main text. 173

Fig. A.35 Mean voltage offset𝑈B,off (10 samples) of the resonant excitation
voltage-power scan shown in figure 8.2. 174
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Fig. A.36 Standard deviation of the voltage offset 𝜎𝑈B,off (10 samples) of the
resonant excitation voltage-power scan shown in figure 8.2. 174

Fig. A.37 Mean laser-induced electrical current 𝐼 (𝑖, 𝑗 )ind (10 samples) of the
resonant excitation voltage-power scan shown in figure 8.2. 175

Fig. A.38 Standard deviation of the electrical current readings 𝜎 (𝑖, 𝑗 )
𝐼raw

(10
samples) of the resonant excitation voltage-power scan shown in
figure 8.2. 175

Fig. A.39 Raw photoluminescence rate as function of excitation laser am-
plitudes

√
𝑃 and the bias voltage (𝑈B The excitation wavelength

is 𝜆𝐿 = 797.625 40(2) nm and an the integration time 𝑡𝑖 = 1 s. 176
Fig. A.40 Background corrected photoluminescence rate as function of exci-

tation laser amplitudes
√
𝑃 and the bias voltage (𝑈B The excitation

wavelength is 𝜆𝐿 = 797.625 40(2) nm and an the integration time
𝑡𝑖 = 1 s. 177

Fig. A.41 Voltage-to-DC-Stark-frequency-shift conversion function relative
to the resonance frequency at (𝑈B = 1.342 V obtained from evalu-
ation of the voltage sweep of the emission spectrum under 𝑝-shell.
The blue line is a quadratic fit. 177

Fig. A.42 Examples of background-subtracted normalized photolumines-
cence rate for various powers and their line fits. 178

Fig. A.43 Fit residuals of figure 8.5 b). Discussion in the main text. 178
Fig. A.44 Gaussian and Lorentzian linewidth contributions to the fit in

figure 8.5 b), reflecting the contribution of inhomogeneous broad-
ening. Discussion in the main text. 178

Fig. A.45 shift of the resonance frequency of QD2 in the W1 waveguide
𝑊 1(3,5)260,35 as a function of the cryostat’s sample stage thermometer
temperature reading𝑇SMP. The solid line shows a prediction based
on a measurement of a similar platform [184] and the dashed line
a prediction based on parameters found for bulk material, i.e.
without doping and nanostructuring [340]. 179

Fig. A.46 Quadratic fit on the photoluminensence as function of the excita-
tion laser power on the sample. 180

Fig. A.47 Schematic of the Hong–Ou–Mandel interferometer setup. A leg-
end can be found in figure A.16. 181

Fig. A.48 Residuals of the center regions of a multi-peak least-square curve
fitting with the Levenberg–Marquardt algorithm of the data
shown in figure 9.6 with the model given by equation A.44 for
both data-sets (transverse and collinear polarization) with the fit
parameters in table A.7. 184
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enberg–Marquardt non-linear least-square fit of the phonon-sideband
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A.1 Wafer B15459 growth layout. Based on a (100) GaAs wafer. The red
(blue) highlighted layers are the p-doped (n-doped) layers. The etching-
and filling layer is highlighted in green. The yellow layer is the GaAs
capping layer on the membrane face towards the substrate. 135

A.2 Wafer B15280 growth layout. Based on a (100) GaAs wafer. The red
(blue) highlighted layers are the p-doped (n-doped) layers. The etching-
and filling layer is highlighted in green. The yellow layer is the GaAs
capping layer on the membrane face towards the substrate. 136

A.3 Wafer B14769 growth layout. 137
A.4 Overview of the photonic devices in each electron-beam writing field

on sample B15459A. W1A and W1B are W1-type PhCWs of different
parameter sets. CoCW refers to concentric nanobeam waveguides.
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