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Abstract 

 

The geometry of nanowire solar cells provides many potential advantages compared to 

planar solar cells, such as reduced reflection, built-in light concentration due to 

absorption resonances, improved band gap tuning for multi-junction devices and an 

increased defect tolerance. Moreover, the use of nanowires reduces the quantity of 

material necessary to approach the limits of light to electric power conversion 

efficiency, allowing for substantial cost reductions if they are grown on a cheap 

substrate. However, it is far from straightforward to achieve optimum design of bottom 

up grown nanowire solar cells, as it requires control and an in-depth understanding of 

complex growth kinetics controlling the nanowire crystal formation and dopant 

incorporation.  

This thesis is concerned with the growth of self catalyzed GaAs based semiconductor 

nanowires on silicon substrates in a molecular beam epitaxy system, with the aim of 

growing nanowires for highly efficient photovoltaic applications. As it is crucial to 

control and understand the mechanisms behind the nanowire crystal formation, not only 

in terms of the overall nanowire morphology but also in terms of the crystal phase 

purity, this thesis begins with a formulation of a theoretical framework which can serve 

as a basis to model and understand the dynamics of III-V nanowire growth via the 

‘vapor-liquid-solid’ method. The formalism is based on principles from transition state 

kinetics driven by a Gibbs free energy minimization process. The crystallization process 

is described in terms of a dynamic liquid-solid growth system which continuously seeks 

to lower the excess Gibbs free energy originating from the adatoms and gas states. 

Nucleation statistics and the nucleation limited growth at the topfacet which force the 

solid-liquid growth system far from equilibrium are discussed in detail. Self-catalyzed 

GaAs nanowire growth which will be the main focus for the photovoltaic applications is 

used as a model system, and examples of in depth dynamical simulations compared 

with experiments are shown. The work gradually involves more detailed growth 

experiments such as in-situ x-ray characterization of growing nanowires and growth of 

advanced photovoltaic structures and finally photovoltaic characterization of both lying 

and standing single nanowire devices are presented. All the different kind of single NW 
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solar cell devices show an enormous potential as light absorbers. Especially the single 

vertical NW solar cells which are characterized as grown on the substrate shows an 

apparent solar cell efficiency of 40%app

eff   and a photo generated current which is 

much higher than previous reported on single NW solar cells. 
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Resumé på dansk 

 
Denne afhandling beskæftiger sig med væksten af selv-katalyserede GaAs baserede 

halvleder nanotråde (nanowires), med det formål at producere nanowires til højeffektive 

fotoelektriske applikationer, heraf primært solceller. Selve væksten af nanowires 

foregår i et ultra høj vacuum kammer (kaldet et ”molekylær epitaxy system”) hvor det 

relevante materiale ankommer i form af en termisk atomar beam flux. Da det er 

afgørende at kunne kontrollere og forstå mekanismerne bag nanowirenes krystal 

formation, ikke kun i forhold til den samlede nanowire morfologi men også i form af 

krystallernes kvalitet, begynder denne afhandling med en formulering af en teoretisk 

ramme, der kan tjene som et grundlag til at modellere og forstå dynamikken i III-V 

nanowire vækst via "vapor-liquid-solid”-metoden. Formalismen er baseret på principper 

fra overgangstilstand kinetik drevet af minimering af Gibbs fri energi. Selve 

krystallisationsprocessen er beskrevet i en dynamisk formulering af væske-faststof-

overgangen, som kontinuerligt søger at sænke den overskydende Gibbs fri energi som 

stammer fra overflade og beam flux atomerne. Statistisk kim-dannelses teori og 

kimdannelse-begrænset vækst på den dominerende dyrkningsfront som tvinger faststof-

væske systemet langt fra ligevægt er diskuteret i detaljer. Selv-katalyseret GaAs 

nanowire vækst, som vil være den primære fokus for de fotoelektriske applikationer 

bruges som et modelsystem, og eksempler på dybdegående og detajleret dynamiske 

simuleringer sammenlignes med resultater fra forsøg som er udført under projektet. 

Gradvist introduceres mere detaljerede vækst eksperimenter som fører til avancerede 

solceller strukturer og endelig fotoelektrisk karakterisering af både liggende og stående 

enkelt nanowire solceller bliver præsenteret. De forskellige nanowire solceller, viser 

alle et enormt potentiale som lys-absorbers og lys koncentratorer. Især de solceller, der 

karakteriseres som dyrket på substratet, udviser en tilsyneladende solcelle effektivitet 

og en lysgenereret strøm, som er meget højere end tidligere rapporteret på enkelt 

nanowire solceller. På grund af geometrien af nanowire solceller, er der mange 

umiddelbare fordele i forhold til plane solceller, såsom reduceret refleksion, indbygget 

lys koncentration på grund af absorption resonanser, større frihed for båndgab tuning 

for multi-junction-celler og en forøget defekt tolerance. Endvidere reducerer 

anvendelsen af nanowires den mængde materiale nødvendig for at nærme sig grænserne 
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for lys til el effektivitetsgrænsen, hvilket tillader betydelige omkostningsbesparelser 

hvis de dyrkes på et billigt substrat. Men det er langt fra ligetil at opnå et optimalt 

design af nanowire solceller, da det kræver en dybdegående forståelse af den komplekse 

vækst-kinetik der kontrollerer nanowirenes krystal formation og doterings 

inkorporations mekanismer. Dette vil derfor have primære fokus i denne afhandling. 
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1 Introduction 
 

 

A nanowire (NW) is a crystal structure with a diameter constrained to tens of 

nanometers (typically 10
-8

 to 10
-7

 m) and an unconstrained length (typically 10
-6

 to 10
-5

 

m). The finite lateral size gives rise to many interesting physical properties which are 

not seen in bulk materials, such as electron quantum confinement and optical 

resonances. Formation of NWs is typically achieved by depositing growth material onto 

a substrate at high temperatures in a vacuum chamber. The most typical III-V NW 

formation techniques are Metal Organic Chemical Vapor Deposition (MOCVD) and 

Molecular Beam Epitaxy (MBE). This work are primarily concerned with the growth of 

self-catalyzed GaAs NWs via the Vapor-Liquid-Solid (VLS) mechanism
1
 in a Varian 

Gen-II solid source MBE system, which is sketched in Figure 1-1 (A).  

 

 

Figure 1-1. (A) A MBE growth chamber with four typical solid source effusion cells; Ga, In, As and 

Au. The relevant sources for a specific type of growth are heated up by a thermal heater which is 

wrapped around the effusion cells in order to get a flux of growth material (atoms/molecules) 

directed towards the substrate. (B) In the case of self-catalyzed growth of GaAs nanowires, first a 

beam of Ga atoms are used to form small liquid Ga droplets at the substrate surface. Hereafter is 

the shutter for the As valve opened (C), and the droplet acts as sorption centers for both the Ga 

and As elements. The droplets become supersaturated with As, which leads to solidification of 

GaAs at the liquid-solid interface and form the unidirectional NW growth.   

 

A rough sketch of the NW growth is shown in Figure 1-1 (B) and (C). Most of the III-V 

semiconductor NWs are grown by the VLS process, in which a supersaturated liquid 

droplet initiates NW growth in the [111] direction of the stable cubic (C) zinc blende 
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(ZB) structure (ABCABC, 3C stacking) or in the equivalent [0001] direction of the 

hexagonal (H) metastable wurtzite (WZ) structure (ABAB, 2H stacking), see Figure 

1-2. Higher order stacking sequences such as 4H (ABCB-ABCB) and others are 

possible but are occurring very rarely and only in small segments. 

 

 

Figure 1-2. The two most common stacking sequences, ZB (ABC-ABC) and WZ (AB-AB), viewed 

along the axial [111] / [0001]  NW crystal growth directions and radial [011] / [2110]  crystal 

directions. The background of the radial view is a STEM image of InAs NW taken from ref.[V]. 

STEM image is taken by Jun Yamasaki.  

 

Characterization of the NW growth in terms of NW density, morphology and crystal 

structure are typically done with post growth electron microscopy techniques, such as 

Scanning Electron Microscopy (SEM), Transmission Electron Microscopy (TEM) and 

Scanning Transmission Electron Microscopy (STEM), see Figure 1-3.  

Light reflectivity and absorption in semiconductor NWs depend on the energy of the 

incident light in a complex manner, since optical interference and wave guiding effects 

play a dominant role on the optical properties. 
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Figure 1-3. Post growth characterization of the NW growth is typically done with electron 

microscopy techniques. For characterization of the overall NW density and morphology, SEM is a 

fast and convenient way to get an overview of the growth result. The SEM image shown is a cross-

sectional view on a cleaved Si (111) substrate with GaAs solar cell NWs (the same growth as the 

NWs characterized in section 9.2 and 9.4). The traditional TEM technique which can go one step 

up in resolution is also a relatively fast and convenient way to obtain information on a single NW 

morphology and crystal structure from an electron diffraction analysis. The contrast variation 

along the NW length seen in the image is due to a rotation in the ZB crystal structure around the 

growth axis, a so-called twin plane. This is seen in the atomic resolution in the high angle annular 

dark field STEM image. The STEM technique is sensitive to the atomic mass z as the measured 

intensity of the columns depends roughly on the mass as z
1.7

. Even though the atomic masses are 

very close (z
Ga

=31 and z
As

=33) it is still possible to see a small difference in the intensity between the 

columns, see ref.[VI] for details. TEM and STEM images are taken by Erik Johnson. 

 

III-V NW crystals are currently at the focus of attention due to their potential for 

applications in a variety of opto-electronic devices, such as photovoltaics, photo 

detectors, optical switches, ect. The potential prospects for possible applications of NW 

photovoltaic devices are still uncertain as the research in this area is at an early stage. 

However, the superior opto-electronic properties of GaAs materials such as efficient 

light absorption, ideal and direct bandgab and remarkable light concentrator efficiency, 

makes GaAs nanowire solar cells one of the most promising candidates for a future 

highly efficient solar cell solution. A problem related to the use of III-V’s, is the high 

material cost which makes them unsuitable as large scale bulk solutions. Hence in order 

for them to be serious candidates as a future solution of solar cells with a competitive 

energy to cost ratio, it is necessary not only to grow the NWs on a relatively cheap 

substrate such as silicon, but maybe most importantly, it is also necessary to control the 

growth of the NWs. This is because the primary challenge in constructing an efficient 
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NW solar cell, lies within the abilities to form and control the NW growth, as the 

optical and electrical properties of NWs are determined by their crystal structure and 

overall morphology, which again are determined by the structure and morphology of 

the growth interface region
2,III,IV

. This is one of the reasons why it has been highly 

desirable to understand how the basic control parameters; temperature and beam fluxes, 

influence the NW formation.  

 

The VLS growth mechanism that has been the standard model for decades was first 

proposed in 1964 by Wagner and Ellis as an explanation for unidirectional Si crystal 

growth in the presence of an Au droplet.
1
 The typical diameters of the crystals (called 

whiskers) were at that time in the range 10
-6

 to 10
-5

 m. They concluded on the basis of a 

set of observations that the liquid phase acts as a sorption center for growth material 

arriving from the vapor phase, and that the whisker formation takes place by 

precipitation of growth material from the droplet. In the 1970’s theoreticians lead by 

primarily Givargizov
3
 proposed the first advanced growth models, where fundamental 

aspects of VLS growth, such as axial and radial growth rates, size effects, nucleation 

and diffusion phenomenon were discussed. It was not until the 1990’s that controlled 

growth and systematic characterization of NWs were merging forward as the growth 

and characterization equipment was improving. In 1995, Hiruma et al.
4
 presented a 

comprehensive work on growth of InAs and GaAs NWs with diameters down to 15-40 

nm’s, where they also presented measurements on the optical properties of GaAs NWs 

with photoluminescence spectra. This was one of the main papers which started an 

enormous interest in III-V NWs and therefore also in the NW growth mechanisms. The 

scene was now set for an intensive research in the formation of III-V NW crystals, in 

which the vast majority of NWs were catalyzed by Au droplets. Figure 1-4 (A) shows 

an example of a post-growth TEM image of a very thin GaAs NW crystal. 
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Figure 1-4. Two post growth images of the most common types of growth of GaAs NWs via the 

VLS mechanisms; (A) Au catalyzed and (B) self-catalyzed growth. (A) shows a thin GaAs NW with 

a solidified AuGa crystal cap. The image was acquired with the high angle annular dark field 

(STEM) technique, using the probe corrected TEAM0.5 microscope. This technique makes it 

possible to resolve the atomic columns of the dumbbells revealing a perfect As-terminated WZ 

structure. In (B) a relatively thick multiply twinned ZB structured GaAs NW with a liquid Ga 

droplet on top, is shown. This image is acquired with a 200keV CM20 microscope on film which is 

ideal for low magnification images with a large field of view. Both the AuGa and the Ga cap have 

been emptied of As upon cooling down to room temperature after growth termination. Electron 

micrographs are taken by Erik Johnson. 

 

Even though many groups started to study the growth of III-V NWs, the VLS models 

from the 1970’s where not significantly refined until Dubrovskii et al.
5,6,7

 in 2004 and 

Johansson et al.
8
 in 2005 proposed detailed VLS growth models of III-V NWs. These 

models were capable of describing new important details such as NW size effects and 

adatom collection, and many new models were to follow. It is today well accepted that 

a large fraction of the group III vapor material contributing to the axial growth of III-V 

NWs is adsorbed at the vapor-solid surfaces and diffuse to the growth region as 

adatoms. We should therefore in principle refer to it as the b(V)aLS growth mechanism, 

where 'b' and ‘a’ denotes the beam flux and adatom states respectively, but due to 

historical reasons we will keep the VLS abbreviation. The understanding of the 

complex growth mechanisms and experimental control of the crystal phases
9
, 

morphology and many different kind of heterostructure growth have undergone a huge 

progress in recent years.
10,11

 In spite of the progress, a unified description of the 
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complex dynamic nature of nanostructure growth and in particular VLS growth is still 

far from being achieved.  

 

Lately self-catalyzed growth of GaAs NWs (Figure 1-4 (B)) has become a hot topic
12

, 

mainly because influence of Au on the optical and electronic properties is still 

ambiguous
13,14,15

, but also because it has many other advantages, for example when 

growing on Si substrates.
II
 Thus this material system seems to be an obvious choice for 

this project.  

 

Chapters 2, 4 and 5 represent the work presented in Paper [I], with few modifications 

and additions from paper [III]. The primary focus in this thesis is on the growth 

mechanisms controlling crystal morphology and structure, since this is the essential part 

in obtaining optimized NW solar cells. Chapter 2 presents a proposal of a general 

theoretical framework which can be used to understand the evolution and mechanisms 

of the III-V NW growth and the influence of the basic growth parameters, temperature 

and incoming beam fluxes. Such a framework requires that the theoretical formalism is 

treated dynamically as all parameters depend on each other in a complex manner. Using 

the proposed framework, simulations of the overall NW growth morphology of self-

catalyzed GaAs NW growth are shown and discussed and related to experiments in 

Chapter 4, whilst Chapter 5 goes into detail about the actual growth dynamics around 

the growth region. The formation of radial p-i-n core-shell GaAs NW solar cells is 

achieved through two different growth mechanisms, the p-core is formed via the VLS 

mechanism through a self-catalyzed growth mode
12

 and the radially grown shell 

formation is carried out via a standard planar vapor-solid  growth mode, discussed in 

the Chapter 6 (work which is only discussed in this thesis). Chapter 7 is based on results 

presented in papers [II] and [IV], where the structural formation probabilities seen in 

experiments are discussed briefly in the framework of the proposed theory presented in 

Chapter 2 and 4. In Chapter 8 which is based on paper [X], a qualitative treatment on 

the doping mechanisms during formation of the p-core is discussed and compared with 

a series of electrical measurements on NWs grown under different conditions. Finally a 

series of single NW solar cell experiments are performed and presented in Chapter 9.  
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2 Theoretical formalism for axial growth of III-V 

nanowires 
 

 

The aim of this chapter is to construct a general formalism which can serve as a basic 

theoretical framework for analyzing a wide variety of important aspects of III-V NW 

growth, in terms of the basic growth parameters, temperature and beam fluxes. For this, 

the formalism is built on a dynamical framework with a special focus on the growth in a 

Molecular Beam Epitaxy (MBE) system. The formalism relies on an out of equilibrium 

treatment of the total state of Gibbs free energy, where the dynamical evolution of the 

system based on principles from transition state theory with detailed considerations of 

the kinetics and thermodynamics of the various states of matter. This chapter is directly 

based on the theoretical formalism for axial III-V nanowire growth via the VLS 

mechanism which will be presented in paper [I] with few modifications and additions 

from paper [III]. 
 

 

 

 

Describing crystal growth by MBE within a thermodynamic representation is not 

straightforward because the system is forced far away from equilibrium by applying 

different rates of thermal energy to the substrate and the evaporation cells. As the 

thermal equilibration time in the crystals is assumed to be much shorter than the 

characteristic time of crystal growth, the desorbed atoms or molecules takes part of a 

vapor phase which have temperatures irrespective of the energy of the incoming beams. 

This implies that there is a constant net flow of heat transferred from the beam fluxes to 

the reservoir (the NWs, substrate and substrate holder ect.). Thus the system is not in 

thermodynamic equilibrium and, in order to quantify the evolution of this complex 

system in terms of thermodynamic parameters, we need to refer to an equilibrium 

reference state (ERS). Such a global state refers to three classical phases, namely a 

solid, a liquid and a vapor with equal chemical potentials. The total Gibbs free energy 

2.1 General theoretical formalism for III-V nanowire growth via 

the VLS mechanism 
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and the Gibbs free energy per atom of a given phase p are denoted 
pG  and p

p

p

G
g

N
 , 

respectively, where pN  is the number of atoms in the phase. Changes in the total Gibbs 

free energy when an atom of group i (III or V) is removed at constant temperature and 

pressure will be the definition of the chemical potential, 
,

,

p

p i

p i

G

N






. For the actual 

growth we will distinguish between five main types of states for each element i; beam 

flux (b,i), vapor (v,i), adatom/admolecule (a,i), liquid (l,i) and solid (s,i). The b and v 

states will be called the gas states and the a, l and s states condensed states.  

 

 

Figure 2-1. A) The five types of states considered during the NW growth process. B) An example of 

the processes which need to be considered for changes in an adatom microstate. The 
pq  term’s 

symbolize the various net transition state fluxes from p to q states. C) The principle of describing 

atomic transition rates in a continuum language relies on the choice of small volume segments in 

the vicinity of the atomic state in which every property of the microstate takes on average values of 

such ensemble. Within one of the main states shown in A) two adjacent microstates are described 

with almost the same parameters. D) Between two distinct types of states we choose a Gibbs 

dividing interface where atomic microstates on each side of the phase boundary are described with 

mean parameters from a small volume segment within each respective main state. Thus in this 

formalism a discontinuous jump in the chemical potentials between two adjacent main states is 

possible during growth. 
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The ERS will be characterized by a corresponding set of intrinsic parameters, where all 

atoms of the same species have equal chemical potentials in each state. Because the 

solid III/V stoichiometry is considered to be fixed at 1:1, the chemical potential of the 

infinite solid phase is a function of temperature only and therefore serves as a natural 

reference for the ERS. To determine the global thermodynamic state of such a system it 

is convenient to choose the ERS temperature such that it equals the given growth 

temperature. This requires at least one degree of freedom. In the case of self-catalyzed 

growth, 4 intrinsic parameters are needed to describe the global ERS state; temperature 

T , liquid concentration ERS

Vx  (group III concentration follows from 1III Vx x  ) and 

partial vapor pressures ,ERS ERS

III Vp p . Counting the number of constraints for the free 

energy equilibrium conditions gives three constraints; , ,v III l III  , , ,v V l V   and 

, ,l III V s III V   . Here ,p III V   refers to the chemical potential of a III-V pair, which is 

possible because the assumed fixed 1:1 solid stoichiometry. Hence, the ERS is entirely 

determined by the choice of one parameter, for instance the temperature. Moreover the 

corresponding adatom densities ,III V   will be estimated from the kinetic treatment 

presented below, under ERS conditions and additional constraints; , ,a III l III  , 

, ,a V l V  . This is consistent with the prediction that adatoms do exist at equilibrium at 

typical crystal growth temperatures
16

. For foreign element catalyzed growth there is one 

additional degree of freedom of the ERS description which means that both the 

temperature and say the group III atomic fraction in the liquid has to be fixed. 

Calculations of chemical potentials for III-V liquids including Au can be found in 

ref.[17]. The chemical potentials of the various states are measured with respect to the 

chemical potential of the ERS,  

 

                                                  , ,

ERS

p ERS i p i i           (2.1) 

 

where the definition of the ERS chemical potential is given as the liquid chemical 

potential of group III (or V) when the liquid and solid are in equilibrium 

 

( ) , ( ) , , , ( )( ) ( ( ), ( )) ( ) ( ) ( ( ), ( ))ERS ERS ERS ERS ERS

III V l III V III V s III s V l V III III VT x T x T T T x T x T          
    

(2.2) 
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Here ( )ERS

ix T  is the ERS mole fraction of group i in the liquid, and ‘ ’ refers to large 

phases (i.e. without size effects, such as the Gibbs-Thomson effect). The change in the 

global Gibbs free energy when an atom is brought from a p to a q state is given by 

, . .pq i p ERS i q ERS i      . To understand the mechanisms of atomic movement, we 

need to take a detailed look at the atomic/molecular state transition probabilities.  

 

When the system is out of equilibrium, we allow for local variations of the intrinsic 

parameters. Within each of the main types of states (Figure 2-1A), a ‘local state’ p 

which depends on the spatial coordinates, will be characterized by the mean intrinsic 

properties of some local surrounding (the ‘local ensemble’) which is large enough to 

represent the thermodynamic characteristics and small enough to represent the local 

environment when the global system is out of equilibrium (Figure 2-1C). At interfaces 

between two main types of states, we choose a single Gibbs interface and distinguish 

between particles on each side of the interface with local state properties depending 

only on the local environment of the main state to which they belong (Figure 2-1D). An 

important aspect of this approach is that the rate at which a given single particle 

transition takes place is independent of the final state, i.e. the probability of a p q  

state transition is independent of the q state. This probability depends according 

exponentially on the Gibbs free energy of activation as 
,

, exp

TS

pq i

pq i

B

g
P

k T

 
   

 

, 

consistent with transition state theory
18

. The activation energy ,

TS

pq ig  is taken as the 

difference in free energy per atom between the state p (calculated from the 

thermodynamic parameters describing the local environment) and the free energy of the 

state where an atom/molecule at position p is moved to the transition state between p 

and q (see Figure 2-2).  
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Figure 2-2. Conceptual one dimensional illustration of the free energy barrier associated with a pq 

state transition. Here the equilibrium state barrier is symmetric (i.e. 
, ,

, ,

ERS TS ERS TS

pq i qp ig g  ), as 

would be the case for a reversible state transition without requirements for dissociation/formation 

of bonds within a main state. The illustration is a typical atomistic view however it should seen in a 

continuum view as the free energies are based on mean parameter values of the local ensemble.  

 

If a given transition requires a bond-dissociation of molecules into single atoms (e.g. 

2 2As As ), the dissociation enthalpy and entropy should be added to
 

,

,

ERS TS

pq ig . The 

activation free energy barrier for reaching the transition state TS can be written as, 

,

, , ,

TS TS ERS

pq i pq i p ERS ig g     , where 
,

,

TS ERS

pq ig  is the activation free energy for an atom in 

a ERS state p, and 
,p ERS i 
 is the relative chemical potential with respect to the ERS. 

The flux of atoms in the state p crossing the pq boundary per unit area (or length) is 

given as, 

 

        

,

, , ,

, , , ,

,

,

, , , ,

exp

TS ERS

pq i p ERS i TS ERS

pq i p i pq i p ERS i

Bpq i

TS ERS

pq i p i pq i p ERS i

g
c if g

k T

c if g

 
 

 







  
         

 

    (2.3) 

 

where ,pq i  is a ‘single atom flux’ prefactor accounting for the number of attempts per 

atom to pass from the p state to the transition state per unit time and unit area. ,p ic  is the 
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normalized density of group i atoms in the sub-state p, i.e. the probability of having an 

atom in the state. When 
,

, ,

TS ERS

pq i p ERS ig   , the transition is barrier free and, when 

,

, 0TS ERS

pq ig  , thermodynamics only plays an important role when 
,p ERS i 
 becomes 

negative. The form of 
,pq i  can be very different depending on the type of transition. 

The form of 
,pq i  can be very different depending on the type of transition. In a 

simplified picture we can divide the transitions into two forms depending on whether 

the p state is a condensed or gaseous state. If the local p state is part of a condensed 

state the prefactor can be written as, 
, , ,pq i pq i p iZ   ,  where 

,pq iZ  is the steric factor
19

 of 

the p to q transition per unit area and ,p i  is a vibration frequency. For the gas states 

(beam flux or vapor), the prefactor can be written as, 
( ) , ( ),

( ),

( ),

b v q i b v i

b v i

b v i

S f

c



  .  

In order to calculate the effective flux across a pq boundary, the backward q to p flux 

needs to be subtracted from the forward p to q flux, , , ,pq i pq i qp i    . In the ERS, we 

assume a detailed balance, i.e. the fluxes of material across a boundary equal zero, 

, 0ERS

pq i  , which implies that  

                                         

,

, ,

, ,

,

exp

ERS TS ERS

p i pq i

qp i pq i ERS

q i B

c g

c k T

 
     

                

    (2.4) 

 

with 
, , ,

, , ,

TS ERS TS ERS TS ERS

pq i pq i qp ig g g     (Note that the exponential simply vanishes in the 

barrier free case). This is a general consequence of merging thermodynamics and 

transition state kinetics, where , 0ERS

pq i p ERS q ERS       .
20

 As the intrinsic 

parameters describing the ERS is defined from the equalities of the chemical potentials, 

eq.(2.4) provides an equilibrium relation between the ratios of coordination factors, 

attempt frequencies, possibly asymmetries for transition barriers and fixed 

compositions. Finally, using eq.(2.3) and eq.(2.4), the effective transition flux is given 

as: 

 

    

,

, , , ,

, , , ,

,

exp exp exp

TS ERS ERS

pq i p ERS i p i q ERS i

pq i pq i p i q iERS

B B q i B

g c
c c

k T k T c k T

   
      

            
     

     (2.5) 
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As in eq.(2.3), if 
,

, ,

T ERS

pq i p ERS ig   , the exponential(s) vanish (i.e. 

,

, ,
exp 1

TS ERS

pq i p ERS i

B p

g

k T

  
 
   
 

). The entropy in the first exponential can be put into a 

new prefactor: 

,

,'

, , exp

TS ERS

pq i

pq i pq i

B

s

k

 
     

 

, and used as a temperature independent 

fitting parameter.
21

   

 

To keep track of the atomic movements involved in the axial NW growth a continuity 

equation will be used to describe the atomic flow to and from the liquid phase,
II,IX 

 

                                                
eff eff

l III V inc

d
N I I I

dt
                                                (2.6) 

 

Here the effective liquid sorption currents eff

iI  of group i atoms,  

 

, ( ) ,

eff

i al i TL vb l i vlI dl dA                             (2.7) 

 

describes the effective ‘adatom to liquid’ and ‘gas to liquid’ currents. incI  is the 

effective atomic incorporation current from the liquid into the solid, lN  is the number 

of atoms in the liquid, TLl  is the triple line (TL) length and vlA  is the liquid-vapor 

surface area, see ref.[22] for the effective vl area projected towards the beam. In 

eq.(2.7) the vapor and beam states have been merged into the same transition flux and 

eq.(2.5) for the gas-liquid transition as 

 

         
, ,

( ) , , , ,
ˆexp ( , )

2

n

n n

n
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where the sum runs over the different types of molecules carrying n atoms of group i. 

,b iS  and , nv iS  are the sticking coefficients of the beam and vapor phase, respectively. 

,b iS
 
depends on the angle between the surface normal and direction of the impinging 

species and on the mean kinetic energy given by the temperature of the beam(vapor). 

Here it is assumed that 
,

, ,

TS ERS

vl i v ERS ig    and 
,

, ,

TS ERS

bq i b ERS ig   .
23

 A simple version 
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(sufficient version in most cases) would be to assume unity sticking and a single vapor 

species, 
,

( ) , , exp
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n

n
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i l ERS ii
vb l i i ERS

i Bi B

px
f

x k Tm k T
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 
 

where 
, , , , ,i b i v if f f     is the 

effective impinging flux of group i. For typical growth conditions where 
V IIIf f , the 

vapor pressure of group V can be assumed to be proportional to the incoming flux, 

, ,v V b Vf f . This is because, if 
V IIIf f , a huge contribution of the excess As species 

must come from secondary adsorption, and background pressure and be neglected. 

 

Secondary adsorption of group III can typically be neglected, although for growth on 

substrates covered with a thermal oxide layer it can play a significant role. For the 

adatom to liquid transitions eq.(2.5) becomes: 
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       (2.9) 

 

where we have chosen to write it explicitly in terms of the la enthalpy barrier, because 

the atoms are presumably stronger bound in the liquid than in the adatom state. 

Consistent with the transition state approach the net sorption currents (eq.(2.7)) can be 

written as,  
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    (2.10) 

   

In eq.(2.10) all information about the transition state barriers from the liquid to the 

vapor or adatom states are stored in the ERS parameters. Here only a given projection 

of the liquid surface '

vlA  is exposed the incident beam flux (see ref.22 for details). TLL  

is the length of the triple phase line. 
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The relative chemical potentials in the four main states are: 
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where 
,j i
 
and 

,

ERS

j i  are the adatom densities on the j’th facet under actual and ERS 

conditions, respectively, and 
jA  and 

j  are the area and interface energy of the j ’th 

interface, respectively. The form of eq.(2.12) is derived from the partition function of a 

2D binary mixture on an isomorphic substrate
24

. 
aaZ  is a reaction constant (including 

coordination number) of the facet j, and 
, ( )j III VB  and 

,j III VB 
 are the binding free 

energies for III-III(V-V) and III-V bonds on the j’th surface, respectively. Note that if a 

molecular bond of say an As2 ad-dimer needs to be broken before forming a Ga-As 

bond the effective binding energy is lowered. Note also that as the surface is most likely 

reconstructed in a complex way depending on growth conditions and this should in 

principle also be taken into account on the values of 
aaZ , 

, ( )j III VB  and 
,j III VB 

. If the 

adatom concentrations and binding energies are predicted to be low, eq.(2.12) can be 

approximated with ideal behavior, 
,

, ,

,

( , ) ln
j

j i

a ERS i j i B ERS

j i

T k T


 




 
   

 

, which strongly 

reduces computation time in simulations.  , ,v ERS i if T   may be a negative quantity 

during growth in an MBE chamber as the cold walls act as sinks for the vapor. However 

it plays an important role for elements with high desorption rates
II,25

. The change in the 

Gibbs free energy when an atom is brought from a p to a q state is given by 

, . .pq i p ERS i q ERS i      , and is a measure of the thermodynamical driving force for 

the transition. The relative solid chemical potential, eq.(2.14), in terms of the evolution 
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of a given parameter, X  (can be facets, angles or any other parameter describing the 

solid) is given by the change in the Gibbs free energy of the solid part of the growth 

system when 
,l pairN  III-V pairs have been brought from the liquid to the solid. 

,

X

s ERS III V  

 

is only a size effect as the bulk chemical potential is the same as the ERS. 

In the continuum view, growth of a facet changes the areas of the facet and adjacent 

facets and therefore changes the energy of the system. If the solid was completely 

isotropic, the equilibrium shape would be with a curved ls interface, but in the 

anisotropic case which is the relevant case for III-V NW growth, the morphology is 

strongly faceted. This will be discussed in detail in section 2.3 and 5. In addition to 

interface size effects it was suggested by Schwartz and Tersoff
26

 that the triple line 

energy, which may arise from an in-balance of capillary forces meeting at the TL, plays 

an important role on the dynamics of NW growth. They used the tangential component 

of the TL force on a locally smooth solid surface to describe the TL motion, and the 

normal component altering the solid chemical potential at the TL. In appendix E we 

include the effect of TL stress in the formalism using a slightly different approach.  

 

 

 

 

In the condensed regime the adatoms are bound to specific sites because the activation 

enthalpy of diffusion in all directions is larger than Bk T , which is the most typical 

regime. However even though it will not be considered here it might be possible that the 

activation enthalpy of diffusion in a given direction is smaller than  and that the 

adatoms therefore will move more or less freely with the characteristics of a one or two 

dimensional gas depending on the type of interface. 

For the condensed adatom regime under quasi steady state conditions, it can be shown 

(using mass conservation) that the general equation for adatom collection can be written 

in a relatively compact form, 

                     
, ' , ', ( ) ( ) , ,
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2

2
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NW

L

h
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
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Bk T

2.2 Adatom collection 



 

 

35 

where the first summation accounts for the net transition flux from the substrate to the 

sidefacets and the second summation account for the net generation of adatoms along 

the NW sidewalls. 
,j laa  is the adatom site at r’(l) along the j’th surface as measured 

from the NW root. 
jl  is the distance between the two adjacent adatom states. The 

substrate diffusion is assumed isotropic, which is a reasonable for growths carried out 

on substrates with a (111) orientation or substrates covered with an amorphous oxide 

layer. The summation can reasonably be replaced with an integral (if the adatoms are in 

the gaseous state both summations should be changed to integrals). Now because all 

adatom densities at all sites depends on each other, it has not been possible find a way 

to solve eq.(2.15). It needs to be solved numerically in a heavy iterative loop at every 

time step, using eq.(2.5) as constraints for the transition fluxes. Thus, for the modeling 

we decided to apply a less computational demanding approach and use a Fickian 

diffusion scheme with constrains consistent with the transition state kinetics. 

But before going into the details with the adatom density calculations, we need to take a 

look at the adatom kinetics on a large homogenous planar interface. Since we in this 

case do not have to distinguish between the adatoms as all states are independent of 

position in the continuum approach we will just label all adatoms with a ‘a’. The mean 

length displacement (i.e. the mean distance between ‘birth’ and ‘death’ positions, where 

‘death’ is determined by either a ‘as’ or ‘av’ state transition) at such an interface is 

given by, 
, , ,j i j i j iD  , where 
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the mean adatom diffusivity which depends on the dimensionality of the motion, and 

 
1

1 1

, , , , ,j i j i as j i av  


    the average adatom lifetime. Here 
,j il  is the distance between the 

two adjacent adatom ‘sites’ along the lowest energy direction(s) with activation free 

energy, ,

TS

aa ig . Higher energy directions are ruled out as less probable for simplicity. If 

an adatom occupies a given site, it is unlikely for another adatom to jump into the same 

site. Thus, the relative probability of jumping into a free site given by, 
,1 j i , is 

included in the diffusivity with 
,j i  being the normalized adatom density. The lifetimes 

ended by an ‘as’ or ‘av’ state transition are inversely proportional to the respective 

transition rates, 
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,
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, respectively.  
,inc ic  is the normalized density 

of probable incorporation sites (kinks or possibly steps at high densities and/or low 

temperatures) which is an important factor and illustrates the main difference between 

the nature of the av and as transitions, as desorption can take place everywhere. 
, ,j i as  

depend on the incorporation of both a group III and a group V because of the fixed 1:1 

solid stoichiometry of III-V structures. For the modeling, 
, ,j i as  is limited by 

incorporation of an adatom into a kink site, which means that the solid chemical 

potential equals the ERS state, and the nucleation events will not be considered 

explicitly. For desorption of adatoms the intrinsic activation barrier
27

, 
,

,

TS ERS

av ig , is not 

related to the other component or to the state of the vapor. 

  The general equation for the adatom mean length displacement at a given point at the 

j’th interface is therefore given as, 
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                                                              (2.16) 

 

which apparently is a chemical potential and vibration independent quantity. However 

the number of incorporation sites 
,inc ic  may depend strongly on the chemical potential 

and therefore on the local adatom densities of both components and on the orientation 

of the local facet. For the modeling it will be assumed that ,

, ( ) exp
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where proportionality as well as the respective entropy contributions are included in the 

prefactors 
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. With this, eq.(2.16)  can be estimated as 
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   (2.17) 
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Note that it is assumed that the activation enthalpy at the incorporation sites vanishes, 

,

, 0T ERS

as ih  . An estimation of the different diffusion lengths are plotted in Figure 2-3, 

using the parameters given in Appendix B. 

 

 

Figure 2-3. Diffusion length estimations for Ga and As on the NW sidefacets and thermal oxide at 

630T C  , using activation enthalpies listed in Appendix B. It is seen that on the oxide surface 

the diffusion length is independent of the chemical potential because it is in the desorption limited 

regime where the chemical potential does not play a role according to eq.(2.17). But a very strong 

dependence is seen on the sidefacet diffusion length for Ga adatoms on both temperature and 

chemical potential. At a fixed chemical potential it is seen in the plot on the right how the growth 

goes from being at the incorporation limited regime a low temperatures to a desorption limited 

regime at high temperatures. However the exact dependence and transition from the low to the 

high temperature regime depends strongly on how the chemical potential is influenced by a change 

in temperature. 

 

Now to find the adatom densities 
,j i  at height z  along the nanowire sidewall we will 

follow the approach proposed by Dubrovskii et al.
28

 and Johansson et al.
29

 only 

distinguish between two types of facets, the NW sidefacets (NW) and a planar substrate 

facet (sub).  If we assume that; 
,1 1j i  , and that 

,inc ic  is a constant along the 

substrate and NW length, meaning that the diffusion lengths only varies with time and 

does not vary along a given facet, two coupled Fickian diffusion equations, 
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 need to be solved. 

If shadowing effects and other influence from other NWs on the substrate are ignored 

we can assume that ,
0

sub i

r

d

dr





  and we can write the average incoming beam fluxes 

as ,

sin( )i i
NW i

f
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


  and 

, cos( )sub i i if f  . 
i  is the angle of the incoming beam of 

group i with respect to the substrate normal. 
1


 is the fraction of the NW facets which is 

exposed to the beam which is perfectly consistent with the transition state approach 

where transitions are independent of the state they are moving into. Solutions are then 

of the form, 
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where 
,h xK  is the modified Bessel function of order h evaluated at x. To solve for the 

constants ( iC ) we need three boundary conditions; 
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Eq.(2.20) assumes quasi steady state growth, combining the adatom to adatom state 

transition flux at 
NWz L  with the effective adatom to liquid state transition flux, which 

is driven primarily by the thermodynamic driving force across the phase boundary.  

 

Because the net flux (eq.(2.5)) for the al transition is given as 
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, 

, ( )NW i NWL  needs to be isolated in eq.(2.18) before it is put into eq.(2.12). Using 

eq.(2.3) for 
,sa i  and 

,va i , with ,
i

v i

p
c

RT
  (ideal gas), 

,a ERS i 
 (which depends on the 

adatom densities (eq.(2.12)) is solved numerically at every time step and before being 

put back into 
,al i . Detailed calculations are shown in Appendix A (section 11.1). 

Eq.(2.21) combines the effective transition fluxes at the NW root, whereas eq.(2.22) 

combines the adatom densities which require a continuous adatom density function 

across the substrate – nanowire interface, see Dubrovskii et al.
28

 and Johansson et al.
29

. 

To save computation time, adatom diffusion of As can in a simplified approach be 

neglected as it is predicted to play a minor role on the collection.
30,31

  

 

 

 

We will now turn to the actual crystal formation. In order to discuss the mechanisms 

determining the shape and crystal structure formation, a detailed formulation of the 

liquid-solid (ls) growth region needs to be addressed. As in ref.[III], the ls system will 

be divided into two main regimes, I and II;  

 

Regime I: The TL stays in contact with the topfacet.  

 

Regime II: The TL is not in contact with the topfacet or possibly only in the short time 

during a nucleation event at the topfacet.  

 

The vast majority of literature on the nucleation at the topfacet has assumed ideal 

regime I where the ls interface is perfectly flat.
2,36,III

 In ref.[III] we have used the 

software Surface Evolver
32

 to calculate the equilibrium shape of a drop sitting on top of 

2.3 The Liquid-Solid phase transition 
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a hexagonal shaped facet (ideal regime I), and to see how the fraction of the TL in 

contact with side-facet and the contact angle depend on the relative size of the droplet 

and equilibrium wetting angle ( ), see Figure 2-4. There have recently been indications 

that this regime is dominant for Ga assisted GaAs NW growth under non steady state 

conditions where the liquid decreases significantly in size, such as immediately after 

closing the shutter of the group III source or upon during cool down where the 

nucleation barrier is lowered.
33

 

 

 

Figure 2-4. Equilibrium wetting of the topfacet under static regime I conditions. (A) The fraction 

  of the TL at the growth interface edge as function of the dimensionless drop size   is shown in 

the case of two extremes, 60o  (corresponding to liquid Ga1-xAsx) and b) 110o 
(corresponding to an estimate for liquid Au). In the NW illustrations, the red line between the 

liquid and solid phases indicate the location where the TL is in direct contact with the NW side-

facet. (B) The contact angle between droplet and top-facet as function of the droplet size at 

80o   is shown for the maximum and minimum values, 0o   and 30o  , respectively. The 

system will move into regime II for large relative droplet sizes. 

 

For a detailed analysis on the nucleation statistics under ideal regime I conditions in 

terms of the liquid wetting see ref.[III]. 
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On the basis of recent reports on in-situ TEM experiments
38,39,40

 and energy calculations 

presented in Chapter 5, regime II may be the dominant VLS steady state growth mode 

and we will therefore allow for the possibility of forming truncated facets at the edge of 

the topfacet. It is reasonable to assume that the liquid diffusivity is the same everywhere 

in the catalyst and that interface diffusion along the growth interface during VLS is 

negligible
34,V

.  

Growth of a faceted crystal can be described in terms of the evolution of a set of 

independent parameters  X , which describes facet ‘areas’ or ‘orientations’. For 

crystals which contain a certain set of low energy facets, it is enough to describe the 

facet growth in terms of only facet sizes (and therefore a parameter set  X  of only 

‘areas’). The evolution of the crystal shape can be complicated by the fact that certain 

facets may be limited in their growth rate by the formation of a small nucleus. An 

additional complication for the dynamical evolution occurs if the solid is partially 

wetted by a droplet which at the same time is changing in size during growth. For such 

a system the preferential orientations of the facets depends on the droplet size and it is 

necessary to describe the crystal growth in terms of both facet sizes and facet 

orientations (and therefore a parameter set  X  of both ‘areas’ and ‘orientations’). For 

VLS growth we only consider growth at the ls interface and distinguish between two 

types of ls transitions: 

 

Nucleation limited growth:  Facets which are limited in their growth rate by the 

formation of a small nucleus, or limited in their change of orientation due to an energy 

barrier which is larger than the single pair transition state barrier.   

 

Nucleation-free growth: Facets which are limited in their growth rate or in their 

change of orientation by the transfer of single pairs, as described by the transition state 

barrier.  

 

        Many studies suggest that the dominating type of growth at the topfacet is 

nucleation limited
40

 while small truncation facets at the edges of the growth interface 

might be nucleation free or at least with a very small nucleation barrier
38

. We will 

therefore assume here that these transitions are nucleation free. The solid chemical 

potential depends on the stacking type j of the crystal structure {j: WZ(2H), ZB(3C), 
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4H, 6H, ect.}, with ZB and WZ being the most common sequences. The liquid to solid 

driving forces per III-V pair of large condensed phases are measured with respect to the 

ZB phase, , , , , ,( , , ) ( , , ) ( , , ) ( )ls ZB III V l III III V l V III V s pair ZBx x T x x T x x T T          , where 

, , , ,( ) ( , , ) ( , , )ERS ERS ERS ERS

s pair ZB l III III V l V III VT x x T x x T       is the solid chemical potential of a 

III-V pair in the bulk ZB phase. The driving force for solidification of a structural phase 

j such as WZ is typically smaller for large solid phases, , ,ls ZB ls j cohe      , due to a 

difference in cohesive energy, 
cohe  (counted as positive). During growth the 

morphology of the ls growth system is continuously aiming to reach the lowest free 

energy configuration as the system is fed with excess free energy from the gas states 

and adatoms. However as the axial growth (growth at the (111) ls topfacet) is generally 

nucleation limited
35

, it puts an extra limit on the ability to reach the lowest free energy 

configuration. As we will see in Chapter 5, there can be other barriers due to the solid 

anisotropy which can force the system even further from equilibrium. The liquid needs 

to reach a critical level of supersaturation (typically of the order of a few 100’s of meV 

per III-V pair) before it can overcome the nucleation barrier at the topfacet. Under this 

constraint other facets which are not nucleation limited will reshape in respond to the 

elevated liquid chemical potential at a rate given by eq.(2.5), and the whole growth 

system is therefore in a configuration far from equilibrium. For VLS growth, group V is 

typically the limiting element since its concentration is low due to a low liquid 

solubility. The activation energy for the diffusion limited single pair ls transitions, 

eq.(2.5), can for a fixed solid stoichiometry be written as 

 

   

,

, , ,

, , exp exp exp

TS ERS X

ls III V l ERS III V s ERS III VX ERS

ls III V ls III V V V

B B B

g
x x

k T k T k T

      

 

     
             

            (2.23) 

 

As ,l ERS III V    is an oscillating function due to the nucleation limited growth at the 

topfacet the parameter X  (facet size or angle) will therefore oscillate in responds. 

Because the chemical potentials depend on location and system morphology, so do the 

transition fluxes, and the free energy minimization needs to be described with respect to 

an appropriate set of parameters, { ( )}X  , which characterizes the growth system, such 

as facet size, angles and shape of the liquid phase ect. In three dimensions, the chosen 

set of parameters { ( )}X   will depend on   which is the angle between the middle of 
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the sidefacet and position as measured from the center of the top facet, see ref.[III] for 

clarification. The anisotropy of the NW crystals will be discussed below. 

 

From eq.(2.14) the equilibrium shape of the growth system under given vapor and 

adatom chemical potentials can in principle be extracted by minimizing all driving 

forces 

through a cyclic iteration process for all the chosen parameters until the they converge. 

We will assume that the timescale of NW growth is much larger than the characteristic 

time needed for the liquid to reach quasi steady state shape and composition. The shape 

of a NW is far from being an equilibrium crystal shape and it is therefore natural to 

consider the solid to be fixed after it has ‘left’ the growth system. Thus, we define a 

constant reference length refz  which is measured from the (111) topfacet to a position 

beneath which the solid is considered fixed. As shown in Figure 2-5, it is sufficient to 

divide the crystal into 3 sections because the ZB crystal structure has 3-fold symmetry.  

 

The WZ crystal structure has 6-fold symmetry along the growth axis and is therefore 

well described within this region. In table 1 (Appendix B), we show the most important 

and lowest interface energy directions of ZB and WZ structure for the upper half 

hemisphere centered around the (111) [0001] direction. To describe the NW diameter in 

terms of the cross sectional Wulff shape we need to look at the 90    plane (the outer 

ring) in the stereographic projection in Figure 2-5 (A).  

 

For a cross sectional six-fold symmetric NW it is enough to describe the NW diameter 

at the growth interface in the range [ 30 :30 ]      as  

 

                                        
 

( 0 )
( )

1 ( ) cos( )

NW
NW

d
d




  





   (2.24) 

where the function ( )   determines the cross sectional shape of the growth interface. 

( )   depends on many factors and is a very complicated function to merge into the 

formalism. In a simplified approach it can be written as  1 1

0( ) cos ( ) 1       , 

where 0 0   for complete hexagonal facetting and 0 1   in the isotropic case 

(complete axi-symmetric cross section).  
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Figure 2-5. III-V NW crystal anisotropy for ZB and WZ structures. (A) A stereographic projection 

of the upper hemisphere along the [111] ([0001]) zone axis of a ZB (WZ) crystal. Due to the 3-fold 

symmetry of the ZB structure along (111), we only need to consider the grey areas, which are 

described in the range  30 ;30     . The black dots represent the facets  hkl with the lowest 

predicted energy of the ZB structure and the red rings represent the corresponding facets  hkil  

of the WZ structure. The edge of the projection represents the plane normal’s perpendicular to the 

growth axis, 90   . Lower hemisphere orientations are found by mirroring the upper hemisphere 

orientations in the zone axis and change sign of the miller indices. The specific angles shown are 

given in Appendix B.  3D  -plot function plotted in spherical coordinates ( , )   of the 

anisotropic ls interface energy for (B) ZB and (C) WZ structure using eq.(2.26) with the lowest 

miller index facets in the 12 directions between the (111) growth direction and {1-10} or {11-2} 

families (see Appendix B). The distance between origo and the surface is proportional to the 

interface energy of the given orientation. 

 

In the case of especially ZB structure which has a three-fold symmetric crystal 

structure, it is very likely that the NW cross section does not have a perfect six-fold 
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symmetric geometry. In this case we need to take account of the possibility of a three-

fold symmetric cross section where the diameter is given by ( ) ( ) ( )NWd r r      

with ( )r 
 and ( ) ( 180 )r r      being the radius as measured from the center of 

the NW crystal. For complete facetting 
0 0   and a constant NW volume the relation 

between r  and r  is given by 

 

                                          
22 3 2 3 topfacetr r r A         (2.25) 

 

where 
topfacetA  is the given cross sectional area of the topfacet. In the absence of a liquid 

phase the cross sectional equilibrium shape of the NW crystal would be given by 

A

B

r

r








  according to Wulff, where ( )A B   is the effective vertical surface energy of 

the facet normal to the ( )r r   vector.  

 

For a more complete description of the dynamics of the total ls growth system we need 

to know the anisotropic surface and interface energy functions for the different types of 

crystal structures. Differentiable functions are needed to model the dynamics of the free 

energy minimization process trough iterative processes. To do this we need a   plot 

with rounded cusps that can approach arbitrarily close to the sharp cusps of faceted 

orientations. This can be done with a set of 2D Lorentzian functions around the facets 

with the high symmetry which have the lowest interface energies. The angular 

dependence of the interface energy is described in angular coordinates  ,  , by: 

 

                                

, 0 2
( , )

( , )
1

hkl
vs j vs hkl

hkl
hkl

hkl

c

w

   
  


 

 
  
 

                      (2.26) 

 

where   ( , ) arccos cos( ) sin( )sin( ) cos( ) 1hkl hkl hkl hkl              is the angle 

between the facet hkl (see table 1, in appendix) and the direction  ,  , where 0   

corresponds to the growth direction (see Figure 2-5 (B) and (C) for ZB and WZ 

structure). The maximum interface energy is noted vs0, and the decrease in interface 
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energy at each facet is given by the ‘intensity’, 
0 ,hkl vs vs j    , where the most 

important values of 
,vs j  can typically be found in the literature or can be estimated 

from density functional theory calculations. 
hklw  is a scale parameter which specifies 

the half-width at half maximum of the energy increase around the ( )hkl  facet. 
hklc  is a 

constant close to unity, but if 
hklw  is large the interface energy may have to be adjusted 

to a value slightly lower than unity because the intensity from adjacent facets will pull 

the facet energies below the given facet energy. The liquid-solid surface energy is here 

simply given by ( , ) ( , )ls vs      , where   is a constant predicted to be of the 

order 0.3 0.5 .
36
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3 Nucleation limited axial growth and crystal structure 

formation  
 

We now turn to the axial growth which takes place at the ls top facet. Many recent 

experimental studies have indicated that growth on the dominating ls 111(0001) top 

facet is limited by formation of a stable step, which means that the liquid 

supersaturation needs to exceed a certain critical value before the step and a new 

monolayer can be formed (see for example ref.[37],[38],[39],[40]). This is discussed in 

ref.[III] under regime I conditions, where it is argued that the nucleation probability for 

a given type of structure is dominated by the factor 
,

,

exp
ls step

ls III V

c
kT



 

 
   

, where c is a 

nucleus shape dependent constant and ,ls step  is the nucleus step energy. Due to the 

exponential factor, the total probability of nucleation is practically zero below a critical 

driving force , , ,

crit crit

ls III V l ERS III V s ERS III V          and increases sharply above, see 

Figure 3-1, which means that the driving force will oscillate around ,

crit

ls III V   due to 

lowering of the liquid concentrations IIIx  and primarily Vx , upon forming each ML. 

 

 

Figure 3-1. (A) Single nucleation site calculation in regime I of normalized ZB and WZ formation 

probabilities of Au-assisted GaAs NW growth. See ref.[III] for details on the calculations. (B) The 

total probability of a nucleation event is highly dependent on the liquid composition IIIx  and Vx , 

and thus nucleation with a ,ls III V   significantly different from ,

crit

ls III V   (shown the 

 , ,0III Vc c  plane) is unlikely for a given ls morphology. In of both figures, , 300crit

ls III V  

meV/pair is chosen to illustrate the correlation between structural formation and probability of a 

nucleation event which is proportional to the nucleation rate. This figure is taken from ref.[III]. 
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Because the volume of the mother phase (the liquid) is small and because the 

probability of having a second nucleation is impossible just after a first nucleation and 

the subsequent formation of a ML, we are only interested in single nucleation events. 

To describe the probability of forming a critical nucleus we need to take account of the 

stochastic nature of the phase fluctuations which causes nucleation. But first, we need 

an expression for the mean 2D nucleation rate ( )nucj t . Because the nucleation rate is an 

oscillating function with periods of ML formation,
37

 it is convenient to measure the  

time
 nuct  with respect to the last nucleation event. Assuming a large mother phase with 

constant supersaturation,  , Kashchiev
41

 showed in 1968, that the nucleation rate can 

be written in the form  ( ) st

nuc nucj t j f t
 

where stj  represents the steady state 

nucleation rate (which will be treated below) and  nucf t  is the correction accounting 

for a time-lag in the nucleation rate when going instantly from an under-saturated to a 

constant supersaturated mother phase at a given time 0nuct  . Because the distribution 

of clusters at the ls interface varies exponentially as a function of the liquid 

supersaturation
III

 l ERS  , it is reasonable to assume that there is a negligible amount of 

clusters just after a nucleation event. This mean that Kashchiev’s time-lag factor is 

appropriate when describing nucleation phenomenon where the mother phase is of 

nanoscale size. Using the general formalism, Kashchiev’s factor can be written as,  

 

                            
2 2

, *2

1

1 2 ( 1) exp
16

ls III V ni

nuc nuc

i

Z A
f t i t






 
     

 
                      (3.1) 

 

where Z  is the Zeldovich factor
42

 and *nA  is the active step area of the critical nucleus 

with n  pairs. Kashchiev’s factor seems perfectly applicable to NW growth because 

l ERS   only drops by a small amount after a nucleation event and subsequent ML 

formation, whereas the probability of finding clusters of various sizes changes several 

orders of magnitude. The time-lag depends exponentially on the liquid to cluster 

attachment frequency ,ls III V  of the limiting growth species (typical group V) to the 

clusters. ,ls III V  is difficult to estimate because ,ls i  in eq.(2.3) is unknown. For the 

estimated value of ,ls i  used in the modeling shown in the next sections, we get 
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  1nucf t   at the time of nucleation (so it will not be discussed further in the next 

sections). Put in another way, if the movement of atoms in and out of a given cluster 

(smaller than the critical nucleus) at the growth interface, takes place on a timescale 

much smaller than the time between each nucleation event, the nucleation probability 

can be derived assuming steady state conditions. However, it may play an important 

role for lower values of 
,ls i  and especially at high growth rates, which will increase 

critical nucleation ,

crit

ls III V   with increasing growth rate. Thus a change in ,

crit

ls III V 
 
may 

in principle also have an effect on the preferential structural phase formed (see Figure 

3-1).  

 

Now we need to find an expression for the 2D steady state nucleation rate stj . For the 

modeling we will use the general classical expression for the nucleation rate at site 

 ,r   at the topfacet, which is given as
43

: 
 

 *

( , ) 1 ,,

,
exp

nst

r ls III Vr

B

G r
j Z c

k T
 




 
   

 
. 
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4

n

r

G r
Z

n kT









 
is the 2D Zeldovich factor and 1c

 
is the concentration of 

single III-V pairs attached to the interface (single pair clusters). 

 , ,

2
i

n

s ERS III V l ERS III Vn
i

G  



    



  
 

is formation free energy of the critical nucleus. 

With this, the mean nucleation rate at the topfacet can be written as:  

 

                    
 

 ,

,int *

( , ) 1 ,,

,
exp exp

TS ERS

ls nst

r ls III V Vrn
B B

g G r
j A Z c x

k T k T
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 
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  
         (3.2) 

 

where 
n

A   
is the step area of the critical nucleus of n  pairs,  

 *

, *

,1

4

n

r

G r
Z

n kT









 
is 

the 2D Zeldovich factor. The forward flux from the liquid to the solid is assumed 

independent of the solid state, ,ls III V . ,

,int

TS ERS

lsg  is the single pair transition state barrier 

for attachment to the clusters at the interface (if any). If attachment to the clusters 

require dissolution or formation of molecular bonds apart from the ones in the nucleus it 

should be included in ,

,int

TS ERS

lsg . However it will assumed that ,

,int ,

TS ERS

ls l ERS III Vg    , 
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and therefore 

,

,int
exp 1

TS ERS

ls

B

g

k T

 
   
 

. For a detailed derivation and discussion on the 

steady state nucleation rate using the general formulation as proposed in section 2.1, see 

appendix E.   

Once the nucleation event has occurred, the ML is completed in a non-nucleation 

limited manner, at a rate given by eq.(2.5), and the liquid supersaturation builds up 

slowly again (in the timeframe of atomic movement in and out) until the next nucleation 

event takes place. It is assumed that the attachment/detachment frequency of III-V pairs 

to and from the clusters on the (111)B topfacet is limited by the group V elements. This 

is not only because the concentration of group V is low in the liquid but also because 

the group III elements are attached with only one covalent bond on average in the ‘B’ 

terminated surface when group V is absent. Once group V is present, the pair is 

stabilized leaving only one free covalent bond per pair on average (interface re-

construction phenomenon are left out in this continuum formalism).  

The nucleus formation free energy of the nucleus, where j denotes stacking type (ZB 

(3C), WZ (2H), 4H ect., see Johansson et al.
 44

 for a nice discussion on the various types 

of stacking sequences), can be written as in a more familiar form, 

 

                                       *, , , , ,
1

,
m

n j ls III V j k step r k
k

G r n h l


   





    
            

           (3.3) 

 

where the first term is the formation free energy required to form the volume part of the 

nucleus. The second term is the excess free energy due to the formation of a step. 

 , ,step r k
  and kl  are the free energy and length of the k ’th step facet, respectively. As 

the nucleation takes place when the number of pairs in the cluster exceeds the critical 

value, *n n , which is associated with the maximum free energy increase given by the 

condition,  

 

                       
 

 , ,,

, , , ,
1..

0
step r kn j k

ls III V j kstep r k
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dd G dl
h l
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


 





 
      

 
         (3.4) 

  

We can derive an explicit expression for the nucleation barrier *

nG  by extracting n  

from eq.(3.4) ( kl  depends on n ) and insert it into eq.(3.3).  
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The term 
 , ,step r k

d

dn




 is typically set to zero, even though it might play an important role 

for small nuclei. 

 

For regime II we will divide all the different nucleation site possibilities at the ls 

topfacet into three main classes of nucleation sites, as shown in Figure 3-2.  

 

A. Nucleation at the edge between the topfacet and truncated facet. Here the 

nucleus forms an extension to the truncated facet where the preferential crystal 

structure can be dictated by the truncation facet orientation with the lowest 

interface energy at the time of nucleation. Thus the preferred crystal structure 

formation at this site depends on the facet orientation.  

 

B. Nucleation at the center of the topfacet. The preferential crystal structure here is 

the structure with the lowest cohesive energy which is typically ZB.
45

   

 

C. If the relative droplet size is sufficiently small and/or the liquid supersaturation 

is sufficiently high at nucleation, it is possible that the truncation size becomes 

positive which will induce a TL nucleation event at the topfacet and the 

necessary step for step flow is formed. A fast completion of the monolayer will 

lower the supersaturation and move the truncation back to negative values. For a 

six-fold crystal geometry it is likely that such an event will take place at the 

corners, i.e. 30   . The preferential structure at TL nucleation is very likely 

the structure with the lowest sidefacet energy, typically WZ, as proposed by 

Glas et al.
2.
 If the liquid size is decreasing TL nucleation becomes more and 

more dominant and the system will eventually move into regime I. 
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Figure 3-2. Cross section view on the triple line region at a given  , showing three different ways 

to form an energetically favorable step on the topfacet. A) A step formed due to a nucleation event 

at the corner between the topfacet and a truncated facet, a regime II type nucleation. B) A step 

formed due to a nucleation event at the center of the top facet. C) If the relative droplet size is 

sufficiently small and/or the liquid supersaturation is sufficiently high at nucleation, it is possible 

that the truncation size becomes positive which will induce a TL nucleation event at the topfacet 

and the necessary step for step flow is formed.  

 

Under conditions where the time taking to reach steady state composition in the liquid 

is smaller than the timescale between two consecutive ML formations, the total center-

nucleation rate can be written as   *( )
2 ( ) tan ( )

2

NW
c c T m

Center

d
J j z l d


    

 
   

 
 , 

where  ( ) tan ( )Tz     is the decrease in topfacet length at   due to the truncation. 

For truncation edge nucleation we will integrate over the part with a negative 

truncation,   * ( ) ( ) ( ) tan ( ) ( )

T

T m NW T T

l

J l d z j d         . In order to carry out a 

more realistic modeling of the j-stacking probabilities we account for the stochastic 

nature of nucleation by multiplying the total nucleation rates by a random number 

between 0 and 1, (0,1) , for every site x at the growth interface and at each time step 

t , and define a normalized value   (taken as 0.5 in the modeling) above which 

nucleation will take place  

 

                                           ( , ) (0,1)r topfacet

Topfacet

j dA t                                        (3.5) 

 

Finally, all nucleation sites at the topfacet are checked at all time steps and whenever 

one or more sites fulfill eq.(3.5) the rate of the subsequent step flow and completion of 
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a ML are determined by eq.(2.23). However it is possible that the truncation under 

certain conditions and at certain positions becomes positive before eq.(3.5) is fulfilled, 

see Figure 3-2 C. In this case a step is naturally provided at the TL and completion of a 

monolayer will take place at the same time as the truncation becomes negative again 

due to a lowering of the liquid supersaturation. As suggested by Glas et al.
2
 if the first 

solidification event of a given (111) monolayer at the topfacet takes place in direct 

connection to the sidefacet, the structure of the whole monolayer is likely to maintain 

the structure of first solid formed. The most likely structure is the one with the lowest 

formation free energy, which can be different from the typical ZB structure if the 

nucleation takes place at the TL. However it is also possible to form WZ structure or 

other polytypes from truncation edge nucleation events, because of anisotropic 

truncation interface energies as discussed in the previous section. 
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4 Dynamical modeling of the overall morphology 
 

 

In this chapter we will focus on modeling the overall NW growth morphology. This can 

be done without detailed considerations of the liquid-solid growth region, and therefore 

a flat liquid-solid topfacet and a constant liquid curvature will be assumed. This can be 

a convenient choice because the detailed modeling of the growth interface region is 

time demanding and does not seem to have a significant effect on the overall qualitative 

evolution of the NW growth. Before illustrating the applicability of the formalism it is 

important to mention that when modeling such a complicated system there are many 

unknown quantities involved, which are either gathered into temperature independent 

fitting parameters or just estimated. However, as many constraints are put on the system 

due to the huge amount of literature reporting on growth conditions, energies and so on, 

it is in principle possible to determine all fitting parameters to a reasonable extent, and 

it is hoped that more precise values of these parameters will become available in the 

future.  

 

 

To simulate a specific growth process such as self-catalyzed GaAs NW growth on Si 

(111) substrates requires the relevant ERS parameters and size effects based on the 

assumptions made for the simulation. Thus, before carrying out detailed simulation 

examples of the overall NW growth we will here first go through the specific 

calculations needed for this system. As mentioned, modeling the overall morphology 

does not require detailed information of the shape of the ls interface, and in this section 

we will therefore assume an axi-symmetric cross section (  dependence can be 

neglected) and an ideal regime I with a single flat ls interface. The parameter set 

describing the liquid-solid growth system in this section is therefore simply 

{ } { , }NWd   . The size effect terms in eq.(2.13) and (2.14) for the relative chemical 

potentials can be found using the trigonometric relations, 
2

4

NW
ls

d
A


 ,

 

4.1 Calculating the ERS and size effects for Ga assisted GaAs 

nanowires in the axi-symmetric approximation 
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 2
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l
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



 



, where 

l  is the atomic volume in the liquid. A change of 
NWd  implies not only a change in 

the ls and vl areas but also the formation of a new vs area corresponding to the absolute 

change in the ls area. For the overall morphology simulations we neglect the   

dependence on the system, which leads to an axi-symmetric (circular) cross section of 

the NW crystal. As discussed before, growth on the topfacet can be limited by 

formation of a step and nucleation will therefore be taken into account. We have for 

simplicity not taken account here of the possibility of wetting the sidefacets which is a 

possibility proposed by Dubrovskii et al.
46

.  

 

To calculate the chemical potentials of the ERS (eq.(2.2)), we need to calculate the 

liquid chemical potentials when the liquid phase is in equilibrium with the solid. For 

liquid binaries (self-assisted growth) we find the chemical potential from the intercepts 

of the tangent method, or correspondingly; 

 

                                   
 

,

,
, , (1 )

l V

l i V l V i

i

g x T
x T g x T x

x




 


  


                 

 (4.1) 

 

 Here the liquid free energy per atom of an infinitely large binary alloy is given by, 

         , , ,, 1 ,l V V l III V l V l mix Vg x T x g T x g T g x T      where 

         , 0 1( , ) 1 ( ) ( ) 1 2 1 ln 1 lnl mix V V V V V V V Vg x T x x L T L T x RT x x x x               

accounts for the asymmetry of compositional effect on the free energy by using the 

Redlich-Kister formalism
47

 as in ref.[48] with two liquid interaction parameters 0L  and 

1L . These parameters together with the free energy values of the pure components 
,l ig  

are given for 
1 x xV V

Ga Asg


 and 
1 x xV V

In Asg


in Table 1, where the equilibrium concentrations 

are estimated from fitting the liquidus values reported in ref.[50]. All Gibbs free 

energies and chemical potentials are relative to the enthalpy of the standard element 

reference (HSERi),
48

 and denoted '( )lg T and 
, '( )l i T , respectively. Using these data, 

ERS chemical potential ,' '( , )ERS ERS

i l i Vx T 
 

is calculated using eq.(4.1), and the 

relative chemical potential is .  
, ,( , ) '( , ) 'ERS

l i V l i V ix T x T   
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To calculate the partial vapor pressures over a liquid of a given composition we note 

that , ,' '
n

n

v i l in   where n is the number of atoms in the molecule considered and 'n  

denotes that the value is given with respect to n times the standard reference. Using the 

thermodynamic data from appendix 2 in Ansara et al.,
48

 we find an expression for the 

Gibbs free energy of a pure 
ni  species, , ' ( ) ' ( ) ln( )

n

pure n n

v i ig T T RT P  , where P  is 

the total pressure and ' ( )n

i T  is a function of temperature only (Table 2). Now 

because 
, ,' ' ln n

n n

in pure n

v i v i

p
RT

P
 

 
   

 
, where , ,' '

n n

pure n pure n

v i v ig  , it leads us to the 

following expression for the vapor pressure of element 
ni ,  

 

                                  
, '( , ) ' ( )

( , ) exp
n

n

l i V i

i V

n x T T
p x T

RT

 
   

     

    (4.2) 

 

The corresponding ERS pressures are then found by setting the , '( , ) 'ERS

l i V ix T  . 

 

Liquid 

 

    J

mole

 
 
 

     J

mole

 
 
 

 

, '( )l IIIg T  

4 2 8 3 1

1389.2 114.049 26.069299 ln( )

1.0506 10 4.0173 10 118332

T T T

T T T  

  

    
 

4 2 8 3 1

3479.81 116.8358 27.4562 ln( )

5.4607 10 8.367 10 211708

T T T

T T T  

  

    
 

, '( )l Vg T

 

4

2 1

1.717245 10 99.78639 23.3144 ln( )

0.00271613 11600

T T T

T T 

  

 

 
4

2 1

1.717245 10 99.78639 23.3144 ln( )

0.00271613 11600

T T T

T T 

  

 
 

0 ( )L T  25503.6 4.3109 T    15851 11.27053 T    

1( )L T  5174.7  1219.5  

( )ERS

Vx T  76.752 10 exp(0.0141 ) /100T   
4(9.9 10 exp(0.00972 ) 0.3) /100T    

Table 1. The coefficients of the free energy expressions of the pure elements in the case of InAs and 

GaAs are taken from the SGTE database
49

, and are relative to the to the enthalpy of the standard 

element reference (HSER). The interaction parameters are taken from Ansara et. al.
48

. T  is the 

(dimensionless) Kelvin temperature and all values are in Joule per mole. The equilibrium As mole 

fraction 
,V eqx  is found from fitting liquidus values from ref.[

50
], in the range 400 800T C   for 

ZB GaAs and 350 550T C   for ZB InAs. All equilibrium data are found from experimental 

measurements and are relying on thermodynamical parameters which therefore should coexist in 

kinetic equilibrium. 

 

1 x xV V
Ga Asg

 1 x xV V
In Asg


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Gas 

 

' ( )n

i T    J

mole

 
 
 

 

Ga 
2 7 3 1

263612.519 + 33.4871429T - 30.75007Tln(T) 

+ 0.00537745T  - 5.46534 10 150942.65T T  

 

In 
2 6 3 1

237868.024 - 110.524313T - 8.405227 T lnT

- 0.0156847T  + 2.21196333 10 110674.05T T  

 

As
 

4 2 8 3 1

272027.85 - 32.2533338T - 21.21551T In T 

+ 4.3891495 10 T - 7.393995 10 + 9666.555 TT   

 

As2

 

5 2 8 3 1

179351.548 + 10.5519715T - 37.35966 T ln T

- 5.61806 10 T  - 2.13098 10 T  + 104881.15T   

 

As4

 

5 2 9 3 1

129731.745 + 230.754352T - 83.04465 T ln T

- 2.5148475 10 T  + 1.0444733 10 T  + 252728.45T   

 

Table 2. Thermodynamic gas data taking from Ansara et al.
48

, where 

, ' ( ) ' ( ) ln( )
n

pure n n

v i ig T T RT P  , with P  being the total vapor pressure in units of 0.1MPa.
 T  

is the (dimensionless) Kelvin temperature and all values are in Joule per mole. 

 

 

Figure 4-1. Partial vapor pressures and relative liquid chemical potentials of the relevant species in 

the liquid Ga-assisted GaAs case as a function of the As mole fraction at 630T C  . (A) It is shown 

that as the liquid supersaturation increases (increasing Asx ) the vapor pressure of Ga remains 

almost constant. This means that the vl and al transition fluxes for the Ga species are roughly 

independent of the supersaturation. On the other hand, as the supersaturation increases the 

desorption of the As species increase very strongly (note the log scale). This keeps the As 

concentration low in the liquid, and there exist a certain threshold value of beam flux/vapor 

pressure where the steady state concentration of As in the liquid exceeds the critical value for 

nucleation at the topfacet. The critical value 
,

c

l ERS III V    
is typically of the order 100meV per atom 

which corresponds to few percent of As in the liquid as shown in (B). 

 

From Figure 4-1A we see that the only species that may have significant partial 

pressures are the Ga and As2 species. If we assume; 
2 2 2, ( ) , ( ) , ( )

ˆ( , , )b Ga As b Ga As v Ga AsS n T S  , 
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the incoming flux from the gas states under ERS conditions are given as; 

2

17 2 1

, 0.515 10ERS

Asf m s 

     and 
17 2 1

, 2.14 10ERS

Gaf m s 

    , at 630T C  . To complete 

the ERS description we need to calculate the adatom densities, ,

ERS

NW i  and ,

ERS

sub i , which 

we do by using kinetics. For the adatom collection we follow the approach outlined in 

Appendix A, and the ERS adatom densities are found using eq.(10.1) under ERS 

conditions, where ,

ERS

NW i  and ,

ERS

sub i  is calculated by setting all chemical potentials to zero 

and , 0al i  , both under conditions of the calculated ERS beam fluxes found above. 

Using the parameters listed in appendix B, ERS adatoms densities give, 

  17 2

, 630 5.3 10ERS

NW Ga T C m      and   17 2

, 630 0.16 10ERS

NW As T C m     .  

 

Tuning the fitting parameters can be time demanding. The fitting values of the relevant 

prefactors and activation free energies for adatom desorption and incorporation are 

given in appendix B. In order to make use of the diffusion length concept given by 

eq.(2.16) we need estimates of the activation energies 
, , ,

, , ,

TS ERS TS ERS TS ERS

pq i pq i pq ig h T s      

which are involved in the expression. As the entropy change as a function of 

temperature is negligible compared to the enthalpy term we include the entropy 

contribution into the temperature independent prefactors as ,'

, , exp

ERS

pq i

as i as i

B

S
Z Z

k

 
   

 

. 

This leaves us with enthalpy barriers which can be estimated from zero temperature ab 

initio calculations such as Density Functional Theory methods.
69

 After having built up 

the simulation framework it can be used to analyze a variety of features and systems. 

Here, we will only give a few examples.  
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For typical MBE growth of self-assisted GaAs NWs on a Si (111) covered with a thin 

native 
xSiO  layer, Ga beam fluxes corresponding to planar growth rates of 0.1 0.3

m

hr


  

are commonly used with a V/III flux ratio in the range 5 100  and a substrate 

temperature around 630T C
II,VI,VIII

. There exists a certain “growth parameter 

window” namely ranges of values for the basic growth parameters (temperature and 

beam fluxes), where it is possible to obtain NW growth. This depends on the type of 

wafer and the type of oxide layer.
VII

 However, a general feature of the simulations is 

that there are sharp and well defined boundaries for the growth parameter window.  

As the critical liquid supersaturation needed for nucleation at the topfacet is almost 

independent of the applied beam fluxes
III

, the axial growth rate is simply dictated by the 

time it takes for the liquid to reach the critical concentration of As, ,

crit

l ERS As  , after 

being lowered upon a nucleation event and subsequent ML formation. 

 

If we neglect for simplicity the surface diffusion of As species and account for the 

impinging v states by simply using that the beam flux hits the total vl interface, the 

minimum As flux needed to obtain growth is roughly given as, 

 

                                        ,

, , , exp

critcrit
l ERS Ascrit ERSAs

vl As lv AsERS

As B

x
f f

x k T

 



 
   

 

                        (4.3) 

 

Here  is the critical concentration of As needed for a nucleation event and 

 is the flux of material evaporating from the liquid under ERS 

conditions. This means that the critical As flux is strongly dependent on the nucleation 

barrier and is only very little dependent on the Ga flux as long as there is a large liquid 

Ga phase. For the simulation shown in Figure 4-2 (A), the critical impinging As flux 

needed to overcome the nucleation barrier is roughly .  

crit

Asx

,
2

n

n

ERS

AsERS

lv As

n As B

p
f

m k T


( ) , , ,100crit ERS

bv l As lv Asf f  

4.2 Dynamics of self catalyzed GaAs NW growth on Si(111) at 

low As fluxes  
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To examine how the axial growth rate depends on the incoming fluxes, we need to look 

at the time it takes to refill the liquid phase after a ML formation in order to recover the 

critical level. The outgoing lv flux of As depends roughly on the liquid chemical 

potential as 

2

As
lv ERS

As

x

x

 
   

 
 (because 

,l ERS i 
 depends roughly on the As concentration 

as ln As

ERS

As

x

x

 
 
 

, see eq.(2.10)). Now, because a relative small (large) droplet size will lead 

to a large (small) decrease in the As concentration immediately after a ML formation, 

means that the time taking to fill up the liquid to the critical concentration depends on 

the relative droplet size. Thus, especially in the limits of the growth parameter window 

where the relative droplet size is changing with growth time, the incoming fluxes of Ga 

may also play an important role on the growth rate.  

 

In Figure 4-2 it is seen that the droplet size increase at low V/III ratios, but as the V/III 

ratio is increased the expansion of the droplet slows down as the grow increase and Ga 

is taken faster into the NW. For moderate V/III ratios where the droplet stays in a 

steady state regime the growth rate becomes more or less linearly with the As flux until 

it reach a limit where the droplet gets small and eventually gets consumed. The 

apparent linear relation between NW length and As flux at moderate V/III ratios is 

consistent with previous reports
51

. At very high incoming As fluxes, As just consumes 

the droplet and NW growth stops.  

 

To start the simulation we need to know the initial condition. To estimate this the initial 

contact angle and liquid size in the case of self-catalyzed GaAs, post SEM images 

(Figure 4-3 (A)) was taken of a growth where Ga was deposited on a Si(111) wafer with 

the a native oxide layer at the same initial conditions as before a typical NW growth 

(here 1 min of Ga pre-deposition) without opening the valve to the As cell. In Figure 

4-3 (B) a 6 min simulation show an example of the huge change in morphology when 

changing the As2 flux around the lower limit of the growth window. 
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Figure 4-2. Initial transitory stage for the self-catalyzed growth of GaAs NWs on Si(111) at 

 using a Ga flux equivalent to a planar growth rate of . The initial 

contact angle and NW diameter were set to  and , and the time step 

was set to 0.001 sec. The As molar fraction in the Ga1-xAsx liquid phase and contact angle just after 

opening the As shutter, are shown for four different V/III ratios close to the lower limit of the 

growth window. A fast drop in the curve corresponds to a nucleation event and the formation of 

one monolayer at the topfacet (for V/III=4.75 it takes about 10 sec before the first nucleation event 

takes place and for lower V/III ratios it becomes impossible overcome the nucleation barrier). This 

event lowers the liquid chemical potential  and  and  immediately 

increase and forces the As molar fraction back to a level sufficient to overcome the nucleation 

barrier again. 

 

 

However, when growing the same type of wires on a patterned substrate with a thicker 

thermal oxide layer, the Ga flux needs to be equivalent to a planar growth rate of 

0.8 1.2
m

hr


  and the V/III flux ratios need to be in the range 1-5.

52
 This is a much 

higher Ga flux than for growth on untreated substrates with native oxide and is an 

indication that the av transition rate from the thick thermally grown oxide layer is 

dominant for the adatom state, as also predicted in Figure 2-3. This is an indication that 

the av transition rate from the oxide surface is dominant for these adatom states. 

 

 

630T C  0.3planar

m
GR

hr




110initial  
,0 50NWd nm

,l ERS As  ,vl As
,al As
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Figure 4-3. Around the lower limit of the V/III growth parameter window, a small change in the 

incoming 
2As  beam flux may cause a big change in the NW morphology. (A) To estimate the 

initial contact angle and liquid size in the case of self-catalyzed GaAs on Si(111) covered with a 

native oxide layer, Ga was deposited at the same initial conditions as before a typical NW growth 

(here 1 min of Ga pre-deposition) but without opening the valve to the As cell. These initial 

conditions were used for the simulations shown in Figure 4-2 and (B). In (B) the same growth 

conditions as for the simulations shown in Figure 4-2 have been used. 

 

For patterned growths done on an oxide layer (of approx. 20-30 nm of SiOx), the 

substrate diffusion length is strongly desorption limited for both Ga and As species. As 

it has not been possible to find activation enthalpies for av transitions on oxide surfaces 

in the literature, we simply take it to be half the value on a corresponding crystalline 

surface. The density of incorporation sites at the oxide surface is set to zero. For the 

growths on Si (111) wafers with both the native oxide layer and the thermal oxide layer 

it is assumed that the low energy pathway of diffusion is one dimensional on the NW 

sidefacets (along the NW growth axis) and isotropic on the substrate.  
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Figure 4-4. Investigation of the upper growth temperature at a given V/III ratio. Positioned Ga 

assisted GaAs NW growth on Si 111 substrate with a 30 nm thick SiOx layer. The preparation of 

the holes in the oxide layer (see ref.52 for details) is done with e-beam lithography on the same 2” 

wafer and all processing was carried out before the wafer was cut into 4 ¼” wafers just before 

loading into the buffer chamber. This ensures that the preprocessing has a minimal effect on the 

final results when comparing the growths. The two growths are grown under exactly same 

conditions for 20 min, a Ga flux corresponding to a planar GaAs growth rate of 0.9
m

hr


 and a 

measured flux ratio of 2 3
As

Ga

f

f
  (measured with an ion-gauge filament), but with two different 

temperatures that were measured just before initiation of the growth with a pyrometer as 

630pyroT C   and 640pyroT C  . The activation enthalpy for the av transition of Ga adatoms 

on the oxide is set to half the value of the modeling on native oxide and the As species was set to 

desorb immediately from the oxide (i.e. 
, 0al As  ). Using the same conditions in the simulation 

(shown on the right) the sharp temperature transition seemed to be at 661simulationT C   and 

667simulationT C  , which means that there is still some fine tuning of parameters left to be done. 

The NW crystal formation completely stops at 669simulationT C  .  
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5  Liquid-solid dynamics in regime II 
 

 

The purpose of this chapter is to carry out a detailed analysis of the dynamical evolution 

of the liquid-solid phase transition and discuss how different growth conditions and 

morphologies can affect the specific crystal structure formation probabilities. For such 

an analysis the   dependence cannot be neglected due to the anisotropic morphology
III

, 

see Figure 5-1(A). The construction of the growth system at a given   considered in 

this section is sketched in Figure 5-1 (B).  

 

 

Figure 5-1. (A) Top view illustration of the liquid-solid growth system where three sections 

indicated with a color and roman numerals are identical but rotated 60  degrees, both in case of 

ZB and WZ structure. , ( )sys jG 
 
is the Gibbs free energy of a single slice throughout the growth 

system. (B) Side view illustration of the growth system at a given  . The colored region indicates 

the growth system (dark blue: solid, light blue: liquid), where refz  is a reference length to a 

position from where the solid is considered to be fixed as measured from the topfacet.
 

z  and 

z
 
are the truncation heights at 0    and 30   , respectively.   is the contact angle of the 

constant curvature construction and is a function of  . 

 

For a single faceted solid crystal the equilibrium shape is called the ‘Wulff shape’ and 

can be calculated exactly if the surface energy function in eq.(2.26) is known.
53

 But the 

equilibrium shape of a liquid-solid system is extremely complex to derive and we need 

to make simplifying assumptions in order to make qualitative predictions of a 

corresponding liquid-solid ‘Wulff shape’. The Gibbs free energy of the total growth 

system is given by  
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                                                   
180

, ,

0

sys j sys jG G d 


                          (5.1) 

where , ( )sys jG   is the free energy of a thin ‘double cake piece’ throughout the whole 

system, as shown in the top view illustration of a NW with a typical six-fold axial 

symmetry in Figure 5-1(A). In the following sections will use different simplifications 

and discuss the predictions and consequences. First we will analyze the dynamics for a 

single cut through the growth system. 

 

 

 

In eq.(5.1), the integration of   using analytical equations is difficult to carry out, thus 

we will start by looking at a single slice construction for which the liquid curvature 

stays constant. The choice of the parameter set { ( )}  used with eq.(2.14) when 

describing the dynamics of the NW growth system is obviously crucial for the overall 

evolution of the structure and morphology in the simulation. Recent in-situ growth 

experiments
54,55,56

 have suggested that a truncated morphology at the growth interface 

edge is a general growth phenomenon, and will therefore be taken into account here. 

Thus, we will choose the following set, { } { , , , , , }NW T Td z z          , as our 

parameter set where T   and T   is the truncation angle at 0    and 180    

respectively, see Fig 5-2 for details. Note that all these parameters are functions of , 

but only considering a single cut of a finite thickness (of say 1d  ) can give us 

important information of the total three dimensional system. 

 

The ls system is continuously adjusting towards 0X

ls   conditions, but the input of 

free energy from the beam fluxes, vapor and adatoms and the interplay with anisotropic 

solid and the nucleation limited growth on the top facet keep the system out of 

equilibrium. Under certain conditions, the solid can enter a regime where undesired 

facets are locked in because a free energy barrier has to be overcome in order to form a 

facet which lowers the total free energy of the system. 

 

 

 



5.1 The single slice construction 
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Fig 5-2: Single slice construction in regime II. (A) 3D figure showing the nanowire growth system 

used in the single slice model. (B) 2D illustration of the involved trigonometric quantities and (C) 

the volume elements. (D) 2D illustration of the three different ways the truncation can change 

during growth. The Gibbs free energy of this construction can be calculated using basic 

trigonometric relations, see Appendix C. 

 

The liquid-solid driving forces of liquid 
1 x xGa As

 assisted GaAs NW growth is plotted 

as a function of truncation height z  for a certain set of fixed parameters in Figure 5-3 

using eq.(2.14) on the single slice construction around 0   . In Figure 5-3 (A) it is 

seen that the equilibrium value of z  is larger for smaller systems. For the single slice 

construction the equilibrium morphology will always have a negative truncation. 

However a non steady state evolution of the growth system can force the system into 

regime I and to get back to regime II will require nucleation of a truncated facet which 

needs a certain formation free energy. Figure 5-3 (B) it is seen that by varying the 

truncation in one side has a small effect on the truncation on the opposite side in the 

single slice construction. Figure 5-3 (C) shows an important general trend that 

truncation heights are generally smallest at smallest droplet sizes. This means that small 

relatively small droplets have higher probability of going into regime I than larger 

droplets
III

. In Figure 5-3 (D) it is seen that a strong dependence of the liquid 

concentration on the truncation size indicates that it is the composition which plays a 

dominating role on the oscillating morphology as already predicted by ref.[40]. Figure 

5-3 (E) and (F) shows the driving forces around certain facets in the case of ZB and WZ 

structure, respectively. For a certain set of orientations and parameters the system need 

to form another facet orientation to move into a quasi equilibrium state. If the potential 

barrier to form such a facet is large, the system can go into a metastable growth mode, 

or possibly regime I. 
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Figure 5-3. Plots of driving forces , . .

z z

ls i l ERS i s ERS i   

     of Ga Assisted GaAs NW growth 

as a function of the truncation size for the single slice construction at 0    with  110  type 

sidefacets at 630T C  . The equilibrium value of the parameters under the fixed conditions are 

where 0ls  . (A) It is seen that the equilibrium value of z  is larger for smaller systems, at 

least for the given set of parameters. For the single slice construction the equilibrium morphology 

will always have a negative truncation. (B) By varying the truncation in one side has a small effect 

on the truncation on the opposite side in the single slice construction. (C) Truncation heights are 

generally smallest at smallest droplet sizes. (D) A strong dependence of the liquid concentration on 

the truncation size indicates that it is the composition which plays a dominating role on the 

oscillating morphology as already predicted by ref.[40]. (E) and (F) shows the driving forces 

around certain facets in the case of ZB and WZ structure, respectively.   
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In Figure 5-4 (B) and (C) it is shown that the truncation angles affect the driving forces 

in a more complicated way than the other parameters which are chosen here. This 

implies that the system can stay far from equilibrium in a dynamical metastable and 

possibly steady state regime, see Figure 5-6.  

 
Figure 5-4. (A) The 2D  -plots using eq.(2.26) for the vs and ls interfaces for the single slice 

construction in the case of ZB and WZ structure around 0  and 0 2
10pq

eV

nm
  . The low 

energy orientations used are listed in Appendix B for ZB and WZ structure. The lowest interface 

energies just equal the lowest in ZB to emphasize the angular dependence. It is seen that when only 

taking account of the interface orientation with the highest symmetry WZ is dominant at small 

’s and ZB is dominant at large  ’s . Driving forces , . .
T T

ls i l ERS i s ERS i

      
 
for Ga Assisted 

GaAs NW growth as a function truncation angle in the case of ZB and WZ is plotted as a function 

truncation facet angle for ZB (B) and WZ (C), respectively. The parameter set are 50NWd nm , 

120   , 1%Vx   and 51T     for ZB and 43T     for WZ. The stable points are the 

ones where the driving force is zero and the gradient of the driving force is positive. The plot tells 

us that it is not possible to switch freely between facet orientations. The singularities close to 90
o
 are 

due to the definition of the truncation angle shown in Fig 5-2 (D), because the system cannot 

approach a single topfacet for a fixed z  value. 
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The surface energies and the interface energy function given by play a crucial role on 

the NW growth in general and on the truncation dynamics in particular. The interface 

energy function is plotted for the single slice construction in Figure 5-4 using eq.(2.26). 

hklw , which specifies the half-width half maximum of the energy decreases around the 

( )hkl  facet is an important parameter for the dynamical system. If 
hklw  is small the 

corresponding truncation facet orientation is locked to a low energy facet orientation 

and it is unlikely that the facet can overcome the energy barrier 1 2

,
T T

ls III VG
 

  needed to 

form another facet and a more preferable configuration. In Figure 5-4 (B) and (C) 

shows how the ls driving force for truncation angle depends on the orientation for a 

given parameter set, where 2z nm   is closer to equilibrium than 1z nm  . 

Examples of dynamical simulations are shown in Figure 5-5 and Figure 5-6. In Figure 

5-5 a short simulation of the truncation dynamics shows the evolution of the truncation 

height and orientation. 

 

Figure 5-5. Example of a 15 sec growth simulation S6 of self-catalyzed GaAs NW on Si, where the 

quasi steady state growth mode is reached quickly, only after formation of the first ML. On the left, 

the truncation height and truncation angle are oscillating in coherent manner with periods of the 

formation of a ML at the topfacet. The NW morphology is shown after 15 sec of the growth on the 

right.  

 

 Only small oscillations on the atomic layer level are seen here, but a change in some of 

simulation parameters, such as changing the ratios between the involved interface 

energies can lead to stronger oscillations. For example a higher vl surface energy can 

give stronger oscillations. It is important to emphasize that this is a continuum approach 

where it has not been taking into account that facet orientations in principle becomes 

discrete when z  becomes small. The formation of a new facet orientation can be 

nucleation limited if the barrier is larger than the single transition state barrier 
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1 2 ,

, ,
T T TS ERS

ls III V ls III VG g
  

    and such a transition has to be treated in the framework similar to 

that of section 2.3. These transitions will not be treated in detail here, but in the 

simulations the probability of forming another truncation facet orientation simply 

depends on the evolution of the system morphology. For large values of 
hklw

 
the angle 

of the truncation facet can change more or less freely and it will oscillate in accordance 

with the oscillations of the growth system. But, in fact to make qualitative predictions 

about a given growth system and the structural formation probabilities it is necessary to 

have reasonable good estimates of the parameters describing the surface energy 

functions.  

 

Figure 5-6. For a given set of initial conditions the ls driving forces forming the truncation facets 

are plotted as a function of 15 seconds of growth time (growth simulations S1). At smaller 

diameters the growth system seems highly unstable which is due to not only the initial conditions 

but also to the solid anisotropy. For 30NWd nm  the system moves into a steady state regime not 

far from equilibrium, this means that the initial conditions fit well with the energies for the system. 

At larger diameters the system moves into a steady state regime far from equilibrium, because the 

evolution of these systems prefers another configuration but are looked by the barrier of forming a 

more stable shape. 

 

This is indicated in Figure 5-7 where each set of simulation parameters gives different 

results. For large values of hklw
 
the angle of the truncation facet can change more or 

less freely and it will oscillate in accordance with the oscillations of the growth system 
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(Figure 5-5). But, in fact to make qualitative predictions about a given growth system 

and the structural formation probabilities it is necessary to have reasonable good 

estimates of the parameters describing the surface energy functions. This is indicated in 

Figure 5-7 where each set of simulation parameters gives different results. A strong 

anisotropy of the interface energy at the truncation implies that the facets can be locked 

in a far from equilibrium state in a dynamical metastable and possibly steady state 

regime, see Figure 5-6. For the single slice construction in regime II it is in principle 

possible to predict the impact of the system size and morphology on the relative 

formation rates of ZB and WZ stacking, given a set of simulation parameters. 

 

In Figure 5-7 (A,B,C) three different simulations S1, S2, S3 of the truncation dynamics 

show some general trends as a function of the system size, even though huge 

quantitative differences are seen due to changes in the parameters determining the shape 

of the interface energy functions. The quantities which are plotted here are average 

values after reaching a quasi steady state, see Appendix D for examples of the 

truncation dynamics. Parameters used for the simulations are listed in Appendix B and 

E. If truncation edge nucleation dominates at the topfacet, WZ would be favored at 

small diameters and ZB at larger diameters according to the simulations shown in 

Figure 5-7 A, if considering only the facets with the lowest energies in the interface 

energy function (as plotted in Figure 2-5). In Figure 5-7 (B) it is seen that the truncation 

height seems to be smaller with increasing size of the system, even though it does not 

necessarily have a monotone dependence due to the anisotropic interface energy. In 

Figure 5-7 (C) the axial growth rate is strongly dependent on the size of the system, 

however the actual dependence depends on the simulation parameters used, where role 

of the relative liquid size does also play an important role on the truncation angle as 

seen in Figure 5-7 (D). Thus, due to the complexity of the growth system, the 

theoretical development is still not mature enough to make any conclusive statements 

on the structural formation probabilities as function of growth parameters. 
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Figure 5-7. Simulations of 15 sec of growth in the single slice construction of self-catalyzed growth 

of GaAs in the beginning of growth, at 0    where the system choose symmetry, 

z z z       and T T T     . (A,B,C) Three different simulations S1, S2, S3 of the 

truncation dynamics show some general trends as a function of the system size, even though huge 

quantitative differences are seen due to changes in the parameters determining the shape of the 

interface energy functions. The quantities which are plotted here are average values after reaching 

a quasi steady state, see Figure 5-5 for examples of the steady state truncation dynamics. 

Parameters used for the simulations are listed in Appendix B. (A) All simulations we have done so 

far give a general trend, namely that smaller systems gives smaller average truncation angles. 

However it is difficult for the systems with sharp cusps in the ( )ls   function, to break out of the 

local low energy angles and it will therefore stay constant almost without oscillations. (B) The 

truncation height seems to be smaller with increasing size of the system, even though it does not 

necessarily have a monotone dependence due to the anisotropic interface energy. (C) The axial 

growth rate is strongly dependent on the size of the system, however the actual dependence relies 

on the simulation parameters used. (D) Two simulations at 50NWd nm . The role of the relative 

liquid size does also play an important role on the truncation angle, but as the other plots also 

indicate, the huge parameter space needs to be explored in more detail before any refined 

conclusions can be made. 
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To analyze the total liquid-solid dynamics we need to include the  - dependence on all 

parameters in the parameter set,  ( ) . However this is as mentioned a very complex 

problem and we will here make some geometrical simplifications in order to get 

qualitative ideas and better understanding about the three dimensional system. As 

compared to the single slice construction above at least one additional parameter, 

namely     (see eq.(2.24)), needs to be added to the parameter set. If the liquid is 

assumed to have a constant curvature an example of a choice of parameter set could be;
 

{ ( )} { , , , , , , }NW T Td z z           . The form of     which describes the cross 

sectional shape of the growth interface, is very important for the total configuration but 

it is also a very complex parameter to include. It has not been possible in the time of 

writing to find a consistent method to solve this system. In this section we will instead 

show some implications of typical assumptions used for modeling NW growth, which 

will serve as instructive and informative insight to the three dimensional anisotropic 

system. Such as under which configurations and conditions the NW growth system will 

move in and out of regime I and II. The free energy minimization process of the ls 

system during growth is complex mainly due to the interplay between the isotropic 

liquid and the anisotropic solid. If we imagine that the cusps of the gamma-plot shown 

in Figure 2-5 (B) and (C) are very sharp and deep, then the system will choose total 

sidewall facetting even at the TL, and the liquid phase will ‘adjust’ to this as long as the 

system is regime II. In regime I the nucleation statistics can be treated in the framework 

proposed in ref.[III], which is mainly a relevant regime during changes in growth 

conditions where the relative size of the liquid is decreasing. If we furthermore assume 

that the vl interface tension is strong, the isotropic (and assumed homogenous) liquid 

prefers a constant curvature due to a strong Laplace pressure. To describe such a system 

we will first choose a single slice construction which is oriented in such a way that 

0   is in the direction of the liquid-solid displacement, r  (see Figure 5-8 (A)).  

Using cylindrical coordinates,  , ,r z , we can write two intersections between the 

wire and liquid as  ,180 ,r z

 
 and  ,0 ,r z

 
. For a given radius of curvature there 

5.2 Geometrical analysis of a constant vl curvature construction 

and total facetting. 
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exist two solutions, one for 90   and one for 90  , as seen in Figure 5-8 (B). Here 

2 2 2

0 0

2 2

0

4

2 2

NW l NW

NW

d R d
z

d


 
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 
, and the two intersections are given by 
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      (5.2) 

where z z      is difference in truncation in the two sides and 
0NWd  is the 

diameter at 0  .  The z-coordinate for intersection between wire and liquid as a 

function of   are then given by, 

         
2 22( ) cos sinl NW NWz R d r d         , where 

2
2 0

2
sin( )

4cos( )

NW
l

d
r R


    is the displacement between of center of the NW crystal 

and the liquid center at . Now analyzing the wetting consequences when 

assuming total facetting (   0   ) will give us some qualitative ideas about the real 

system and under which conditions TL nucleation can take place. In Figure 5-9 the 

truncation heights are plotted for different relative sizes of the droplets and for six-fold 

and three-fold facetting. It is obvious that a relative large droplet will have a smaller 

probability of inducing positive truncations and it is also obvious that a hexagonal 

shape is the most convenient shape in relation with a liquid. If we allow for a three-fold 

facetting we need to define two lengths, r  and r ,  to describe the diameter, see Figure 

5-8 (C). It is very likely that for real systems that the truncation is negative all the way 

around the TL and only becomes positive at a given location when the liquid 

supersaturation is high and induce either TL nucleation or move the TL into regime I.  

A TEM image along the [110]  zone axis of a GaAs NW with a Ga droplet on top is 

shown in Figure 5-8 (D). The red circle on the enlarged view is a perfect circle, which 

fits almost perfect to the shape of the Ga droplet. 

0 
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Figure 5-8. (A) Illustration of the trigonometry used to derive the z  vs    relation for the 

constant vapor-liquid curvature construction and ( ) 0   . (B) For a given radius of curvature 

there exist two solutions, one for 90   and one for 90  . (C) If we allow for a three-fold 

symmetric morphology we need to define two lengths, r  and r ,  to describe the diameter. 

However for a given crystal volume only r   is needed, see eq.(2.25). (D) A TEM image along the 

[110]  zone axis of a GaAs NW with a Ga droplet on top. The red circle on the enlarged view is a 

perfect circle, which fits almost perfect to the shape of the Ga droplet.  

  

Thus if this is a general property of the ls growth system, we can say that if the NW 

crystal completely faceted 0 0   the truncation height would vary as a function of   

as shown in Figure 5-9. In the other extreme if the system is completely axi-symmetric 

0 1   the truncation height would be independent of  . It is important to note that for 

real liquid-solid growth systems using the 0  parameter to describe the system would 

give a value somewhere in between 0 and 1, and the amplitude of the curves in Figure 

5-9 will be smaller. See the figure text for a discussion of different cases of total 

facetting and constant liquid curvature.  
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Figure 5-9. Geometrical representation of the truncation size, z , as a function of   and different 

liquid sizes, for a NW system with ( 0 ) 50NWd nm    assuming constant vapor-liquid 

curvature and total facetting at the same time. (A) Assuming equal truncation z z    at both 

sides at 0   ,  as initial conditions on a complete facetted solid hexagonal cross section. (B) If the 

crystal has three-fold symmetry but takes on a six-fold morphology it can be favorable to incline 

the growth system. However, assuming vertical sidewalls it can be shown that the system does not 

lower the free energy because the areas of A and B type facets are the same in total (indicated by 

grey and white regions) and the system either chooses to make the A facets smaller and the B facets 

larger as shown in (C). It should be noted that an inclination angle could be initiated by a non-

isotropic incoming vapor flux due to the Marangoni effect
57

 but this is out of the scope of this study. 

In (C) it is seen that if the solid induce even a small derivation from the hexagonal shape, it has a 

huge impact on the growth system which will most likely also be present in the real system. (D) In 

the extreme case of a triangular shaped NW and constant vl curvature, the system will be in regime 

I for all truncation sizes in the case of 37lR nm  around the edges of the triangle. This is 

because there is no solution to the sidefacet-liquid intersection problem. In this case the edges will 

be either rounded or TL has moved in on the topfacet and the facet edges may be completed by 

surface diffusion.  

 

In Figure 5-10 we see the relationship between parameters; NWd ,  , z  and   under 

six fold and three fold symmetric sidewall facetting in the case of constant liquid 

curvature.  
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Figure 5-10. Comparison between a perfect 6-fold hexagonal shaped NW (red) and a three-fold 

cross sectional morphology (blue) for a given crystal volume, under the assumption of constant vl 

curvature and total facetting. (A) The solid dots represent the NW diameter and the open dots 

represent the contact angle. (B) In the case of a strong driving force towards 3-fold sidewall 

facetting it is likely that the TL will move in on the topfacet, here in the region around ~120  . 

For [180 ,360 ]   , the curves are mirrored in 180   . 
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6 Radial growth rate estimates for low temperature shell 

growth 

 

In the previous chapters focus has been on the axial NW growth via the VLS 

mechanism.  In this chapter we turn the focus towards radial shell vapor-solid (VS) 

growth, i.e. turning to conditions where the diffusion lengths of all the limiting growth 

elements are small due to a high driving force for the as incorporation. Such conditions 

are promoted at low temperatures and high pressures/beam fluxes. We will assume that 

the temperature is low enough and the beam fluxes high enough such that we can 

consider only contributions of the direct impingement from the beam flux of the 

limiting element. The radial shell growth is in many ways equivalent to standard planar 

growth where the limiting element is typically group III. Therefore, we only need to 

consider the incorporation of group III atoms, which at low temperatures and high beam 

fluxes of mainly group V is incorporated relatively close to the point of impingement on 

the sidewall. However it is important to mention that the surface might get rough under 

too low temperatures and/or too high pressures. Thus there is a certain limits and they 

therefore needs to be adjusted precisely. To obtain control of the radial growth rate the 

important parameter here is the diffusion length of group III elements, 
,NW III , which 

ideally should be on the order of the nanowire diameter when growing a shell on a 

perfect faceted NW crystal. Different equations for the radial growth rate under 

different conditions are derived below. These formulas can be used to compare with the 

corresponding planar growth rate, and can give us important information on the whether 

the radial growth is obtained only by direct impingement, diffusion from the substrate 

or from vapor states. 

 

 

Here we derive an expression for radial growth rates in the case of non-tapered NWs 

grown at low temperatures, where shadowing effects from adjacent NWs are neglected, 

i.e. at low NW densities. Under these conditions we can neglect the axial growth and 

the NW length can be assumed to be constant, ( ) ( )NW rad NW axL t L t , where radt  and axt  

6.1 Radial growth rates at low nanowire densities for 
,NW III NWL   
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is the total radial and axial growth time respectively. At low temperatures the effective 

diffusion length of group III elements at the NW sidewall is small due to a high adatom 

to solid thermodynamic driving force. At a given time t  of radial growth, the volume of 

the shell of a hexagonal shaped NW is given by the expression 

 

                             2 2

, ,

3 3
( ) ( ) ( )

8
shell shell NW NW rad NW ax NWV t A t L d t d L                  (6.1)  

 

where 
, ( )NW radd t  is the diameter of the NW at radial growth time t and 

, ( )NW axd   is the 

diameter of the NW obtained during the axial growth step. The diameters is measured at 

30   , see Figure 6-1A. Now due to a short sidewall diffusion length and total 

sticking of group III elements, conservation of mass implies 

,( ) ( )shell III V III col

d
V t f A t

dt
   where the effective collection area is given by 

 ,

2 3
( ) ( ) sin

4
col NW rad NW IIIA t d t L 

 
   
 

. With this, the time dependence on the NW 

diameter can be derived 

                                  , ,

2 3
( ) tan( )

3 3
NW rad NW ax planar IIId t d GR t


                            (6.2) 

 

 

Figure 6-1. Geometrical considerations for deriving the formulas for the radial growth rates at low 

temperatures. (a) The radial growth is assumed to grow uniformly in a hexagonal cross sectional 

shape. (b) and (c), sideview and topview illustrations of the shadowing effect from a single adjacent 

NW. In (c) it is seen that the integration needs to be carried out from tan( )NWr L  .  
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If the NW density   on the substrate is high and the NW lengths and diameters are 

relatively large, shadowing effects from adjacent NWs needs to be taking into account 

when estimating the radial growth rate. The average impinging flux towards the NW tip 

will be larger than at the bottom which will lead to reverse tapering effects if 

,NW III NWL  . It is therefore necessary to calculate the radial growth as a function of 

the NW length, 
NWl . Here the mass continuity equation at a given element 

NWdl  at 
NWl , 

is given as,  

 

                       ( , ) ( , ) ( , )shell NW III V III NW NW shadow NW

d
dV l t f dA l t dA l t

dt
 

        
          (6.3) 

 

where ( , ) ( , )sin( )NW NW NW III NWdA l t d l t dl  is the collection area of a segment NWdl  at 

NWl . The shadowing term is given as   

 

                                
  tan( )

, '

'

( , ) ( , )
NW NWL l

shadow NW shadow r NW

r

dA l t d dA l t



 
        

               (6.4) 

 

where 
, 1( , ) ( ) ( , )2shadow r NW NWdA l t r dA l t rdr   is the shadowing effect from NWs 

located at r . 
,' NW radr d  is the starting point of the integration which is the point from 

where it is likely to meet another NW.  The effective area at which a single adjacent 

NW at r is shadowing a segment NWdl  at NWl  is given as 

,

1 ,

,
sin( )

( , ) ( , ) sin( )
2

NW rad NW

III

NW NW NW rad NW III

r
d l t

dA l t dl d l t
r






 
 

    . If we assume that 

the fraction of time at which a specific point on the NW is shadowed by the wire at NWl  

is constant along the shadowed part, the radial growth in terms of the NW diameter can 

finally be derived, 

 

6.2 Radial growth rates including shadowing effects for 

,NW III NWL   
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            1

, 1 , 1 1

4
( , ) exp tan( )

3 3
NW rad NW NW ax planar IIId l t d GR t  

       
                  

(6.5) 

where 
 

1

1

( ) tan( ) 'NW NW IIIL l r 
 

 
. Here ( )r   is a constant (from 'r  to 

infinity). 

 

 

Figure 6-2. (A) Illustration of the geometrical considerations involved in the derivation of the 

shadowing effect. (B) Radial growth rates including shadowing effects for 
,NW III NWL  , as 

derived in section 6.2. The reverse tapering becomes more and more visible with time. For the 

plotting a NW density of 
11 22.5 10 m    is used. (C) Radial growth rates including shadowing 

effects for
 ,NW III NWL  , as derived in section 6.3.  

 

 

If we are in regime a where the diffusion length is comparable to the length of the NWs 

(
,NW III NWL  ), and where the net transition flux of group III going from the substrate 

to the sidewalls is zero (
, 0

NW suba a III  ), we can expect a uniformly distribution of the 

impinging material along the NW length. First, the effective area at which a single wire 

at interwire distance r is shadowing is given by  
2

,

1

( )
( ) tan( )

2

NW rad

NW

d t
A t L r

r



  , 

where 
, ( )

2

NW radd t

r
 is the fraction of time where a specific point on the NW is shadowed 

by the wire at r, see Figure 6-1B,C.  In this case the shadowing effect on the collection 

6.3 Radial growth rates including shadowing effects for 

,NW III NWL   
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area is simply given as 

tan( )

1

'

( ) ( ) ( )2
NW IIIL

shadow

r

A t r A t rdr



   . Using the mass continuity 

equation for group III, 

                                       ( ) ( ) ( )shell III V III NW shadow

d
V t f A t A t

dt
 

 
                          (6.6) 

and assume that ( )r  is a constant (from 'r  to infinity) and tan( ) 'NW IIIL r  , we 

arrive at the radial growth rate in terms of the diameter,  

 

                        , 2 , 2 2

4
( ) exp tan( )

3 3
NW rad NW ax planar IIId t d GR t

 
       

 
    (6.7) 

 

with 
2 2

0

sin( )

tan( ) '
tan( )

2 2

III

NW III
III

III

L r
r

L




 

 
  

   
  

.  

 

The equations derived in section 6.1, 6.2 and 6.3, can serve as estimates for radial 

growth rates. If the thickness does not corresponds to the estimated value predicted in 

section 6.1 and 6.2, it is most likely because 
,NW III NWL   is not fulfilled and that 

adatoms form the substrate are contributing to the growth. This means that in order to 

make the adatom diffusion length smaller, the temperature needs to be lowered or the 

As flux need to the raised. However, one should be careful not to exceed the 

roughening transition and degrade the crystal structure.  
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7 Analysis for structural phase formation in self-

catalyzed GaAs nanowires 

 

 

This chapter is primarily based on the results presented in the papers [II] and [IV], and 

the aim is to show and discuss both post growth and in-situ experimental 

characterization results of the crystal structure formation. It is well known that it is 

possible to affect the structural phase formation by tuning the growth conditions
58,II,IV

. 

In the case of self-catalyzed GaAs nanowires the preferential structure under quasi 

steady state growth conditions is typically ZB
59

. However, the density of twin planes 

(TPs) is generally observed to be highest in the beginning and in the end of the growth, 

consistent with previous reports on the structural distribution along the NWs
60,61

. This is 

an indication that changes in the growth conditions changes the relative formation rate 

probabilities discussed in section 3. However, it is important to mention that there can 

be a wide variety of structural distributions along the NW length as it depends on the 

complicated interplay between the various parameters describing the growth. Thus, it is 

not a straightforward task to obtain a perfect crystal structure throughout the whole NW 

because the effective V/III ratio, V

III

I

I
, changes as the NW grows longer. This is seen in 

typical TEM images of a self-catalyzed GaAs NW in Figure 7-1, where the temperature 

and beam fluxes are kept constant during growth, but where the density of TPs and 

therefore the probability of forming WZ structure increases during growth.  

 

To explain this we have to look at the adatom kinetics in the dynamical framework. In 

order to simulate a particular growth we need to make detailed considerations of the 

particular conditions which were present during growth. At typical growth conditions 

parasitic GaAs chunks is forming in between the NWs. This means that as the wires are 

growing the density of incorporation sites 
, ( ),inc III V subc  changes in a very complicated 

way.  
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Figure 7-1. (A) A TEM image of a GaAs NW grown with a V/III ratio of 20 (as measured by the ion 

gauge) and a pyrometer temperature of 620
o
C for 30 min.

II
 The Convergent Beam Electron 

Diffraction (CBED) patterns in the insets below stems from nanosize regions along the wire as 

shown. The relatively large ZBa and ZBb parts at the NW root are separated by a twin plane, which 

rotates the structure by 180 degrees around the wire axis. The pattern corresponding to the 

ZBa/ZBb region reveals closely separated ZBa and ZBb parts and the density of twin planes is seen 

to increase as we move towards the tip. Finally, the structure keeps rotating at every mono layer 

which produces the small segment with the WZ structure. (B) A TEM image of a GaAs NW grown 

for 40 min with a V/III ratio of 8 (as measured by the ion gauge) and a pyrometer temperature of 

635
o
C. The TPs appearing at the bottom and at the tip is a typical structural distribution for Ga-

catalyzed GaAs NWs. The structural distribution depends on the relative size of the liquid phase 

(which changes during growth, see Figure 5-5) because it has a huge influence on the nucleation 

statistics, see section 3 and 5.1.    

 

However, as a first approximation we will for simplicity neglect this dependence as 

well as adatom diffusion of As and contributions from the vapor states of the As species 

will be neglected (This just means that the V/III ratio is higher in the simulation as 

secondary adsorption effects is proportional to the beam flux of the material in excess, 

As). For all other parameters, the simulation shown in Figure 7-2 is based on the type of 

modeling presented in Chapter 4, where the relative size of the droplet in terms of the 

contact angle is shown as a function of the growth time (or nanowire length). Under 

these simulation parameters the nanowire diameter stays constant but the evolution of 

the liquid size is not monotonous. 

 

Relating the structure to the relative size of the liquid as predicted in section 5.1, we 

would expect to be in regime II, where the probability of getting ZB structure is larger 

at larger contact angles and vice versa for WZ. Relating to the structural distribution in 

Figure 7-1 (A), we do not see the higher probability of forming WZ in the initial growth 

stage as predicted by the simulation. This can have many explanations, such as the 
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contact is much larger at the very beginning, accumulation of material at small due to a 

large amount of parasitic growth in between the wires or maybe the wires characterized 

in the TEM have not been broken off at the root, ect. At least we cannot neglect the 

validity of the trend in the simulation as many growths seem to show a higher 

probability of forming WZ at the initial stages of growth as seen in Figure 7-1B and 

ref.[II,60].   

 

Figure 7-2. An example of a self-catalyzed GaAs NW growth simulation which uses the framework 

presented in section 4.1. It is here assumed that the initial contact angle is 110initial    with a 

nanowire diameter of 100 nm. Basic parameters; 2 20
As

Ga

f

f
 , 0.3planar

m
GR

hr


  and 

630T C  .  The huge change in the relative droplet size at the initial growth stage is a typical 

trend in the simulation. This is because the conditions for collection of material changes rapidly in 

the beginning and because the wetting conditions change from substrate wetting to wetting at the 

top of a NW with vertical sidewalls.  

 

To give an indication of the dynamical mechanisms determining the relative stacking 

probabilities and to check the assumption that the important parameter is the relative 

size and shape of the liquid phase, an in-situ X-ray diffraction experiment on growing 

NWs were performed at the SPring-8 X-ray synchrotron radiation source in Japan, see 

ref.[IV]. In-situ X-ray diffraction experiment on growing NWs is an experiment which 

is superior to a study using RHEED because it is possible to monitor even small 

changes in the amount of a given crystal structure during the complete growth cycle, 

and because X-ray characterization of NWs has already proven to be a powerful tool for 

determining their structure and shape
62,63

. For details on the experimental setup, see 

ref.[IV].  
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The growth temperatures used are approx. 630T C   and the Ga fluxes corresponding 

to 0.1 0.3GaAs

m
GR

hr


  . Like in-situ TEM measurements

38
, the growth has to be done 

without substrate rotation, which means that the side-walls which are not exposed to the 

direct beam are only stabilized due to the v states. It is expected that the WZ peak stems 

from NW growth only. A sketch of the in-situ growth characterization is illustrated in 

Figure 7-3, where a typical CCD image at a given time is also shown.  

 

 

Figure 7-3. Growth ‘a’. (A) Sketch of the in-situ X-ray diffraction characterization of ZB and WZ 

formation during NW growth. The diffracted x-rays are detected with a CCD camera and the 

relative intensities arising from scattering in different crystal planes are found by integrating 

around the pixels containing the corresponding Bragg peak. (B) WZ structure formation analysis 

of during ‘growth a’ using in-situ x-ray characterization. The blue points show the intensities of 

single images of the WZ [1 0 -1 1] Bragg peak, WZI , during the complete growth cycle. The red 

points give the corresponding gradients, which is a direct measure for the formation of WZ 

structure (the solid line is a guide to the eye). The grey regions indicates periods where the Ga flux 

is changed between V/III ratios of 7 and 20, except the last two changes, which were done with a 

corresponding change in the As flux. In (C), the green curve shows the derivative of the WZ 

formation, 
WZdJ

dt
,  which is measure of how the WZ formation rate, WZJ , is changing. 
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The WZ formation rate during growth is presented for two independent growths ‘a’ 

and ‘b’ in Figure 7-3 (B) and Figure 7-4(A), respectively. In the first growth ‘a’, the 

Ga flux is changed linearly at different rates in periods indicated by the grey regions. 

The last two grey regions in ‘a’ indicate the time where the As flux was changed 

correspondingly at a fixed Ga flux. In growth run ‘b’, the rate of change of the Ga flux 

is the same in all regions, but an extended period with high group III flux was included. 

The growth details can be found in the supplementary information of ref[IV]. 

The gradient of the intensities (red curves in Figure 7-3 (B) and Figure 7-4 (A)) are 

measures of the WZ formation rate, 
WZJ . It is observed that WZ is primarily formed 

when going from low to high V/III ratios, which could indicate that the growth takes 

place in regime II. However it is obvious that there is not a direct correspondence 

between the V/III ratios and the formation of WZ structure. The derivative of the , 

WZdJ

dt
, is a measure of how 

WZJ
 
is changing during growth. If WZdJ

dt
 is positive 

(negative),  WZJ  is increasing (decreasing). In Figure 7-3(C), WZdJ

dt
 is plotted for a 

period of growth ‘a’. From this plot, it is seen that WZJ  is not directly correlated with 

the V/III ratio or total flux. Because the time needed for the adatom kinetics and liquid 

diffusion to reach quasi steady state conditions are much smaller compared to time 

scales of NW growth
64

 liquid composition or liquid ordering is ruled out as the primary 

effect. Also changes in surface energies due to changes in vapor pressure or adatom 

concentration seem to play a minor role in this case. Thus, if these effects play a role on 

the growth structure evolution it must be in interplay with the shape of the growth 

interface region where the structure is formed. In growth ‘b’ we see the same trends as 

in ‘a’, but surprisingly we observed a decrease in the WZ peak intensity as seen in the 

midsection of Figure 7-4 (A). A decrease in WZI  can be explained by either desorption 

of the WZ structure or a crystal phase transition to ZB structure.  

Because it is difficult to explain desorption due to a higher Ga flux, we find it likely 

that a WZ-ZB phase transition has taken place under special conditions where the Ga 

droplet has exceeded a critical size. This is confirmed by post growth SEM and TEM 

analyses which show that there are two overall types of NW morphologies in this 

growth of approximately equal density. All analyzed NWs exhibit similar structure and 
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morphology as shown in Figure 7-3 (B) and (C). The first types of NWs are the ones 

which are able to continue the axial growth under the complete growth cycle. They 

exhibit three WZ sections corresponding perfectly to the three periods of high WZ 

structure formation rate seen in the x-ray diffraction data. The second types are the ones 

in which the axial growth were terminated by a ‘bulge’ formation, seen in Figure 

7-4(C). For these NWs we either see a much smaller WZ segment of the corresponding 

first segment as seen Figure 7-4 (B) or nothing at all, indicating that a crystal phase 

transformation has taken place during the ‘bulge’ formation under the following low 

V/III period.  

 

 

Figure 7-4. (A) WZ structure formation analysis of during ‘growth b’ using in-situ x-ray 

characterization. (B) and (C) TEM images of the two different types of NWs from the growth 

shown in Figure 7-3 C. The structure along the length was identified using Convergent Beam 

Electron Diffraction analysis. As seen in the straight wires (A) there are three sections with WZ 

structure, which corresponds to the three regions of high WZ formation in Figure 7-3 C. In Figure 

7-3 C it is also seen that the amount of WZ is decreasing in the period [80 :125 ]gt s s . From 

SEM and TEM images it is seen that approximately half of the wires had suffered from a bulge 

formation during the second increase in Ga flux. During this step the WZ structure formed prior to 

this step were most likely transformed into ZB. This is concluded because the WZ formation is 

negative during this step and because the segments are either much shorter or even absent in the 

‘bulged’ wires. Scale bars are 500 nm. (C) shows the FWHM in units of CCD pixels which is an 

inverse measure of the average WZ crystal size during growth. It is seen that average WZ crystal 

size decreasing in a long period of time, consistent with the assumption of WZ to ZB phase 

transition.  
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Thus increasing the Ga flux very rapidly may lead to these ‘bulge’ morphologies, 

because a change in the effective V/III ratio can be too fast for maintaining axial growth 

conditions. It is therefore likely that the WZ structure formed in the previous period 

with high V/III ratio is transformed into ZB structure during the ‘bulge’ formation in 

the low V/III ratio period. This phenomenon is similar to the WZ to ZB transition 

during epitaxial burying observed by Ref. [65]. In Figure 7-4 (C) the FWHM evolution 

of the WZ peak is shown for the period including the bulge formation which takes place 

in the first V/III=7 period in the graph. As the FWHM is an inverse measure of the 

average size of the WZ crystal segments, the increase indicates that the WZ segments is 

getting smaller and the following decrease is where WZ segments start to disappear.  

This is a strong indication that the dominating structure formed depends on the lowest 

free energy of the total liquid-solid interface region. This also indicates that the 

activation energy for reconstruction of the structure of during growth is relatively small, 

and that the structure formed by the nucleus is not necessarily the same as the final 

structure formed in the NW.  

Thus in conclusion, many things indicate that the shape and relative size of the liquid 

phase play the dominant role on the crystal structure formation rates, consistent with the 

theoretical formulation and predictions.  
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8 Qualitative analysis of Be-doping mechanisms during 

axial and radial growth of self-catalysed GaAs 

nanowires  
 

 

 

In order for NWs to become a technological reality and not only for photovoltaic 

applications, control of doping is very important. In this analysis we will study the Be 

doping mechanisms during axial and radial growth modes of self-catalyzed GaAs NWs. 

This chapter is based on the results which will be presented in paper IX.  

We will distinguish between three main incorporation paths as shown in Figure 8-1;  

 

1) Axial incorporation through the VLS mechanism  

2) Radial incorporation through the VS mechanism  

3) Interdiffusion, diffusion of carriers within the volume of the NW. 

 

 

Figure 8-1. Three main dopant incorporation paths are considered in the analysis. 1) Incorporation 

through the droplet during the axial VLS growth. Under typical self-catalyzed GaAs VLS 

conditions the effective Be/Ga ratio at the growth interface is much lower than in the 

corresponding planar growth with the same beam flux ratios. 2) Lowering the temperature to 

radial VS growth conditions means than the diffusion length of Ga becomes smaller (see Chapter 6) 

and the doping levels should in principle correspond to the corresponding planar doping levels, if 

the angles i   of the incident beam fluxes of Be and Ga atoms are the same. 3) The third doping 

mechanism which is dominant at VLS growth temperatures and which cannot be neglected for Be 

doping is interdiffusion, leading to a more uniformly doped NW.  
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Doping incorporation through the VLS growth mode of III-V NWs is not well 

understood because, as we have seen in chapters 2-5, the growth kinetics of the 

involved elements are complicated and it does not become easier by introducing 

dopants as the relative ratio of elements towards the growth front depends strongly on 

the adatom kinetics.  

 

Also doping via the radial VS growth mode is not necessarily straightforward as in the 

planar case, because of the nanostructured morphology. However, if the temperature is 

low enough and /or the pressure high enough such that 
,NW i NWL 

 
is fulfilled for 

both Be and Ga species, the doping level should correspond to the equivalent planar 

doping level if the orientations of the incoming beams are the same (see section 6.1 

radial growth analysis). To give some insight into the Be incorporation mechanisms 

during axial VLS and radial VS growth of self-catalyzed GaAs nanowires, six different 

types of growths with varying doping profiles were carried out, see Figure 8-2. First we 

show that it is possible to fabricate good reliable ohmic contacts as seen in Figure 8-2 

(A), which were achieved by using Pd/Ti/Au contacts followed by an annealing step. In 

Figure 8-2 (B) we show the apparent conductivities obtained from each growth using 

four-probe measurements to avoid contact resistance. We have carried out 

approximately 5 to 15 electrical measurements on each type of NW at room 

temperature, and an overview of the growth are listed in Figure 8-2 (C). All the contacts 

was drawn using the auto-contacting software presented in ref.[XV].  
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Figure 8-2 (A) Electrical measurements performed on the six growths with two Pd/Ti/Au contacts, 

which are clearly ohmic due to the linearity of the curves. (B) The apparent conductivity is 

obtained from 4 point measurements (C) Table of the six growth analyzed in the section which all 

were grown with an equivalent planar growth rate of 0.27Ga

m
GR

hr


 . The VLS growth step was 

grown for axt  with a flux ratio of 
2 60

As

Ga

f

f
  and substrate temperature of 630T C  , while the 

radial VS growth step was grown for radt  with  
4 100

As

Ga

f

f
  and a substrate temperature of 

460T C  . Using the formula for radial growth rates (eq.(6.2)) under low NW densities we have 

that 1 min of radial growth corresponds roughly to formation of a thickness of 1 nm. The 

equivalent planar doping levels normp  are calibrated from Be doped GaAs (100) substrates prior to 

growth with Hall bar measurements. The apparent conductivity 
app  is the mean conductivity 

measured from all the four probe contact configurations of the respective samples using eq.(8.1), 

and the uncertainty is the standard derivation. Only one device from growth number 2 has been 

measured, and uncertainty is a rough estimate. This figure is taking from ref.[IX] 

 

 

The apparent conductivities 
app

 
are obtained from the classical Drude formalism, 

where the effective carrier concentration in the conducting region can be written as  
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app

effp
e




                                                     (8.1) 

Here   is the electron mobility, which has been measured at room temperature for self-

catalysed GaAs NWs grown by MBE to be 
2

31
cm

V s
 


.
66

 
app  is given by 

app

res

length

R area
 


, where 

resR  is the resistance extracted from the four probe 

measurements, area  is cross sectional area of the nanowire and length  is the distance 

between the conducting leads. Thus if we assume that the density of Be atoms 

incorporated during growth is equal to the density of carriers, then we can use eq.(8.1) 

to examine the Be incorporation during the different types of growth. However in the 

analysis and the correlation of doping mechanisms and electrical carriers we need to 

consider additional effects:   

 

i) Surface depletion due to band bending  

ii) The doping profile and how it is affected by interdiffusion of 

dopants during growth  

 

Before we take account of these effects we look at the apparent conductivities of the 

core and the shell. The apparent conductivity obtained from the NWs of growth number 

1 (which is a result of only 30 min of VLS growth) is extremely small as compared to 

the other types of growths. Comparing growth number 1 with growth number 4 which 

has been grown with the same conditions except an additional shell thickness of 30 nm 

in growth number 4, we can see a huge difference. If we separate the transport 

contribution due to the VLS step and calculate the apparent conductivity of the 

contribution from the VS step we get; 150 20( )shell m     and an corresponding 

apparent shell doping concentration, 17 3(2 1) 10shellp cm   . Even though we have not 

taking account of surface depletion yet this indicates that the doping contribution due to 

the VLS step appears to be extremely low. This suggest that only a small amount of Be 

atoms are incorporated through axial growth and will therefore only contribute by a 

negligible amount to the conduction. This is not surprising as the NW growth rate is 

much larger than the corresponding planar growth rate, and it is unlikely that the overall 

kinetics of Be species is comparable with that of Ga species. 
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The band bending is due to a difference in Fermi levels between the surface oxide layer 

and the bulk. This forms a surface depletion region of an effective width w, which 

depends strongly on the doping concentration in the bulk. To find w we will use Poisson 

equation in cylindrical coordinates,  

 

                                                      
0

1 ( ) ( )r ep r
r

r r r





 
 

   

                          (8.2) 

 

where ( )r  is the electric potential, ( )p r
 
is the density of carriers and   and 

0  is the 

dielectric constant and the permittivity of free space. The build-in potential 
bi  which 

causes a depletion width around the surface depends on the doping concentration in the 

wire. However because the wires are generally highly doped the Fermi level fE  is 

close to the valance band level in the bulk ,V bulkE , and this difference will therefore be 

neglected for simplicity. This means we can use the value , 0.5bi f V surfE E eV     as 

found in ref.[67] for the relative surface potential. Solving eq.(8.2) using the boundary 

conditions of vanishing electric field in the NW center and the relative surface potential 

2

NW
bi

d

 

  
 

, one obtains an equation for the depletion layer width w which depends 

on NWd  and the doping concentration in the shell shellp , 

 

                          

2

2 04
2 ln

2 2

NW NW bi
NW

NW shell

d d
w d w w

d w e p

   
      

           

              (8.3) 

 

where it is assumed that ( ) surp r p  throughout the wire. This is in principle only a 

reasonable approximation as long as the shell thickness is larger than w . This means 

that eq.(8.3) is not a good approximation at low doping levels and thin shells, but still it 

will keep the qualitative trend under these conditions. The actual doping profile in the 

NWs depends on the interdiffusion processes during growth. Now, Be incorporation via 

the sidefacets during axial and radial growth takes place via two different mechanisms. 

Interdiffusion of Be atoms during high temperatures are known to be significant in 

GaAs
68

, see Figure 8-3. Thus, during axial growth there will be a concentration of Be 

adatoms on the NW sidewalls which will not only move around in the adatom state but 
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also diffuse into the NW volume by interdiffusion. According to section 2.2 there are 

three main diffusion routes for an adatom; surface diffusion (aa), desorption (av) and 

incorporation (as). The as mechanism can further de divided into two types of 

incorporation mechanisms; incorporation due to radial growth at an incorporation site 

or by interdiffusion which can take place at all sites. If radial growth is neglected we 

can write the mean length displacement of a Be atom in the adatom state according to 

eq.(2.16) as, 

 

          
1

, ,

, , ,int ,' 2 ' '

, , , ,exp exp exp

TS ERS TS TS ERS

aa Be as Be av Be

NW Be aa Be a as Be av Be

B B B

h h h
Z l Z Z

k T k T k T

  




      
                

      

    (8.4) 

 

where , ,int

TS

as Beh  is the enthalpy barrier for interdiffusion. Now because our results 

suggest that 
, ,NW Be NW Ga  , the life of the majority of the Be adatoms end either in an 

as or av state transition and not at the ls region. This means that we only need to look at 

the ratios between the two types of transitions, 
,as Be  and 

,av Be . It has not been 

possible to find measured or calculated activation enthalpies for desorption of Be 

adatoms on GaAs surfaces but the activation enthalpy for interdiffusion of Be in GaAs
68

 

is comparable to desorption enthalpies found from DFT calculations of other 

components
69,70

.
 
Thus it is reasonable to assume that at least a non-negligible fraction of 

the Be adatoms diffuse into the volume of the NW due to the concentration gradient. 

This means that 
, ,intas Be  is positive during growth but decaying as the Be 

concentration increase in the NW. However due to the fast time scale of adatom 

kinetics it is reasonable to assume that the Be concentration
 
in the vicinity of the NW 

surface ,sur Bep
 
is kept at a quasi steady state concentration due to the constant incident 

Be flux. The interdiffusion process can be described by Fick’s second law in cylindrical 

coordinates 
( , ) ( , )1g gp r t p r t

r
t r r r

  
  

   
 where it is assumed that the boundary 

conditions are independent of   and z. The exact solution is given in ref.[71]. However 

on the level of accuracy in this study it is sufficient to solve the one dimensional 

Fickian diffusion equation assuming a semi-infinite medium, the Be concentration 

profile in the NW can be written as  
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where 
gt  is the diffusion time with an inter-diffusivity ,int

2.43
0.655expBe

B

eV
D

k T

 
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 
,
68

 

and erfc  is the complementary error function. The low temperature shell growth is 

carried out at a substrate temperature of 465T C  , where the diffusion of Be is 

negligible, see Figure 8-3 (A).  

 

 

Figure 8-3. Interdiffusion of Be around a junction between a Be-doped GaAs and a undoped GaAs 

material. A) For typical growth times diffusion of Be inside the material can be significant during 

the VLS growth step, while it is negligible during the radial shell growth. B) The effect of growth 

time on the Be interdiffusion during the VLS growth step is high, especially during the first period 

of growth. This means that the doping density arising from the interdiffusion mechanism is 

reasonably uniform even though it has more time to diffuse at the NW root. 

 

Thus after the complete NW growth the doping profile takes on a form as illustrated in 

Figure 8-4 (A), and can be written in the simple form,  

 

                           

,int

2

2

( , )

0

NW

sur

Be g

g sur

d
r

p erfc Core
D t

p r t p Active part of shell

Depletion region

  
  

  
  

 


 







        (8.6) 



 

 

97 

Since the 4 point measurements are performed in the center of the nanowire, it is 

assumed that the interdiffusion took place half of the full VLS growth time even though 

it does not play a huge role as seen in Figure 8-3 (B). We integrate over the full NW 

cross section and include the depletion region as described by eq.(8.3). This enables us 

to deduce the doping concentration and electrical carrier concentration from the 

electrical measurements see Figure 8-4 (B). 

 

  
Figure 8-4. (A) Illustration of a cross sectional dopant distribution in the core-shell NWs. The 

doping and the carrier concentration are analyzed as a function of r. The Be concentration near the 

NW surface during VLS growth is here taken as the nominal doping concentration. (B) 

Comparison between apparent carrier density concentration (red) and calculated doping 

concentration in the shell (black). The blue dotted line represents nominal doping concentration. 

The error bar reported for every dots represent only the standard deviation calculated on the 

electrical measurements. Note that the calculated values for growth number 1 and 2 without shells 

have been calculated using eq.(8.3) which assume a shell with constant doping concentration. This 

means that there are some additional uncertainties related to these values. This figure is taking 

from ref.[IX]. 

 
For doping concentrations 18 35 10 cm   the depletion region is larger than the shell 

thickness. This concerns growths number 1, 3 and 4. These three growths exhibit a very 

low apparent conductivity. By taking the depletion region at the surface into account, 

the doping concentration at the shell is as predicted very close to the nominal doping 

concentration. For higher doping concentrations, the depletion region reaches few nm’s 

and affects much less the overall apparent conductivity. It is interesting to note that 

even though the incorporation of Be via the VLS mechanism is negligible, it is possible 
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to dope the NWs almost homogeneously during axial growth provided the Be flux is 

high. For nominal doping concentration 19 32 10 cm   the highly doped shell and the 

long growth time results into a strong diffusion of Be inside the core leading to an 

almost fully doped nanowire.  
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9 Single GaAs nanowire photovoltaics  
 

 

This chapter is concerned with the growth and characterization of single nanowire solar 

cells with a radial p-i-n core-shell structure. These NWs are first grown with a p-doped 

core in a two step growth procedure as described in section 8. Hereafter the growth 

temperature is lowered and the As flux is increased for radial growth conditions, 

growing first an intrinsic (i) region (undoped) followed by a n-doped region, see Figure 

9-1(A). A solar cell device needs a build-in electrostatic field to separate the electrons 

and holes generated from the incoming photons, and to extract the energy of the 

photons into electric work. Such a build in potential is established in semiconductors 

when a p-type material is brought together with a n-type material, because the 

respective p and n carriers diffuse across the p-n junction leaving ionized atoms on 

either side, as shown in Figure 9-1(B). The space charge sets up an electric field which 

prevents further (net) diffusion across the junction and an equilibrium state is 

established with a build in potential. Only an applied bias voltage or incoming photons 

can change this. If the energy of a photon is transferred to an electron in the valence 

band it will have energy enough to create an exciton (electron-hole pair) if the photon 

energy is higher than the band gab. But only in the depletion region (in the region 

where the bands bend) will efficiently separate the electron and hole before 

recombination.   

 

 

Figure 9-1. (A) Illustration of the core-shell p-i-n NW structure. (B) Illustration of the potential 

landscape for the electrons in the presence of a p-i-n junction. Photons with energies higher than 

the bandgab can create an electron hole pair which will be separated in the region where the bands 

bend and thereby contributing to the electric current. 
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The solar cell efficiency 
eff  is defined to be the fraction of the total incoming sun 

power hitting the device, which is generated at the maximum power point by the device. 

The maximum power point is defined to be at the voltage where the device has the 

maximum performance, i.e. the maximum value of voltage times current. This can be 

written as 
sc ocI V FF , where 

scI  is short circuit current (at zero bias), 
ocV  is the open 

circuit voltage (at zero current) and FF  is the fill factor describing the ‘squareness’ of 

the curve. Thus if the projected area of the solar cell device towards the sun is 
pjA  and 

the sun power density is 
sunP , the efficiency is given as, sc oc

eff

pj sun

I V FF

A P
  .  

However for nanostructures light absorption is a complex phenomenon, with a strong 

dependence on the nanowire dimensions and absorption coefficient of the raw 

material.
72,73,74,75

 When the NW diameter are smaller than or comparable to the 

radiation wavelength, optical interference and guiding effects play a dominating role on 

the reflectivity and absorption spectra. For highly absorbing semiconductors (such as 

direct bandgap, GaAs) exhibit resonances that increase the total absorption several-fold. 

Nanowires lying on a substrate also exhibit such resonances, often described by Mie 

theory.
76,77,78 

This means that when the solar cell efficiency is measured on a single 

nanostructure using the classical formula for efficiency with the physical apparent 

projected cross section 
app

pjA , it should be thought of as an apparent efficiency, 

 

                                                         
app sc oc
eff app

pj sun

I V FF

A P
                                                  (9.1) 

 

which is a relative measure of the NW solar cell performance. Assuming that the shunt 

resistance in the device is high the open circuit voltage can be approximated as
79

  

 

                                                
0

ln 1scB
oc

pn

Ink T
V

e A J

 
   

 

                          (9.2) 
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where n is the diode ideality factor, e is the elementary charge and 
0J  is the reverse 

saturation current density. 
0J
 
is a measure of the carrier recombination in the neutral 

regions on either side of the junction. In eq.(9.2) it is seen that a smaller 
pnA  for a given 

scI  gives a higher open circuit voltage and therefore a higher efficiency in eq.(9.1). This 

is the drawback for NW solar cells with radial pin junctions because 
pnA

 
is relatively 

large. However the advantage of radial junctions is that it is easier to cover the NW 

volume with an effective depletion region and the quantum efficiency and scI  is 

therefore higher. If we assume that 
0J
 
is independent of 

scI , eq.(9.2) can be written as 

 

                                              lnmacro NWB
oc oc

macro

Pnk T
V V

e P

 
   

 
                        (9.3) 

 

Here macro

ocV  is the open circuit voltage under a light concentration of 1 sun in a 

corresponding macroscopic device with a mean effective light power density macroP , as 

predicted from the Lambert-Beer law, and NWP  is the mean effective light power 

density inside the NW (as described by for example Mie theory). The apparent 

efficiency can therefore be written as
79

 

 

                                         1 lnapp macro NWB
eff eff macro

oc macro

Pnk T

eV P
 

  
    

  
                         (9.4) 

 

where 
macro

eff  is the efficiency in a corresponding macroscopic planar device under one 

sun.  Thus, because of the strong light absorption resonance effects in GaAs NWs they 

can act as natural light concentrators, which can lead to increased efficiencies of 

macroscopic solar cells based on nanowires. The perfect nanowire based solar cell 

would therefore consist of an axial p-n junction if the overall internal quantum 

efficiency is as high as for the ‘radial’ device. This may be achieved by using the right 

doping levels and optimising the cell in terms minimizing surface recombination rates 

with the use of surface passivation, as shown in section 9.3. In the following sections 



 

 

102 

we will examine the photovoltaic characteristics and especially the light absorption 

properties of lying and standing self-catalyzed GaAs NWs. 

 

 

In 2009 Colombo et al.
80

 reported on I-V measurements on single lying GaAs p-

i-n NW structures where both the p and the n part were doped with Si. This is possible 

because Si typically p-dope under VLS growth (Ga rich conditions) and n-dope under 

VS conditions (As rich conditions). They obtained an apparent efficiency of 

4.5%app

eff   using eq.(9.1). Here we will follow the approach by Colombo et al. and 

make I-V characterization on the same type of wires, however with slightly different 

NW dimensions and doping concentrations and where the p-core is doped with Be.  

 

The Be-doping study presented in Chapter 8 was unfortunately not carried out before a 

long growth series of core-shell p-i-n NWs structures were done, however optimizing 

the structures will be easier for the next series of growths. The apparent efficiency was 

tried measured on several different types of NW solar cell devices, but only very few 

successfully contacted wires were achieved. This could be due to problems contacting 

the p part (mainly due to difficulties in the etching step of the shell) because many 

showed ohmic behaviour (conductance through the n-shell). The few devices which 

showed diode behaviour had apparent efficiencies of no more than around 2 3% , and 

it was not been possible to get enough data to present a serious study on efficiencies as 

a functions of growth conditions and nominal doping concentrations. Fortunately before 

the results of chapter 8 were known, a growth was tried where the p-part was grown 

two steps, an axial and radial step. It turned out that this type of growth was not only 

easier to contact but also of extremely good quality. They have been used for many 

different photovoltaic applications, such as an electrically driven point light source in 

forward bias
XIV

, for single lying solar cell (section 9.2) and for advanced light 

absorption experiments
XII

 (section 9.4). The growth and fabrication of these devices in 

outlined below. 

 

9.1  Growth, fabrication and characterization of single lying p-i-n 

core-shell   nanowires  
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First the VLS growth step was carried out with a nominal Ga growth rate of 

0.27Ga

m
GR

hr


 , for 45 min, at T=630°C and V/III ratio of 60. The p-doping is achieved 

with a beryllium flux corresponding to a nominal level of 3.5x10
19

 atoms/cm
3
. The 

diameter of the core is about 120 nm. After the growth of the doped core, the MBE 

conditions are switched from axial to radial growth: the substrate temperature is 

lowered down to 460°C, the As source is switched from As4 to As2, the V/III ratio 

increased to 150. Under these conditions the radial growth rate is approximately 

~ 1
min

nm
 for relatively low NW densities and short diffusion lengths, according to 

section 6.1. The radial growth step started with 5 min of radial p-doping followed by 30 

nm growth without any intentional impurity to create an intrinsic layer. Finally a 60 nm 

n-doped shell is grown using Silicon as a dopant, with a nominal concentration of 

5x10
18

atoms/cm
3
. The overall diameter of the final structure is about 300 nm while the 

length is approximately 10 µm.  

 

After growth the wires were removed from the growth substrate by sonication in 

isopropanol and drip dried onto strongly p-doped Si(100) substrates covered with 

500nm thermal SiO2 and pre fabricated alignment marks.  The contact to the p-doped 

core was defining using e-beam lithography followed by a 45-60s etch at room 

temperature in citrid acid to etch away the n and i part. Metal evaporation of 5nm Ti 

followed by 200 nm Au is deposited on both the p and n-part. The contacts were 

annealed for 2min at 300C in a N2 atmosphere. In Figure 9-2 (A) a SEM image of the 

ready device is shown.  

Before carrying out photovoltaic measurements on such structures it is necessary to 

ensure that it is the p-i-n junction which generates the photocurrent and not a Schottky 

diode at the metal-NW interface. To check this, a device was loaded on a moveable 

stage in a Laser setup with spot size diameter of approximately 2 µm, and then a scan 

along the length was performed. 
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Figure 9-2. (A) A SEM image of a p-i-n GaAs NW contacted by two Au electrodes. To get in 

contact with the p part the n and i part was selectively etched around one contact, as seen clearly in 

the inset. (B) Laser induced photocurrent mapping was carried out along the length of the NW. 

The dotted lines indicate the position of where the contacts starts, revealing a spot size diameter of 

approximately 2µm. It is seen that the laser induces a photocurrent when above the bare NW and 

completely disappears when it moves across of the contacts.  

 

In Figure 9-2(B) it is clearly seen that if there should be any positive contributions to 

the photocurrent from a possible Schottky junction, it is negligible (see figure text). 

Moreover the p-i-n junction along the length seems to be nice and uniform in the region 

selected. 

 

To check the efficiencies of the NW solar cells the solar illumination was done with a 

standard solar simulator (LOT – Oriel 150W Xe lamp) with a 1” beam diameter and an 

AM1.5G filter. The 1-sun intensity was verified using a mono crystalline silicon solar 

cell calibrated at Radboud University Nijmegen against an NREL secondary cell 

standard.  
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The I-V characteristics of six different wires from this growth are presented in Figure 

9-3. They are characterized individually by measuring I-V curves in the dark and under 

AM1.5G and 2.5 times AM1.5G illumination. Under AM1.5G illumination we see that 

the apparent efficiencies 6.6%-11.5% are considerably higher than the best results 

previously reported for lying single NW solar cells
80,81,82

. However, comparing with 

state of the art GaAs planar solar cells
83

, it is still much lower in terms of the FF  and 

ocV  (It is difficult to compare the efficiencies due to the size-effects mentioned above). 

The main reason why it is difficult to obtain a high 
ocV  in NW solar cells with a radial 

p-n junction is most likely because of the large value 
pnA

 
in eq.(9.2).  Thus in this sense 

an axial junction would be more efficient because 
pnA  would only be the cross sectional 

area of the wire. However, if light absorption takes place far from the junction (in the 

flat region in Figure 9-1B) the generated electron-hole pair might recombine with 

themselves or with other exiting defects such as the surface before being separated by 

the build-in electric field and therefore not contributing to the photocurrent.  

 

Figure 9-3. I-V measurements on six different lying NW solar cell devices originating from the 

same NW growth under dark, 1 sun (AM1.5G) and 2.5 suns illumination. Comparing with planar 

cells the ocV  is relatively low as predicted of radial junctions, however it is compensated by a high 

scI , due to the efficient light absorption. The apparent efficiency of 11.5% is to our knowledge the 

highest value reported for lying single NW solar cells. 

9.2 I-V Characteristics of single lying GaAs pin junction solar 

cells,  11.5%app

eff    
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This section is based on the results presented in ref.[XIII]. There can be many ways to 

increase 
ocV , such as making 

pnA  smaller or increasing 
NWP  through optimizing the NW 

dimensions and solar cell design. However it is also possible increase 
ocV  by increasing 

the bandgab of the material. One way to increase the bandgab of the GaAs NWs is to 

form a ternary alloy by adding Phosphorus to the NWs. If the silicon substrate is used 

as a bottom cell in a dual-junction Si/GaAs1-xPx solar cell the theoretical 1-sun peak 

efficiency is predicted to be with a 1.7 eV bandgap top cell
84,85

. This corresponds to a 

top cell consisting of GaAs0.8P0.2. A relative uniform composition with 0.2x  along the 

NW length is achieved through a detailed growth study presented in supplementary 

information to ref.[XIII]. The I-V characteristics of lying GaAsP NW solar cells show 

the effect of surface passivation leading to an increase in scI  and especially ocV  and FF, 

see Figure 9-4.    

 

 

Figure 9-4. Characterization of single lying GaAs0.8P0.2 NW solar cells with (A) and without surface 

passivation (B). The I-V characteristics is shown under dark and AM1.5G illuminated conditions of 

the unpassivated and passivated SNWSCs with the highest efficiency of the sample. It is seen that 

not only the solar cell characteristics are improved but the current seems also much more stable for 

the passivated samples. (C) P-V comparison between the best passivated cells (Pmax = 10.2 mW/cm
2
) 

and unpassivated cells (Pmax = 6.8 mW/cm
2
). The figures are taking from ref.[XIII]. 

 

Since NW solar cells have a high surface to volume ratio, it is critical to passivate the 

sidefacets, i.e. stopping charge carriers from reaching the surface and recombining with 

surface states. By growing an additional shell of 5nm highly n-doped InGaP it is 

possible compare surface passivated and un-passivated solar cells. Since the rate of 

surface recombination typically increases rapidly with bias, introducing a surface 

9.3 The effect of higher bandgab and surface passivation on 

lying GaAs1-xPx pin junction solar cells, 10.2%app

eff   
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passivation layer should give a large increase in VOC, and only a small increase in ISC, 

which is precisely what is observed in Figure 9-4. The combination of higher bandgap 

and surface passivation makes it possible to achieve a much higher 
ocV   than in the 

unpassivated GaAs samples in section 9.2.  
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This section is based on the results presented in ref.[XII]. The resonant optical 

phenomena which were predicted by Mie in the case of spherical particles in 1908,
86

 is 

the main reason why light absorption in III-V nanostructures cannot be described by the 

usual Lambert-Beer law. The high refractive index of GaAs NWs forms a cavity in 

which the light can circulate by multiple total internal reflections from the boundary 

often referred as leaky mode resonances.
87

 In NWs these leaky modes can be modified 

by the interaction with the metal particles, and in the case of NWs decorated with 

metallic particles, we show in ref.[XII] how the symmetry of the wire and the particle 

modes plays a critical role in the optical interaction between these objects. For this 

reason NWP  can be affected in different ways, with enhancement, suppression or shift in 

the resonant position and intensity. The light absorption were investigated by measuring 

the photocurrent as a function of laser position, see Figure 9-5. As the distance between 

the contacts is about 7 µm with a 2 µm long array of nanoparticles in the middle and the 

laser spot is about 1.5 µm, we can distinguish between regions with and without 

particles. For details on the experiment setup see ref.[XII]. Spectral photocurrent 

measurements on NWs from the same batch as presented in Figure 9-3, but with the 

presence of metal particles positioned with high accuracy on the topfacets, were 

performed and analyzed. Typical photocurrent maps of a device at different 

wavelengths are shown in Figure 9-5(B). It is seen that for certain wavelengths, the 

metal particles induce an increase in the NW light absorption, while for other 

wavelengths the presence of the nanoparticles reduces the absorption in the NW. At 

other wavelengths no observable changes can be detected. 

 

9.4 Light absorption effects in lying GaAs pin junction solar 

cells covered with Ag nanoparticles 
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Figure 9-5. (A) Illustration of a p-i-n junction GaAs nanowire (NW) where the top facet is covered 

with a row of Ag nanoparticles. (B) As in Figure 9-2(B), the 
scI  is measured as a focused laser 

beam is scanned over the structure shown in the SEM image at the top left corner of the picture. 

The other images show examples of photocurrent maps (x and y are spatial coordinates while the 

color map represents the intensity of the measured short circuit current) with all the possible 

effects induced by the metal particles: absorption suppression at λ=700nm, enhancement at λ=860 

and no apparent effect at λ=490nm. This figure is taking from ref.[XII]. 

 

Lying NWs can exhibit enhanced absorption due to excitation of transverse 

electric (TE) and transverse magnetic (TM) resonances normal to the wire axis, which 

are of similar magnitude and similar in nature for NWs with 200NWd nm .
XII

  

 

Assuming an infinitely long cylinder, the excitation of leaky modes can be 

predicted analytically as a function of the dielectric constant and wire diameter by 

analytically solving Maxwell’s equations with appropriate boundary conditions, using a 

full-field finite-difference frequency-domain (FDFD) simulation.
88

 Using this approach 

the exact hexagonal geometry of the NW can be precisely considered. Figure 9-6 shows 

FDFD simulated absorption efficiency maps as a function of wavelength for NWd  in the 

relevant range, for NWs lying on a semi-infinite SiO2 substrate.  
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Figure 9-6. (A) Simulation of the absorption efficiency for a NW with metal particles deposited 

topfacet with respect to the nanowire diameter and incoming wavelength of the laser light. The 

different letters label the resonant modes of the nanowire: H-Hexapole, Q-Quadrupole, D-Dipole, 

DRS-Dipole Red Shifted; (B) Plots of the absolute value of the magnetic field along the NW axis. The 

left column shows the field patterns in a NW with 266NWd nm  obtained without Ag particles 

for the different resonant modes while in the right column shows the modification of these patterns 

by the Ag particle. (C) Photocurrent as a function of the incoming wavelength for a bare nanowire 

and for a nanowire with a particle (red), which is seen to be very consistent with simulations of 

absorption efficiency in (D). This figure is taking from ref.[XII]. 

 

 

The dashed white lines in the picture refer to the occurrence of the resonant 

modes. The labels D, Q and H are used to name the resonances involved, they stand 

respectively for Dipole, Quadruple and Hexapole, from the number and symmetry of 

the maxima of the electromagnetic field involved in the resonance, see Figure 9-6(B).  
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As shown in eq.(9.4) the solar cell efficiency depends on the light intensity inside the 

NW. This section is based on the work presented in paper [XI], and will show that the 

configuration of standing NWs act as effective build-in light concentrators under one 

sun and can therefore potentially raise the solar cell efficiency limit. In order to 

fabricate such a device a detailed fabrication procedure needs to be carried out. A rough 

sketch of the 4 main steps of the solar cell device fabrication are shown in Figure 9-7, 

each of which are described in detail below. 

 

 

Figure 9-7. Sketch of the main steps of the NW solar cell fabrication described in detail above. 

 

1) A heavily p-type doped silicon 111 substrate with a layer of 30 nm thermal SiOx, is 

used to predefine positions for single GaAs nanowire growth. This is done by opening 

small holes in the oxide with a diameter of about 50-70nm using e-beam lithography 

and BHF etch. To locate the NW positions larger alignment markers with a certain 

relative coordinate are also defined, as shown in Figure 9-8.  

2) The GaAs NWs are grown in a MBE chamber, where the axial core growth where 

grown by a 60 min Ga assisted vapor-liquid-solid growth mechanism at a temperature 

of 630T C  . During this step the Be shutter was open in order to obtain a p-type 

inner core in connection with the p-type substrate through interdiffusion as explained in 

Chapter 8. As seen in section 4.2 due to the high desorption rate of both Ga and As on 

the oxide layer, the Ga rate needs to be high which for these growth are given by a 

9.5 Fabrication and characterization of single vertical p-i-n core-

shell nanowires as grown on Silicon (111), 40%app

eff   
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corresponding planar growth rate of ~ 0.9 /m hr , and with a beam flux ratio (as 

measured by an ion gauge) of ~ 4V
III

. As the diffusivity and desorption rate of Be 

on the thermal oxide surface is unknown, we cannot directly use the results obtained in 

chapter 8 and the doping levels in the core is uncertain. We therefore finished the p-part 

of the cell with radial growth step at 460T C   with a corresponding planar growth 

rate of ~ 0.3 /m hr , and with a beam flux ratio of ~ 50V
III

, followed by an 

annealing step to interdiffuse Be atoms into the core in order to ensure that the p-part is 

doped enough. During core growth of the solar cell sample the corresponding planar 

doping levels of the p-part was: 
17 33.5 10 cm  for the core growth and for the shell 

growth, 
18 37 10 cm . The final dimensions of the p core where a length of ~2.5 µm 

and a diameter of ~250 nm. After the annealing step 10 min radial growth of undoped 

shell was grown using same conditions as in the radial p-part. This step was to make 

sure that the p and n part are separated. Finally 30 min of Si doped n-part was doped 

using a corresponding planar doping level of 
18 37 10 cm  

3) After the NW growth, first a filler, SU-8 photo resist, is spun-on at 4000rpm for 45s 

and cured with 1min UV light and 3min on a hotplate at 185
o
C. Then an etch-back with 

1-3 min of oxygen plasma etch is performed to leave the top of the nanowire free of any 

filler.  

4) The top contact is then made by standard e-beam lithography. After the development 

the sample is etched 30s in oxygen plasma, 5-10 s in BHF, and then quickly transferred 

(within 1min) to a high vacuum chamber for evaporation of top contact. This is done in 

order to get a clean and oxide free nanowire top. For the top contacts we have made 

devices with both Au-Ge-Au top contacts (5nmAu, 6nmGe, and 30nmAu) and 75nm 

indium-tin-oxide (ITO) top contacts. The ITO is after liftoff heat treated at 185
o
C for 3 

min to obtain higher transparency. The Au-Ge-Au contact gives a good N-type contact. 

Contact to the back side of the silicon wafer is done by standard silver glue. And the 

electrical circuit is from the backside of the wafer to the top-contact.  

 

 

Figure 9-8. SEM images of the last three steps for the fabrication procedure of single vertical 

nanowire solar cells. The images are tilted 20deg and all images are of the same device. 
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Measurements on two devices using the ITO top contact will be shown here. The first 

device shown in Figure 9-9 exhibits an amazing short circuit current density of 180 

mA/cm
2
 when normalized to the projected area. This leads to an apparent efficiency of 

40%, in spite of the relatively low 
ocV  and FF . The low values of 

ocV  and FF  tells us 

that the p-i-n structure is far from optimized and that there is a huge potential for 

improvement.  

 

Figure 9-9. This figure is taking from paper [XI]. (A) A illustration of the vertical single nanowire 

radial p-i-n-device connected to a p-type doped Si wafer with a transparent filler SU8 and a 

transparent topcontact ITO. (B) Doping structure of the nanowire. The p-type doped core is in 

contact with the doped Si substrate and the n-type doped shell is in contact with the ITO (C) A 

SEM image of the device seen from the top electrode. The nanowire is ~2.5 µm high and has a 

diameter of about 425nm. (D) Current voltage characteristics of the device in the dark and under 

AM 1.5G illumination, showing a very high apparent short circuit current density.   

 

The second device shows a short circuit current of 173mA/cm
2
 and an apparent 

efficiency of 28%. The reason for these very high efficiencies is the mismatch between 

the absorption cross-section and the physical bounds of the nanowires, hinting at a very 

large absorption cross section. Light absorption resonance effects in single standing 

GaAs nanowires is more than one order of magnitude more efficient than what would 

be predicted from the Lambert-Beer law. 

 



 

 

114 

I-V characteristics of the devices were measured in the dark and under AM 1.5G 

illumination. Experimental data of device 1 are shown in Figure 9-9 (D). In the dark, 

the device exhibits typical diode behavior with an ideality factor of 2.6,
89

 and a short-

circuit current of 256 pA. The diameter of the nanowire is approximately 425nm which 

corresponds to an apparent photo-generated current density of 180 mA/cm
2
. The actual 

nanowire solar cells are not optimized as seen from the open circuit voltage VOC and 

fill-factor FF which are respectively 0.43 and 0.52. This indicates that the solar cell 

device is far from optimized. The NWs can be improved by optimizing the resistivity, 

thickness of the doped layers
90

 and by surface passivation, as seen in section 9.3. The 

generated power at the maximum power point is 57 pW, corresponding to 40 mW/cm
2
. 

In order to understand the extreme photon collection boost in free standing single GaAs 

nanowires, a finite element method is used to model a 2,5 µm long nanowire as a 

function of its diameter and of the wavelength of the plane wave radiation propagating 

along the nanowire axis.
91,92,93

 This is analyzed in detail in ref.[XI]. Two dominant 

absorption branches for low and high diameters is observed, corresponding to 

resonances similar to Mie resonances observed in nanowires lying on a substrate. Light 

absorption in the standing nanowire is enhanced by a factor between 10 and 70 with 

respect to the equivalent thin film. Another way to express this enhancement in 

absorption is through the concept of an absorption cross-section. The absorption cross-

section is defined as NW
abs NW

macro

P
d d

P
  where NW

macro

P

P
 is the absorption efficiency. It is 

largely accepted that the absorption cross-section in nanoscale materials is larger than 

their physical size. In systems such as quantum dots, the absorption cross-section 

diameter can exceed the physical size by a factor of up to 8.
94

 To further understand the 

absorption boost in the standing devices, we have spatially mapped the photocurrent 

generated by device 2 for three different excitation wavelengths: 488, 678 and 800 nm. 

The results are presented in Figure 9-10 (A) where the EQE in terms of the projected 

area is plotted for lying and standing NWs.   

 

We see that standing NW configuration is much more efficient in terms photon 

collection and light concentration. In Figure 9-10 (B), (C) and (D) show a photocurrent 

mapping at three different wavelengths. It is seen that a photocurrent from an area much 

larger than the size of the laser spot appears for all three wavelengths. A fit to the data 
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allows estimating an effective absorption cross-section diameter of 1.2 μm (488 nm), 

1.0 μm (678 nm) and 1.3 μm (800 nm) respectively. Hence, the absorption boost in our 

device is due to an unexpected large absorption cross-section of the vertical nanowire 

geometry. This is equivalent to a built-in light concentration of about 8, which is in 

good agreement to what the theory predicts, see ref.[XI]. In addition, we speculate that 

the top contact geometry further contributes to the resonant absorption effect, thereby 

increasing the absorption cross-section and the boost in photo-generated current. The 

asymmetric shape in the light absorption mapping especially in (C) and (D) may be due 

to a slight tilt between the nanowire axis and the incoming light and/or due to a non 

planar top contact. 

 

Figure 9-10. Optical characterization of a single nanowire solar cell (device 2). (A) External 

quantum efficiency (EQE) normalized by indicated projected area where vertical and horizontal 

nanowire solar cells are compared. As seen for the vertical standing solar cell a 15 fold increase in 

the photon collection is obtained close to the bandgab. (B-D) Scanning photocurrent measurements 

on our single vertical nanowire device for three different excitation laser wavelengths, normalized 

to the incident photon flux. The asymmetric shape in the light absorption mapping especially in (C) 

and (D) may be due to a slight tilt between the nanowire axis and the incoming light and/or due to a 

non planar top contact. The scale bar corresponds to 1 μm. This figure is taking from ref.[XI]. 

 

This un-optimized solar cell would have a short-circuit current of 20.5 mA/cm
2
 and a 

conversion efficiency of only 4.6%, however improving in the p-i-n junction design (ex. 

an axial junction to get full benefit from the concentrator effect) and surface passivation 

can potentially lead to efficiencies even higher than state-of-the-art GaAs solar cells,
95
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while still reducing the use of material substantially. In the supplementary information 

of ref.[XI], two device contacted with Au-Ge-Au top contacts (5nmAu, 6nmGe, and 

30nmAu), is presented. Here it is shown that these devices have a much lower ISC 

compared to the devices presented above which is what would be expected since the 

Au-Ge-Au top contact is much less transparent than the ITO. The VOC is also lower but 

only slightly, probably due to the large decrease in ISC, according to eq.(9.4).  

 

In conclusion, a remarkable boost in the light absorption rate in single nanowire solar 

cells is observed. Especially the vertical configuration of the solar cell NWs leads to a 

major resonant increase in the light absorption cross-section. These results open a new 

avenue for third generation solar cells, local energy harvesters for nanoscale devices 

and photon detectors. 
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10   Conclusions and outlook 
 

 

A theoretical formalism is proposed that involves the dynamics of axial III-V nanowire 

growth via the vapor-liquid-solid mechanism as a function of the basic growth 

parameters, partial pressures/beam fluxes and substrate temperature.  The formalism 

relies on transition state kinetics driven by minimization of free energy of the total 

system. All chemical potentials are measured with respect to a common equilibrium 

reference state where the total system is in a thermodynamical equilibrium. The 

formalism makes it possible to model and understand the complex mechanisms of 

nanowire growth dynamics in greater detail and can serve as a strong analyzing tool 

when optimizing VLS growth of III-V nanowires. The theoretical framework has been 

implemented into a computer simulation model, and even though the program is in a 

preliminary stage, it shows good agreement with growth experiments and demonstrates 

that the theory can be used to model the dynamics of III-V NW growth at a new level of 

detail. 

  

Dopant incorporation mechanisms during axial and radial NW growth have been 

discussed in detail. Controlling the doping levels in NWs is extremely important for the 

impact and applicability of future NW based devices. For the NW solar cells presented 

in this thesis, it has been necessary to dope the p-type core through a radial growth step, 

to ensure solar cells with good I-V characteristics.  

 

A series of single NW solar cell experiments on both horizontal and vertical NW have 

been analyzed and discussed. A general property of the NW solar cells is that they 

provide a very high short circuit current, which indicates that they are efficient light 

absorbers. This is seen especially in a state of the art experiment where single standing 

nanowires as grown on the substrate exhibit a resonant absorption that is enhanced by 

more than one order of magnitude (a more than 15-fold enhancement). The substantial 

increase in absorption can be understood by a resonant and broadband increase of the 

absorption cross-section. Interestingly, the boost in light absorption occurs close to the 

bandgap, where there is the highest density of photons and where usually one 

encounters the smallest absorption. Such an enhancement leads in principle directly to 
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an equivalent enhancement of efficiency due to the build-in concentrator property of 

standing nanowires.    

 

For future research, understanding the growth mechanisms of III-V nanowires via the 

‘vapor-liquid-solid’ method is important for controlling the growth of high quality 

NWs. Moreover, insight is needed in order to see new possibilities and for more 

efficient realization of both new and existing structures. It is not only important for the 

fabrication of solar cell devices but also for a wide variety of other applications, such as 

bio-sensors, high mobility NW transistors, photo-detectors and light emitting diodes.  

 

Even though the understanding of VLS grown nanowires has advanced tremendously in 

the past decade we are still far from having a general unified and reliable quantitative 

description of nanowire growth. The theoretical formalism proposed in this thesis may 

serve as a basic framework to make overall predictions, not only about nanowire growth 

dynamics by the VLS mechanism, but it can also be adapted to other nanostructured 

crystal growth systems such as metals, oxides or even carbon nanotube formation from 

metal particles in chemical vapor deposition chambers. However due to complexity, 

still many assumptions and approximations are necessary when modeling the growth. 

For example, a precise modeling of the complete three dimensional liquid-solid NW 

growth systems still seems like a big challenge. To solve this problem would first 

require a technique to calculate the equilibrium shape of the total liquid-solid NW 

system exactly. To do this, a comprehensive set of extensive parameters is needed to 

make the full description. These parameters could then serve as a reference for the 

dynamic treatment in terms of thermodynamic driving forces. Also many other details 

of VLS growth needs to be addressed in higher detail, such as nucleation mechanisms 

and rates, secondary adsorption, impurity incorporation, controlled growth of axial 

heterostructures and other advanced structures. All of which I hope to get a chance to 

study in future projects. But it is generally hoped that the field of nanowire growth 

research will keep on moving forward in the understanding in the same pace as in the 

last few years.  

 

In the case of NW photovoltaics, the next step will be to optimize the internal efficiency 

in the structures and characterize them as grown on the substrate (as shown section 9.5). 
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The extreme light absorption rate in these wires shows an enormous potential and may 

open a new avenue for third generation solar cells, local energy harvesters for nanoscale 

devices and photon detectors, and also for the general understanding of photovoltaic 

properties of nanowire based devices. This will without question be an interesting field 

to follow in the coming years.  
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11   Appendices 
 

 

 

Here we will merge the adatom diffusion approach developed by Dubrovskii et al.
28

 and 

Johansson et al.
29

 with the framework of transition state kinetics. Solving the coupled 

adatom diffusion equations for diffusion along the NW facets and on an isotropic 

substrate, 
2
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, with the boundary 

conditions, eq.(2.20)-(2.22), leads to the following expression for the adatom density on 

the NW sidewall, 
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                                                                   (10.1) 

 

where 
, , , ,j i i va i sa if     is the generation flux of i adatoms of the j’th surface. As 

we are interested in 
,al i  which is a function of 

, ( )NW i NWz L  , 
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                                              (10.2) 

 

Thus, isolating for 
,NW i  in eq.(10.1) at NWz L , without isolating 

,NW i  from 
,a ERS i 

 

we get, 

11.1   Appendix A. Adatom density calculations in a Fickian 

diffusion   scheme 
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                                                                 (10.3) 

where   is the density of adatom sites (Note that 
,al i  is a triple line flux, i.e. a particle 

transfer per length per time). If we assume a barrier free al transition, the exponentials 

vanish in eq.(10.3) and the only dependence on , ( )ja ERS III V 

 

is through the diffusion 

lengths as treated in Appendix diff.  , ( ) , ,, ,
ja ERS III V j III j V T  

 at NWz L  can now be 

solved numerically at every step time in a double iterative process for both 

 ,j III NWz L   and  ,j V NWz L   choosing certain initial values, step size and 

acceptable error values depending on the computation time available and accuracy 

needed. The principle of a single numerical computation loop in a typical math 

language (here Mathcad) is shown below,  
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                                                              (10.4) 

where     , ( ) , ,, , , ,
ja ERS III V j III NW III j V NW VL L T      

is given by eq.(2.12) with 

 , ( ) ( ),j III V NW III VL   being the value from eq.(10.3). The calculated value of 
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, ( )NWa ERS III V 
 is a 1x2 matrix with 

,NWa ERS III   
and 

,NWa ERS V 
 on each position. Note 

that much computation time is saved by choosing the simplest version 
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, which only requires one iteration loop 

for each element at each time step, which may be a rough but fairly reasonable 

simplification if only looking at axial growth. After this step,  , , ,
NWa ERS i NW i T 

, is 

finally put into eq.(10.3) which is again put into eq.(10.2) and (10.1). Solving for the 

adatom density on the isotropic substrate (which is a reasonable approximation on (111) 

surfaces and amorphous oxide layers), leads to the following solution,  
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(Values without references are fitting parameters or estimated values.) 

 
Parameters Values Ref. 

'
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- 
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'
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- 

'

,as IIIZ '
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11.2   Appendix B. Temperature and chemical potential 

independent parameters used for GaAs NW growth 

modelling  
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, {201} , {1211}
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 
 2

6
eV

nm  

- 

, {312} , {1213}
/ /vs ZB vs WZ

 
 2

7
eV

nm  

- 

, {111 } , {1000 }/ /vs ZB B vs WZ B 
 2

5
eV

nm  

- 

( )vl liquid Ga
 

2
4.2

eV

nm  

[97] 

   

 

 

Facets and angles of lowest miller index orientations. 

 

ZB facets WZ facets 

{ 30 ,90 ..}    

 

{0 ,60 ..}     {30 ,150 ..}   

 

 

{ 30 ,30 ..}    

 

{0 ,60 ..}     

 

{211}A  

0T    

{101}  

0T    

{112}B  

0T    

{0110}  

0T    

{1210}  

0T    

{311}  

10T    

{311}  

31.5T    

{111}  

19.5T    

{0221}  

15.0T    

{1211}  

17.1T    

{100}  

35.3T    

{210} 

50.8T    

{221} 

35.3T    

{0111}  

28.1T    

{1212}  

31.7T    

{211} 

70.5T    

{321}  

67.8T    

{110}  

54.7T    

{0112}  

46.9T    

{1213}  

42.8T    

Table 3. Facets for ZB and WZ structure for the upper hemisphere with the lowest predicted 

surface energies are described with a set of angles ( , )   as shown in. 0T    is defined to be the 

growth axis. 
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Parameters for the simulations of the truncation dynamics are shown in Table 4.  

 

Simulation  

no. 

,0 ,0T T 
   

0  
hklw    

0vs  
hklc  

S1 50.8  120  10  0.35  
2

10
eV

nm
 

1 

S2 50.8  110  8  0.4  
2

9
eV

nm
 

1 

S3 50.8  120  15  0.4  

2
9

eV

nm
 

0.71 

S4 31.5    3  0.4  

2
8

eV

nm
 

1 

S5 50.8    15  0.4 

2
9

eV

nm
 

0.71 

S6 50.8  130  15  0.5 

2
9

eV

nm
 

0.71 

Table 4. Six types of simulations of 15 sec of Ga catalyzed GaAs growth in the single slice 

construction. Initial conditions marked with a subscript 0. 15 sec of growth was in all these cases 

enough to go into a quasi steady state growth mode. Basic growth conditions are in all cases: 

10V

III

f

f
 , 0.3planar

m
GR

hr


  and 630T C  . The time steps are 0.001t s   and at 0t   

the liquid composition is 0.01Asx   and the truncation height is 
,0 ,0 1z z nm      . All 

simulations are modeling the formation of ZB structure at 0    where the structure is 

symmetric around the growth axis in the single slice construction. 
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Following the single slice construction shown in Fig.1 (b), the associated trigonometric 

quantities are given by: 
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                 (10.6) 

 

The volumes of the slice shown in Fig. 1(c) are given by: 
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(10.7) 

 

and the total liquid and solid volumes are therefore given by 

  

     
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 (10.8) 

 

11.3   Appendix C. Trigonometric relations for the single slice 

modeling 
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respectively. The corresponding number of atoms in the respective phases are given by, 

( )

( )

( )

l s

l s

l s

V
N


 


, with ( )l s  being the atomic volumes. The areas of the side-, truncation-

, and top-facet (see Fig. 2(a)) are given by: 
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An additional contribution to the free energy of the system may come from an in-

balance of capillary forces meeting at the TL.
26

 A change in one of the involved 

interface orientations implies a change in such a TL energy, and we will speak about a 

‘line stress’ which is build in around the TL in order to reach mechanical equilibrium. 

Such a restoring force is either obtained by an increase in strain per unit TL length in 

the solid or by a local change in the vl curvature on the cost of more vl interface. Both 

effects alter the chemical potentials and therefore have an influence on the dynamics. 

The effect of TL forces on the growth of NWs was introduced by Schwarz and 

Tersoff
26

, who used the tangential component of the TL force on a locally smooth solid 

surface to describe the TL motion, and the normal component altering the solid 

chemical potential at the TL. We will here take a slightly different approach and let the 

TL equilibration allow to take part in the total free energy minimization process in all 

dimensions. Because changes in the liquid volume induce changes in the TL excess, we 

assign the TL excess to the liquid phase for convenience and add an extra term to the 

liquid chemical potential as 

 

                           
, ,

, ,

( )
( , , , ) ( , , ) vl

l i III V l i III V vl

l i l i

A d
x x T x x T

N dN


     

  


                 (10.10) 

 

Here ( )d   is the TL tension at   and   is the total TL excess. The effect of the TL 

force on crystal growth is difficult to quantify mainly because it has been difficult to 

measure experimentally. Nevertheless if we as in ref.[26] define an effective width of 

the TL, 
effw , the TL force along the pq interfacial component can be written as,  

 

                                  cos( ) cos( )pq eff pq qw q pw p pqf w         
      

            (10.11) 

 

where pqw is any cyclic permutation of vls.   is the line excess free energy depending 

on 
pqf  itself and 

pq  the line curvature at   projected on the pq component. Assuming 

the TL curvature is negligible, the net force along all interfaces at the TL in eq.(10.11) 

vanish at equilibrium, and the surface energies and corresponding contact angles are 

11.4   Appendix D. Including the effect of a triple line excess 
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given by 
,

,

sin( )

sin( )

w eq

pq qw

p eq


 


  and 

2 2 2

,cos( )
2

qw pq pw

p eq

pq pw

  


 

 
 . Away from equilibrium, 

we will describe the TL excess per length as,  
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( ) ( ( ), ( ))

2
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TL l s

d
d d f


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                      (10.12) 

 

with  

 

   
2 22 2 2 2 2 2

||( , ) cos( ) cos( ) sin( ) sin( )TL l s ls ls eff ls vs s vl l vs s lv lf f f w                      

 

 being the net force per length at  . The effect of the TL energy on the NW growth 

depends strongly on the choice of 
effw . Thus, for the modelling shown in the previous 

sections did not include this term. 

  



 

 

130 

 

Derivation of nucleation rates in literature typically uses the picture of a large 

homogenous mother phase which is independent of the nucleation rate itself. Thus, one 

speaks about a given steady state nucleation rate, from a constant net formation of 

clusters of various sizes. However, because the interface we are considering is too small 

to hold a representative distribution of clusters, we will speak of it as a probability of 

finding a given cluster rather than a distribution, and the derivation can be carried out in 

the same approach as in the classical picture. 

Attachment of atoms to a 2D cluster containing n pairs comes from the liquid by direct 

attachment and we will ignore the possibility of two small clusters merging together to 

form a larger cluster. This gives the general equation for the steady state nucleation 

rate
98,99

: 
'

1
'

1
2

1 ' 1
' 2 '

n

n

s ln
st k

ls n
n n ls

j c
A




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 
 

  
 

  


 , where 1c  is the concentration of single III-V pairs 

attached to the interface. The attachment frequency to a cluster containing n’ pairs is 

given as , 'ls III V nA , where 'nA  are the active step area of the cluster. Using the kinetic 

formalism presented in section 2, the forward flux is given as, 

,

,
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, using eq.(2.3). The detachment 

frequency of III-V pairs from a cluster of 'n  pairs is given by the term 
' 'ns l nA , where 

the backward flux is given by '

'

,

,

, , exp n
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, 

using eq.(2.3) and eq.(2.4). 
' ,ns ERS III V    is here the chemical potential of a cluster of 'n  

pairs. With this the steady state nucleation rate is given as: 
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11.5   Appendix E. Discussion on the derivation of the steady state 

nucleation rate using the general formulation  



 

 

131 

The summation in the exponential  
'

' , ,

2
i

n

n s ERS III V l ERS III V

i

G     



    is the 

formation energy of clusters of size n' . The 

' 1
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n V

x

A x



 
 
 

 term is not included in the 

typical result of the steady state nucleation rate
43

 and is a result of the kinetic approach 

used here. In the capillary approximation ( 1n  ) the overall summation in eq.(10.13) 

is typically replaced by an integral. However, the 

' 1

'

1
n

ERS

V

n V

x

A x



 
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   

term complicates the 

derivation of the analytical expression for the nucleation rate. In any case using the 

general formulation we see that the nucleation rate is predicted to increase with 

composition faster than the traditional result. Detailed theoretical analysis of the 

nucleation rate of finite size systems using different kinetic approaches is currently 

under process. For the simulations presented in this thesis, we have used the traditional 

result of the nucleation rate as outlined in section 3. 
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