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ENGLISH ABSTRACT

This thesis deals with the early stages of rocky planet formation, when nas-
cent planets are still embedded in a protoplanetary disk, which consists mostly
of hydrogen, helium gas and dust grains. Hydrostatic equilibrium between
the gravitating planetary embryo and the surrounding gas forms an envelope.
This envelope acts as a buffer between the embryo and the disk. Using our
newly developed DISPATCH framework, we construct high resolution nested-
grid hydrodynamic simulations to investigate near-planet gas dynamics and
how it affects the accretion of pebbles, which are the main building blocks
of planets. Only a small fraction of all the pebbles that cross into the planet’s
region of gravitational influence — the Hill sphere — are accreted. The pebble
accretion rates scale linearly with the size of the pebbles and are, due to can-
cellation effects, nearly independent of disk surface density, if the dust-to-gas
surface density ratio is constant. With the measured accretion rates, we es-
timate accurate growth times for specified particle sizes. For chondrule-size
(0.3—1 mm) particles, the growth time from a small seed is ~1.5 million years
for an Earth mass planet at 1 AU and ~1 million years for a Mars mass planet
at 1.5 AU. For larger size particles or enhanced ratios of dust-to-gas surface
density, the estimates are correspondingly shorter.

Accretion of solids onto the embryo releases a lot of potential energy,
which is converted to heat via the friction force. This extra heat drives con-
vective motions, which significantly alter the gas dynamics inside ~ 40 radii
of an Earth size embryo. Convective motions do not, however, result in a net
change in the transport of mass and the systematic inward drift of already
gravitationally-bound pebbles continues as in the non-convective case. To
investigate what effect the radiative energy transport has on the local envir-
onment of a forming planet, I have implemented a hybrid-characteristics ra-
diative transfer module in the DISPATCH framework. We find that although
the envelopes are generally opaque, they are locally optically thin and thus
radiative heat transport has significant effects on the near-planet gas thermo-
dynamics. The intensity of the convective motions are increased by radiative
cooling of the atmosphere, which tends to increase the super-adiabatic tem-
perature gradient that drives convection. This does not, however, affect the net
pebble accretion rates, but smaller pebbles do spend more time in the inner
layers of the atmosphere. Here, secondary effects, such as pebble destruction
via ablation, which would result in gas enrichment with heavy elements and
envelope replenishment with the disk gas rates, may be important. Consider-
ing the ongoing efforts to understand planet formation, and the importance
of realistically treating all of the relevant physical mechanisms, this thesis
provides a good start and a significant stepping stone to build future research
upon.



DANSK RESUME

Denne afthandling beskeftiger sig med de tidlige stadier af dannelsen af klip-
peplaneter, nar de fremvoksende planeter stadig er indlejret i den protoplane-
tare disk, der hovedsagelig bestar af hydrogen og helium gas. Disken inde-
holder ogsa ca. 1% fast materiale, i form af stgv og “smasten”, som maske
minder om de “kondruler” man finder i mange slags meteoritter. Hydrostatisk
ligevegt mellem planetens tyngdekraft og den omgivende gas fgrer til dannel-
sen af en udstrakt, varm atmosfare, som hjelper til med at opsamle stgv og
smasten, og dermed far planetens masse til at vokse hurtigere. Ved hjelp af
vores nyudviklede DISPATCH computerkode kan vi lave hydrodynamiske si-
muleringer med hgj oplgsning, og bruge dem til at undersgge hvordan gas- og
stgv-dynamik pavirker planetens tilveekst. Kun en lille del af de stgv og sma-
sten der kommer indenfor planetens sakaldte Hill-sfere, fanges op af dens
tyngdekraft, og bidrager til dens tilvekst. Tilvaksthastigheden vokser line-
®rt med stgrrelsen af stgvpartiklerne, men er nesten uathengig af diskens
massetethed, ved givet forhold mellem mangden af stgv og gas. Ved hjelp
af computermodellen kan vi beregne ngjagtige tilvaksttider for forskellige
partikelstgrrelser. For stgrrelse i omegnen 0,3-1 mm — som for “kondruler” —
er tilveeksttiden ca. 1.5 million ar for en planet med Jordens masse og afstand
fra solen, og ca. 1 million ar for en planet med Mars masse og afstand fra
solen. For stgrre partikler og for hgjere forhold mellem massen af stgv og gas
er tilveksttiderne tilsvarende kortere.

Planetens tilvaekst via opsamling af smasten frigiver potentiel energi, som
omdannes til varme via friktionskraften. Den ekstra varme driver energitrans-
port i form af konvektion, som dominerer gasdynamikken inden for ca 40 jor-
dradier. Konvektionen medfgrer ikke @ndring i nettotransporten af masse, og
den systematiske drift af allerede bundne smasten forbliver ogsa nasten upa-
virket. For at undersgge hvordan forholdene pavirkes af stralingstransport af
energi har jeg implementeret en hybrid stralingstransportmetode i DISPATCH.
Ved hjelp af den metode finder vi at, selv om disken og planetatmosferen
totalt set er uigennemsigtige, er de lokalt gennemsigtige, og varmetransport
via straling har derfor tydelig indvirkning pa gasdynamikken. De konvektive
bevagelser og den tilsvarende hastighedsdispersion gges, nar stralingsafkglig
gger temperaturgradienten i atmosfaren. Generelt har dette ingen nevnever-
dig indflydelse pa tilveeksten af masse, men mindre smasten bruger mere tid i
atmosferens indre lag. Her kan sekundere pavirkninger, sasom fordampning,
medfgre berigelse af gassen med tunge grundstoffer.

Afhandlingen er et vigtigt skridt hen imod en bedre forstaelse af planetdan-
nelsen. Dens mere realistiske behandling end s@dvanligt, af alle de vigtigste
fysiske mekanismer i planetdannelsen, er et vigtigt grundlag for konstruktio-
nen af endnu mere avancerede modeller i fremtiden.

vi
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Part I

INTRODUCTION






SCIENTIFIC BACKGROUND

It can scarcely be denied that the supreme goal of all theory is to make the
irreducible basic elements as simple and as few as possible without having
to surrender the adequate representation of a single datum of experience.

— Albert Einstein

The study of star and planet formation has a long history. Initially, it was
not well met - the proposal that “stars are other suns with their own planets”
in the 16th century lead Giordano Bruno to an unfortunate demise by burning
at the stake (Fitzgerald, 2010, p. 239). In the 18th century, Isaac Newton,
in the ‘General Scholium’ that concludes his ‘Principia’ wrote “And if the
fixed stars are the centres of similar systems, they will all be constructed
according to a similar design and subject to the dominion of One”. Indeed,
the ‘Nebular Hypothesis® — the idea that the Solar system has formed from
a disk of rotating gas and dust — dates back to Kant, Laplace and others.

Until the last century, however, we had just a single example of a planetary
system: our own Solar system. In 1952, Otto Struve wrote that there is no real
reason why planets could not be much closer to their parent stars than in our
own Solar system and that, even with the technologies of the time, it could
be possible to detect close-in giant planets using the radial velocity technique
(Struve, 1952). Whereas a first quantitative description of terrestrial planet
formation was made by Safronov (1966), a major breakthrough in observa-
tions was made only 40 years later, when the first two exoplanets orbiting a
pulsar were discovered (Wolszczan & Frail, 1992). A few years later, the first
giant exoplanet orbiting a solar-type star, with just a 4.23 day period (Mayor
& Queloz, 1995), was discovered. These events marked a remarkable start of
discoveries — starting slowly with both ground- and space-based discoveries,
first by using the Hubble Space Telescope (HST) and Spitzer space telescopes
and then later, with the dedicated Kepler mission (e.g. Borucki et al. 2010),
new exoplanets started popping up like mushrooms after a good rain, reveal-
ing that planets are extremely abundant in the Universe (Cassan et al., 2012;
Tuomi et al., 2014). These discoveries, together with missions to the Moon,
Mars, other planets and satellites in our Solar system injected enough fuel
that public and scientific interest in the field exploded.

This interest will continue growing with future missions, e.g. Transiting
Exoplanet Survey Satellite (TESS), James Webb Space Telescope (JWST), Wide-
Field Infrared Survey Telescope (WFIRST), and instead of only detecting exo-
planets, such future missions will turn our focus to analyzing their physical
and chemical characteristics. These, in turn, might be instrumental to answer
one of the ultimate questions — how common are conditions suitable for life
as we know it?
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This thesis, while not about life in the known Universe, is still rather closely
related. In the coming years, we will start to be able to judge whether an
exoplanetary atmosphere has any bio-signatures. To judge whether such an
atmosphere is altered by any biotic process, we must understand how these
atmospheres come to be and later are modified by various abiotic processes
(e.g. tectonic activity). The focus of this thesis is the formation of planets and
the very early, hot primordial atmospheres. Seeing that planets are present
around almost all stars (Cassan et al., 2012; Tuomi et al., 2014), we must
conclude that planet formation occurs via a robust and common mechanism,
and is not just an accidental or a highly unlikely event.

1.1 PROTOPLANETARY DISKS

Planets form inside protoplanetary disks, which are comprised of gas and dust
and surround young stars for the first few million years of their evolution. In
this section, I will neglect the outer surroundings of a forming star and the pro-
toplanetary disk. As will be discussed in the next section, this simplification
is somewhat erroneous, but it is sufficient for describing the basic dynamics
of gas and dust in the disk. It is useful to further assume that pre-stellar cores
are initially spherically symmetric and isothermal. In a pressurized medium,
such a sphere can maintain hydrostatic equilibrium as long as it’s mass is
below the Bonnor-Ebert mass (Ebert, 1955; Bonnor, 1956),

Crrct
M = —2ESis0 (1.1)

where Cgg =~ 1.18 is a dimensionless constant, ¢js, = \/? is the isothermal
sound speed (adiabatic index y = 1.0) with u being the molecular mass, kg
is the Boltzmann constant, 7" is the temperature, and F, is the external gas
pressure. If the core exceeds this mass, it will inevitably experience an inside-
out gravitational free-fall collapse.

The typical ratio of rotational to gravitational energy in dense cores is
(Goodman et al., 1993):

_ Erot
B=

|Egray|
This small 3 value still corresponds to a substantial reservoir of angular mo-
mentum. The initial angular momentum prevents the gas from collapsing dir-
ectly onto the protostar, and instead the gas and dust forms an accretion disk
around the newborn star. Once gas settles into such a disk, where it rotates
with near Keplerian speeds, its specific angular momentum increases with
radius (Pringle, 1981), and thus, in order for accretion to proceed angular
momentum must be redistributed or lost from the disk gas.

~0.02. (1.2)

1.1.1 Disk Structure

The equilibrium structure of the protoplanetary disk is generally determined
by near rotational balance radially, and by near-hydrostatic equilibrium ver-
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tically, with self-gravity usually playing only a minor role. However, in some
cases, even if a balance can be found, its dynamical stability is not guaran-
teed (Papaloizou & Pringle, 1984), especially when considering early, more
massive disks, which may be self-gravitating and thus may have local instabil-
ities. In general, disks functions as buffers, which both gain and loose mass
(Herndndez et al., 2008) — mass is accreted from the disk to the central star,
while simultaneously matter is accreted from the envelope onto the disk. Ex-
cept at very early times the total mass of the disk is typically much smaller
than the mass of the central star (Mg;sx << M), which allows us to neglect the
gravitational potential of the disk and consider only the stellar gravity.

Disks have a large surface area, which implies they can cool efficiently via
radiative heat transport, and therefore the temperature of disks is relatively
low, as even a substantial accretion luminosity may be radiated away at rel-
atively low temperatures. Such low temperatures and therefore low pressures
are unable to support the gas against gravity except in geometrically very thin
configurations H/r < 1, where H and r are the disk vertical scale-height
and the radial coordinate of the disk, respectively. For such a thin disk, the
vertical component of the gravitational acceleration may be approximated as
g _QI%z, and the vertical density profile takes the form:

QL7 )
zZ) =poexp| — , (1.3)
plz)=p p( 2po/po
where pg and pg are the disk midplane density and pressure, respectively.
The density profile of the disk in the radial direction is more complicated.
However, with a given surface density and temperature profile, the orbital ve-
locity of disk gas may be determined. Ignoring viscosity and magnetic effects,
the momentum equation is expressed as:
av 1
— v-Vlv=——Vp—-V, 1.4
5, T (V) VP (1.4)
where v is the velocity, p and p are the gas density and pressure respect-
ively, and @ is the gravitational potential. For a steady-state axisymmetric
flow around the central star, the radial component of the momentum equation
implies that the orbital velocity of the gas is given by:

Vs GM. | ldp

r 2 Edr'

(1.5)

Ignoring any local disk sub-structure (e.g. rings, gaps), the pressure near
the disk midplane decreases radially outward, so the second term on the right
hand side of Eq. 1.5 is negative and the azimuthal velocity of the gas is thus
slightly less than the Keplerian velocity,

GM,

VK = . (1.6)
r

The difference in velocities is typically ~0.5% (Armitage, 2013) and although
this is small when considering the motion of the gas, it becomes very import-
ant for the motion of solids.
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1.1.2  Solids in the Disk

Solid particles in protoplanetary disks are subject to gravity and centrifugal
(inertial) forces, and they also feel aerodynamic drag from the disk gas. A
spherical particle of radius s, moving at a velocity v relative to gas of density
Pgas €xperiences an aerodynamic drag force which opposes its motion. There
are two regimes to consider (Weidenschilling, 1977). In the Epstein regime,
when s < A, where A = % is the mean free path of a gas molecule (m,

is the atomic mass unit, o= 7cd§1 is the molecular cross-section, with dy
being the effective molecular diameter), the acrodynamic drag force reads

4r 9
Fp =~ ?pgass VVtherms (1.7)
where Vierm = 2‘;31{ is the mean thermal velocity of the gas molecules.

When particles are larger than the mean free path of gas molecules (s > 1),
the drag force enters the Stokes regime, and reads

1

p >

Co s’ Pgas?, (1.8)
where the first term is the cross-sectional area of the grain, second is the
ram pressure exerted on the grain, and the dimensionless drag coefficient Cp,
which depends on the Reynolds number Re = 2spg,sv/ 1, where 1 is the gas
viscosity. The drag coefficient of a sphere is (Whipple, 1972)

Cp ~ 24Re™! for Re < 1 (1.9a)
Cp ~ 24Re™ 06 for 1 < Re < 800 (1.9b)
Cp ~0.44 for Re > 800. (1.9¢)

It is practical to express the Fp in terms of the stopping time, f;, which is
the timescale on which frictional drag will cause an order-of-unity relative
change in the momentum of the dust grain,

_ MeV

t, = , 1.10
= R (1.10)

where me = %ﬂs3 P. is the mass of the particle and p, is the mass density of
the particle. In the Epstein regime the stopping time is therefore

Pos

PgasVtherm

(1.11)

Iy =

Often a dimensionless Stokes number St = #,Qk, where Qx = /GM,./r3
is the Keplerian frequency, G is the gravitational constant, M, and r are the
mass of and the distance to the central star, is used as a proxy of the particle
size.

As the stopping time scales directly with the particle size the smallest
particles are well coupled to the gas, while larger particles partially decouple.
Tight coupling means that the particles are carried with the gas, and if the
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gas is rotating with sub-Keplerian velocities, particles are unable to move at
their preferred, Keplerian velocities and the residual gravity causes them to
move inward. Indeed, already Weidenschilling (1977), and others before him
(Whipple, 1972) deduced that particles with St ~ 1 (with typical parameters
this corresponds to particles with sizes 10 — 100 cm) can drift radially to-
wards the star over very short time scales. For a disk around a 1 M, star, at
1 astronomical unit (AU) the peak drift velocities for 1 meter boulders can be
> 10 m s~!, large enough that the particles would drift all the way to the
star in ~100 years. This has been and still is one of the major issues in the
planetesimal accretion scenario: either boulders have to grow extremely rap-
idly between 1 m and 1 km to overcome this drift barrier, or planetesimals
must form at very large orbital distances and later the planets would migrate
inwards. And yet, at large orbital distances, the collisional growth timescales
are extremely long, and planets would not be able to form fast enough to have
the observed properties.

1.1.2.1 Vertical Settling

Particles away from the midplane experience a vertical component of the
force of gravity, which makes them settle towards the midplane. The settling
velocity in the Epstein regime is

Q2 p.
VvV, =
‘ Vtherm Pgas (Z>

s, (1.12)

so larger particles settle more rapidly than small ones (settling timescales are
~ 100 yr for 1 mm particle at 1 AU, and ~ 10° yr for 1 um particle at 1 AU).
However, even though settling times differ, particles of all sizes settle towards
the midplane. In perfectly laminar disks this would mean that eventually all
particles would settle to a razor-thin layer in the midplane.

1.1.2.2 Particle Growth

Small particles can grow in size via collisions with other particles. The mean
growth rate of the smallest, sub-um particles, which are assumed to be spher-
ical, is

ds _ Pgas

dt  4p.

oZg (1.13)

where o= /" c; is the particle velocity dispersion, which for small particles
in the lower limit is that of the Brownian motion, as the particles are very
well coupled to the gas. Z in Equation 1.13 is the dust-to-gas ratio and € is
the sticking efficiency, which is assumed to be nearly 100% for the smallest
particles and decreases with larger particle size.

As the particles grow, their stopping time increases and the velocity disper-
sion as well as the rate of radial drift increases. Moreover, cm-size particles
simply do not stick together when they collide — they have a tendency to
bounce, shatter and compactify instead. Imagine throwing rocks at each other
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at high velocities. The last thing to expect would be to see the rocks stick-
ing to each other. More likely such ’experiments’ would risk hurting some
innocent bystanders, when the rocks would bounce or shatter.

Suggestions have been made that would allow growth to continue. Pos-
sibly, as particles grow, they might become porous agglomerates rather than
perfectly compactified, and may thus have better chances of sticking (Ormel
et al., 2007). Also, experiments show that water-ice coating helps to improve
the sticking efficiency. Certainly, collisional growth of particles has been and
will continue to be studied extensively, via both numerical simulations and
laboratory experiments (c.f. the reviews by Blum & Wurm 2008 and Testi
et al. 2014 for detailed discussions of recent results). Many uncertainties re-
main, but the broad consensus is that collisional growth is only efficient up to
sizes in the sub-mm to mm range and that collisional growth essentially stalls
at this point. Probably it is not a coincidence that this is the size range of most
chondrules we find in meteoritic samples (Friedrich et al., 2015).

1.1.3 Instabilities

Pebbles or chondrules are not planetary embryos. It is also clear that grow-
ing via collisions from centimeter-size particles all the way to kilometer-size
objects is impractical, to say the very least. However, there are several mech-
anisms that can accelerate this slow and inefficient process.

1.1.3.1 The Goldreich-Ward Mechanism

In a perfectly laminar disk, vertical particle settling to the midplane increases
the local dust-to-gas ratio until eventually the layer of solids becomes gravit-
ationally unstable and fragments (Safronov, 1960; Goldreich & Ward, 1973).
This happens when the Toomre criterion(Toomre, 1964) is satisfied:

Q
92K 1 (1.14)

0=16r =t

where X, is the column density of the solids. With canonical dust-to-gas ra-
tio of 0.01, which would translate to 10 g cm~2 column density of solids
in a 1000 g cm~? gas column density disk, a velocity dispersion of o< 66
cm s~ at 1 AU is required for gravitational instability to occur. This is much
lower than the local speed of sound in the gas (approximately 1 km s~ 1), thus
the solids indeed would have to settle to a razor-thin layer to fragment into
bodies of ~ 10'® g mass (approximately km-size). That is an unlikely scen-
ario, as when local dust-to-gas ratio increases, the feedback from the dust to
gas starts to become relevant. In fact, such a razor-thin dust layer would ex-
ceed the local gas mass density by a factor of 100, and thus would absolutely
dominate the local dynamics, rotating around the central star at Keplerian
velocities. The gas above and below this local environment would, however,
still be sub-Keplerian. This would create a large velocity shear between the
vertical layers, and thus the Kelvin-Helmholtz instability would inevitably oc-
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cur. Such an instability would prevent particles from settling to a thin enough
layer, by increasing the velocity dispersion of the particles.

1.1.3.2  Streaming Instability

The two-fluid streaming instability (Youdin & Goodman, 2005) is driven by
the velocity difference between dust and gas. Solid bodies move faster with
respect to the gas, and consequently feel a headwind drag force. However,
if solids clump together in sufficiently large concentrations, the solids start
to shield each other from the headwind and the drag force is reduced. This
in turn leads to further concentration of particles, as large clumps decouple
from the gas and “trap” more solid bodies. This process can run away and
eventually the particle clumps become self-gravitating and can collapse to
form planetesimals or planetary embryos (Johansen et al., 2007). However,
the development of the streaming instability is very sensitive to the local dust-
to-gas ratio, and is most efficient for 10 cm — 1 m size bodies, which, as
discussed above, are difficult to make. On the other hand, it may be efficient
in turbulent disks, where boulders concentrate in transient high pressure re-
gions in the turbulent gas (Johansen et al., 2006). In addition, the vertical
shear instability (Stoll & Kley, 2016) may induce turbulence that can drive
the streaming instability.

1.1.3.3  Snow lines and ionization lines

The radial drift of pebbles stops if they encounter a zone where the gas is also
moving in Keplerian velocities. This can happen e.g. at a local pressure max-
imum created by a snow-line, where temperatures become low enough that
particular molecular species can freeze out (e.g. at a water snow line). Such
snow lines may create significant pressure bumps that can stop the radial drift
of pebbles (e.g. Schoonenberg & Ormel 2017). Dead-zone inner boundaries,
where easily ionized atomic species such as Na and K are ionized is another
possible location of pressure maxima (e.g. Tan et al. 2016).

1.1.3.4  Gravitational Instabilities

It seems that during the last several decades many scientist were trying to
independently “solve” the planet formation problems, since here are so many
different variations of the same phenomenon: gravitational instability. And it
doesn’t cover just particles—as long as Toomre instability criterion is satis-
fied, even the gas can become unstable, especially in young, massive disks.
This is one of the proposed scenarios for giant planet formation (e.g. Boss
1997; Boley 2009; Galvagni et al. 2012), but local disk instabilities can also
occur in vortices (e.g. Barranco & Marcus, 2005; Fuente et al., 2017; Barge
et al., 2016), or even in spontaneously occurring large amplitude perturba-
tions (Hopkins & Christiansen, 2013).
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1.1.3.5 Observed disk sub-structures

As it is now possible to spatially resolve the structure of young protoplanetary
disks, e.g., with Atacama Large Millimeter Array (ALMA), it is becoming
apparent that the majority of protoplanetary disks have rich sub-structures of
rings, gaps, vortices and spirals (e.g. van der Marel et al. 2013; Isella et al.
2013; Casassus et al. 2013; ALMA Partnership et al. 2015; Andrews et al.
2016; Meru et al. 2017). It is still debated whether some of these disk features
are caused by embedded planets ,or if they are precursors of planet formation
(see any of the references above), but it seems likely that they are in one way
or another closely related to planet formation. Some of these disk features
may originate from internal sources of perturbation (e.g. snow lines), while
others may be closely related to the external environment of the forming star
and the protoplanetary disk.

1.2 STAR FORMATION AND PROTOPLANETARY DISK ENVIRON-
MENTS

Investigating completely isolated protoplanetary disks is useful when only the
local effects of the main processes involved are considered, but is in principle
erroneous, and may give rise to conclusions that work for isolated disks, but
might not hold true in reality, where disks are embedded in a larger scale
environment.

All stars are born in dense cores inside turbulent giant molecular clouds,
with masses ranging up to ~ 107 M. Local compressions by the turbulence
form denser regions, where the gravitational energy starts to dominate over
the kinetic energy (Padoan et al., 2012). The turbulence has been proposed to
be sustained internally by stellar outflows (Goldbaum et al., 2016) and regions
of ionized hydrogen (Walch et al., 2012), or by external mechanisms include
accretion flows (Klessen & Hennebelle, 2010) and supernova feedback (Kim
& Ostriker, 2015). As shown by Padoan et al. (2016a) the latter is most likely
the main source of turbulence in star forming giant molecular clouds .

A typical giant molecular cloud has a diameter of ~50 parsec (pc) with
internal velocity dispersion of about 8-10 km s~!, which for a cloud with
typical temperature of 10 K corresponds to a Mach number of about 40-50
(the sound speed is ~ 0.2 km s~ !). Additionally, giant molecular clouds have
magnetic fields with typical strengths between 3 and 10 uG. Only a small
fraction (1 — 10%) of the gas mass in the giant molecular cloud eventually
ends up in stars. The typical lifetime of such a giant molecular cloud is 20-30
Myr (Padoan et al., 2016b).

The interaction between the magnetic fields and turbulence lead to forma-
tion of filamentary structure inside the giant molecular clouds, as indicated
both by observations (e.g. Bally et al. 1987; Mizuno et al. 1995) and nu-
merical simulations (e.g. Padoan et al., 2001; Li et al., 2010). As turbulent
motions further compress these filaments, dense cores with masses up to 100
Mg, form inside the filaments (Men’shchikov et al., 2010). These cores even-
tually collapse under their own gravity into the single/binary/multiple pre-
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stellar cores. Indeed, a large fraction of all stars form together in binaries
or multiples (e.g. Sadavoy & Stahler 2017). This consequentially means that
protoplanetary disks often interact with each other, as indicated by both ob-
servations (e.g. Jensen & Akeson 2014) and simulations (e.g. Zanazzi & Lai
2017).

Synthetic observations of very high resolution magnetohydrodynamic sim-
ulations of star formation show that disks form very early (e.g. Frimann et al.
2016), also supported by observations (e.g. Tobin et al. 2015) and are a subset
of more general, accretion disks. They act as buffers in between two accre-
tion flows — the external one, onto the disk, and the internal one, onto the
star. The two do not need to be identical at any one time, and if they are not
it just means that the disk is changing mass. The accretion itself is hetero-
geneous — there are occasional violent accretion bursts (e.g. Frimann et al.,
2017; Kuffmeier et al., 2017). These outbursts can move the molecular ice
lines (and corresponding potential pressure bumps) outwards (Frimann et al.,
2017). The large scale simulations (e.g. Kuffmeier et al. 2017 and references
therein) where thousands of stars form show that disks form generically, but
with properties that vary very much.

Large scale magnetohydrodynamic simulations of star formation indicate
that the majority of angular momentum during the stellar collapse is transpor-
ted away by large-scale magnetic fields during the formation phase of proto-
planetary disks. This mitigates the “angular momentum problem” in standard
accretion disk scenarios (Shakura & Sunyaev, 1973; Lynden-Bell & Pringle,
1974), where completely isolated disks are considered.

1.3 PLANET FORMATION

Any instability in a protoplanetary disk can potentially lead to formation of
planetary embryos, which then start growing. To this day there is still several
planet growth scenario being advocated for.

The planetesimal accretion hypothesis still have claims to be relevant, but
with accumulating new observational and experimental evidence, it is rapidly
losing it’s momentum despite numerous attempts to fine-tune and modify the
scenario to come in line with the evidence. In this hypothesis, a planetary em-
bryo is impacted by kilometre-size bodies and their mass is added to the em-
bryo (e.g. Pollack et al., 1996; Hubickyj et al., 2005). At some point the em-
bryo becomes massive enough that gravitational focusing (Greenberg et al.,
1978) becomes important and the embryo enters what is commonly called the
‘runaway growth’ phase. For this part of the hypothesis to happen, we need
to assume that all kilometre-size bodies formed at more or less the same time
and in large enough numbers to form a planet or even a planetary system. As
discussed above, meeting these requirements is rather difficult.

When the embryo grows massive enough to gravitationally stir up nearby
planetesimals, enhancing their eccentricities and effectively kicking them out
of the feeding zone, the planetesimal accretion ends, as there is no remain-
ing solid material in an embryo’s ‘feeding zone’(Ida & Makino, 1993). Now,
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the somewhat isolated protoplanet transitions to a much slower, ‘oligarchic
growth’ phase (Kokubo & Ida, 1998). In this phase, the few largest mass
protoplanets grow oligarchically, while the remaining planetesimals mostly
remain small. The critical time scale in this context is the lifetime of the pro-
toplanetary disk, which is of the order of several million years (e.g. Bell et al.
2013). However, numerical simulations of the planetesimal accretion hypo-
thesis have the problem that they predict that it takes much longer than a
protoplanetary disk lifetime for cores to grow to observed planetary masses
(e.g. Levison et al., 2010; Bitsch et al., 2015b).

This scenario was a natural outcome from observations of the Solar system
— here we have small terrestrial planets, giant planets and "planetesimals" —
asteroids and comets. Seeing numerous craters on the surfaces of planets and
moons, it was a natural stretch to predict that asteroids and comets were the
main building blocks.

However, there is a much simpler explanation, according to which plan-
ets grow via “pebble accretion” (Ormel & Klahr, 2010; Johansen & Lacerda,
2010; Nordlund, 2011; Lambrechts & Johansen, 2012; Morbidelli & Nes-
vorny, 2012; Lambrechts & Johansen, 2014; Bitsch et al., 2015b; Chatterjee
& Tan, 2014; Visser & Ormel, 2016; Ormel et al., 2017, etc.). “Pebbles”, in
the astrophysical context, are millimetre to decimetre-sized particles, similar
to small rocks in any garden or the chondrules found in the artefacts from the
formation of the Solar system—meteorites. Their stopping times, #;, are com-
parable to their orbital period, #; ~ !, Due to efficient growth to approx-
imately gm — cm size and highly inefficient growth to larger sizes, pebbles
are likely to form a significant part of the solid mass budget in protoplanetary
disks. This is also indicated by both dust continuum observations (e.g. Testi
et al. 2003; Lommen et al. 2009) and by the mass fraction of chondrules in
chondritic meteorites (Johansen et al., 2015; Bollard et al., 2017). Due to the
difference in speed between the slightly sub-Keplerian gas (and dust) and the
Keplerian embryo (due to it’s large size, the gas drag is negligible for the
embryo), pebbles “rain” down on the embryo as it moves through its orbit.
As the mass of the embryo grows, the efficiency of gravitational focusing of
pebbles increases, and the effective accretion cross section becomes larger
than the embryo itself.

The radius of dominance of the gravitational force of a planet relative to
the central star is approximately given by the Hill radius:

(1.15)

where a is the semi-major axis of the embryo’s orbit, M, and M, are the
masses of the embryo and the central star, respectively. Pebbles of suitable
size, passing the embryo even as far away as the Hill radius may be accreted,
as has been shown analytically by Ormel & Klahr (2010), using test particle
integrations on top of hydrodynamical simulations by Morbidelli & Nesvorny
(2012) and using numerical simulations with particles by Lambrechts & Jo-
hansen (2012); Popovas et al. (submitted). These works show that the pebble
accretion is very efficient: the planets can grow to the observed masses well
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within the lifetime of a protoplanetary disk, even at large orbital distances
from the host star.

Of course there could be an occasional planetesimal impact, but the mass
fraction in these objects should be negligible, when compared to the mass
budget in pebbles and the contribution of direct planetesimal accretion to the
growth of planetary embryos is of less importance (Johansen et al., 2015). For-
getting the planetesimal accretion scenario as being an important contributor
to the planet formation simplifies things a lot.

1.3.1 Primordial atmospheres

When the gravitational energy of the embryo exceeds the thermal energy of
nearby gas, the gas becomes bound to the embryo. This condition is satisfied
when the escape velocity from the surface of the embryo, ves., exceeds the
local thermal speed of the disk’s gas. The nearby gas will always roughly
satisfy hydrostatic equilibrium and, as the mass of the core grows, so too
does the gas envelope around it. The mass in such an envelope is completely
determined (apart from the equation of state) by the pressure and temperature
at the outer boundary. This envelope has very important consequences:

First of all, the increased density around the embryo means that the aero-
dynamic gas drag the pebbles feel in the vicinity of the embryo also increases
and thus their stopping time drops. This is the same Weidenschilling effect
(Weidenschilling, 1977), which was so dreaded when the planetesimal accre-
tion hypothesis was the main scenario. Here instead of making planet growth
very complicated, the mechanism actually helps them grow faster—particle
velocities are damped and they feel relatively stronger effects of gravitational
attraction. However, this comes with a price—near planet gas dynamic be-
comes important and is in fact currently a very active research topic (e.g. Or-
mel et al., 2015b; Cimerman et al., 2017; Masset & Benitez-Llambay, 2016;
Xu et al., 2017; Fung et al., 2015; Lambrechts & Lega, 2017).

With typical dust opacities on the order of 0.1 — 1 cm? g~ !, disks with sur-
face densities similar to the Minimum Mass Solar Nebula (MMSN) (Hayashi,
1981) are optically thick in the vertical direction, since the MMSN nominally
has 1700 g/cm? at 1 AU. This means that the primordial atmosphere is nearly
adiabatic and can become very hot close to the surface of the protoplanet,
if the protoplanet is massive enough (e.g. 3000—4500 K close to the surface
of 1 Mg embryo, depending on the equation-of-state). This temperature is
much higher than the melting point of any solid, thus pebbles can evaporate.
Evaporation of solids and the resulting enrichment of the atmosphere with
heavy elements (e.g. Alibert 2017; Brouwers et al. 2017) is bound to play an
important role in chemical and physical evolution of primordial atmospheres.

The effective, dynamical boundary between the disk and the primordial at-
mosphere occurs at distances from the surface of the planetary embryo some-
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where in the range between the Hill radius and the canonical Bondi radius,

GM,
2 9
Ciso

Rg = (1.16)
In fluid dynamics, the Bondi radius actually has no particular dynamical sig-
nificance, other than being the radius where the pressure scale height of the
atmosphere becomes comparable to the distance from the embryo, and the
radius where Mach 1 gas speeds would become unbound.

1.3.2  Planet — Disk Interaction

Forming planets undergo gravitational interactions with their parent disks —
angular momentum and energy exchange, which leads to long term orbital
evolution of the planets. In 1979 Goldreich & Tremaine (1979); Lin & Papa-
loizou (1979) laid the groundwork for understanding this planet — disk inter-
action. Protoplanets exert a gravitational force onto the surrounding material,
and the force leads to a net torque at Lindblad resonances. Figure Fig. 1.1
shows a cartoon of the topology of the flow field. The streamlines (black ar-
rows) refer to the corotating frame with the planet (black circle). The corota-
tion region (dashed red circle) effectively splits the disk into two parts — the
inner region, where the gas rotates faster and the outer region, where the gas
has a lower Keplerian velocity. The corotating region is commonly referred to
as the horseshoe region. The Keplerian shear carries away these perturbations
in the form of density wakes. These wakes are not symmetric with respect to
the line connecting the planet and the central star and gravitational torques
are exerted on the planet. This causes the planet to lose or gain angular mo-
mentum, depending whether the leading or the trailing arm exerts more force.

Below, I will briefly summarize the effects of the disk — planet interaction.
The detailed physics of the gravitational interaction between a planet and
a surrounding gas disk is very subtle, and several important details remain
poorly understood (Kley & Crida, 2008; Kley et al., 2009; Paardekooper et al.,
2010, 2011; Benitez-Llambay et al., 2015), and to this date this remains an
active research field. There are a number comprehensive reviews of planet —
disk interaction (e.g. Kley & Nelson 2012; Baruteau & Masset 2013; Mordas-
ini et al. 2015) and undoubtedly more development will be done in coming
years.

TYPE I PLANET MIGRATION  occurs for low-mass planets whose inter-
action with the disk is weak and the disk structure is almost unperturbed with
a mild exception to the density wakes. These wakes usually have a few per-
cent difference in density with respect to the unperturbed background density
values. The local exchange of angular momentum between the planet and the
disk is negligible compared to the redistribution of angular momentum due
to disk viscosity. The planet remains fully embedded within the gas disk and
material is present at all resonant locations. Depending on a number of local
conditions, the planet can migrate either outward or inward. Under certain
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Figure 1.1: A cartoon, depicting the topology of the flow field, where the streamlines
refer to the corotating frame. The disk is split into an inner disk with
circulating streamlines, a horseshoe corotation region within the thick
curves, and an outer disk of circulating gas.

conditions, i.e. when a planet is forming in an isolated and strong pressure
trap, it doesn’t experience any headwind and torques may cancel out or be
very weak. Therefore, under such conditions planets may not experience sig-
nificant type I migration.

TYPE II PLANET MIGRATION  occurs for higher mass planets, whose
gravitational torques locally dominate angular momentum transport within
the disk. Gravitational torques from the planet repels disk gas away from the
orbit of the planet, and eventually the planet opens an annular gap within
which the disk surface density is reduced from its unperturbed value. This
happens when the Hill radius of the planet becomes larger than the scale
height of the disk. Then disk can be regarded as thin compared to the grav-
itational potential of the planet. Resonances close to the planet are severely
depleted of material and contribute little or nothing to the total torque. When
the gap is opened two outcomes are possible:

1. If the disk is massive enough, accretion continues and the planet is
simply pushed inward. The planet is effectively locked to the disk ac-
cretion. This push of the planet is deemed type II migration.

2. If the disk is not massive enough, the planet will not migrate, but the
inner disk will deplete.
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TYPE II1 RUNAWAY MIGRATION  can occur when the planet is already
experiencing the Type II migration. If the planet initially moves inward, some
inner disk material enters the horseshoe and consequently gets flung to the
outer orbit of the horseshoe by the planet. The planet loses angular momentum.
At the same time, some horseshoe material enters the outer disk, but does not
get flung back to the inner orbits of the horseshoe. This leads to a one-sided
asymmetric angular momentum transport from the planet to the disk, result-
ing in an inward push. The same thing, but the other way around, happens if
the planet initially moves outward.

1.3.3  Gas Retention and Fractionation in the Primordial Atmospheres

If the external pressure from the disk to the primordial atmosphere is reduced
(e.g. when the protoplanetary disk starts to dissipate), the mass of the atmo-
sphere will also get smaller. This implies that mass must be lost from such
atmospheres if / when the disk evolves to lower densities (Nordlund, 2011;
Schlichting et al., 2015; Ginzburg et al., 2016; Rubanenko et al., 2017). In
the extreme, where the primordial atmosphere remains perfectly adiabatic
(i.e. does not cool at all), as the disk dissipates the atmosphere would try to
maintain hydrostatic equilibrium, and would dissipate to the extent that nearly
all the atmosphere would be stripped away. However, gas can cool radiatively,
and as the gas cools the thermal velocity of the gas molecules decreases, and
the atmosphere shrinks to a size compatible with the lower temperature, thus
effectively shutting down the hydrodynamic escape mechanism (Nordlund,
2011). As the thermal velocity of the gas molecules becomes lower than the
thermal escape velocity, the effective Bondi radius (Eq. 1.16) increases. How-
ever, the squared thermal velocity of a gas molecule also scales inversely with
the mass of the molecule. This leads to two important conclusions:

1. The mass of the retained atmosphere strongly depends on the mass of
the core and the opacity of the gas and dust.

2. Lighter elements are lost easier than the heavy ones.

The first point means that a planet with a low opacity envelope would retain
much heavier atmosphere than an exactly the same mass planet, but with a
high opacity envelope. The second point indicates that lower mass planets
would preferentially lose lighter elements, while retaining the heavier ones
(e.g. Earth-mass planet, if not cooled fast enough, would lose H, and He, but
a fraction of N, CO would be retained), whereas larger mass planets could
retain also some of the lighter elements.

1.4 THE DIVERSITY OF PLANETARY SYSTEMS

To date there is 2950 confirmed exoplanets' and more than 2300 unconfirmed
planet-candidates. Figure 1.2 shows the mass distribution of all detected exo-

1 Based on exoplanets.org retrieved February 15, 2018
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Figure 1.2: Exoplanet mass distribution. Source: exoplanets.org

planets. The masses of confirmed exoplanets to date range from sub-Earth
(e.g. Jontof-Hutter et al. 2015; Gillon et al. 2017) to approximately 30 Jupiter
masses (e.g. Konopacky et al. 2016; Sahlmann et al. 2013), with orbital dis-
tances from parent stars ranging from 0.006 AU (e.g. Charpinet et al. 2011;
Smith et al. 2018 to 160 AU (e.g. Beust et al. 2014). They are found around
essentially all types of stars (different mass, metallicity), pulsars, even free-
floating — they seem to be everywhere and with a very wide range of phys-
ical and chemical qualities. Figure 1.3 demonstrates that even the same mass
planets can have a wide range of different radii, which indicates that they have
rather different atmospheric content. To our surprise, the majority of detected
exoplanets to date are of a type that we don’t have here in the Solar system
— gaseous, sub-10 Mg, gas dwarfs, super-Earths, and ice-dwarfs. If we had
had such planets in our system, perhaps planet formation theories would have
evolved differently.

This diversity of planets is not only natural, but arguably an unavoidable
consequence of the very diverse formation environments. First of all, stellar
hosts have a large variety of masses and metallicities, and although one can
generally expect that stars reflect their birthplaces (e.g. Andrews et al. 2013;
Ribas et al. 2015), even the same mass star can be formed in many different
ways, with formation times (and likely protoplanetary disk existence times)
that span at least an order of magnitude, and probably more (Padoan et al.,
2014; Kuffmeier et al., 2017).

1.4.1 The Regularity of Planetary Systems

Even though systems are so diverse, they display astonishing aspects of reg-
ularity: the transition between "types" of planets is smooth, with deviations
from different formation environments (2 Mg planet can be an ice dwarf with
a substantial atmosphere and therefore with an extended radius, and at the
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Figure 1.3: Exoplanet mass — radius distribution. Different curves represent different
composition, based on models. Source: NASA exoplanet atchive, https:
//exoplanetarchive.ipac.caltech.edu

same time 7 Mg might barely have and atmosphere). Multiple planet sys-
tems (e.g. Tuomi 2012; Vogt et al. 2015; Gillon et al. 2017) are usually rather
tightly packed, and do not show prominent indications of migration — only
about 2% of multi-planet systems show signs of planets being in or near mean
motion resonances (Fabrycky et al., 2014; Goldreich & Schlichting, 2014), al-
though there are possible explanations that involve perturbations and destruc-
tion of resonances (e.g. Goldreich & Schlichting 2014; Liu et al. 2017).

In any case, the large numbers of exoplanets indicate that the formation of
planets takes place via a very robust and simple mechanism — if the forma-
tion process would be very complicated and unlikely we would not be able
to see so many exoplanets. At the same time, the diversity of physical and
chemical properties of exoplanets indicate that many secondary effects exist,
which can alter the planet formation pathways, leading to an end “result” that
displays both systematic and stochastic properties.
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2.1 SHORT DESCRIPTION AND OBJECTIVES

The scientific method involves making hypotheses, deriving predictions from
them as logical consequences, carrying out experiments based on those pre-
dictions and then comparing the results to determine whether the original
hypothesis was correct. In astrophysics, relevant processes have an enormous
range of spatial and temporal scales — from galaxies, giant molecular clouds,
stars and planets to atomic-level processes defining the local thermodynam-
ics. Most, but not all, of these scales influence each other in some way. It
is, however, more efficient and sometimes necessary to separate them — an
orbit of a moon around a planet is in no way affected by the turbulent mo-
tions of a giant molecular cloud in a different part of the galaxy. Although we
can conduct experiments with gases and small dust particles here on Earth
(e.g., Blum & Wurm 2000; Giittler et al. 2010), we cannot form a planet
in a laboratory. Observations and laboratory measurements provide us with
important constraints, but they provide either only a two-dimensional pro-
jection of a four dimensional phenomena (time being the 4th dimension) or
sample only a very limited environment — meteoritic samples provide a great
deal of information about the formation history of the Solar System, but they
sample only the Solar System, whereas astronomical observations provide a
vast sample of stellar and planetary systems, albeit with limited temporal and
spatial resolution. Furthermore, many astrophysical problems simply cannot
be solved analytically and instead require numerical solutions, e.g., fluid dy-
namics. Luckily, in recent decades, the development of computational facilit-
ies enables us to simulate physical processes with unprecedented complexity,
with conditions moving ever closer to reality.

Many astrophysical problems, due to their intrinsic complexity, are simpli-
fied as much as possible, resulting in ‘academic experiments’ and, although
they can provide many physical insights, they can also have very little in
common with reality. With time, such experiments can be extended to in-
clude more complexity and realism. Sometimes, however, when this build-up
occurs over a long period of time, an important initial assumption is forgot-
ten. One such example is the way total internal partition functions and res-
ulting thermodynamic quantities are calculated. Herzberg (1950) indicated
that, for a particular temperature range (actually — in the vicinity of 1000K)
harmonic oscillator and rigid rotor approximations are sufficient to obtain
accurate enough partition functions. Somewhere along the way though, the
initial assumption of a ‘particular temperature range’ was forgotten and these
approximations were used arbitrarily and outside their range of validity. In
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some cases, by luck, this did not yield detectable errors, but, in general, the
error is indeed significant (Paper I).

As the available computing power has increased exponentially over time,
so too has the fidelity and complexity of astrophysical fluid simulations. These
simulations have consistently been at the limit of what is computationally pos-
sible. The algorithms and techniques used to exploit the available resources
have also increased in ingenuity and complexity over the years. As the next
step in High Performance Computing (HPC), ‘exa-scale’, is approaching, and
as currently available tools reach their limits (e.g. Dubey et al. 2014), my col-
laborators and I have developed the new, exa-scale ready DISPATCH frame-
work, which employs novel paradigms and techniques that can fully exploit
the upcoming generation of supercomputers (Paper II).

The DISPATCH framework was designed with the efficient simulation of
planet formation in mind. By having both very high spatial resolution and
dynamic range, we can accurately simulate gas dynamics close to planetary
embryos simultaneously with a significant fraction of the protoplanetary disk.
Other groups have shown that pebble accretion is a very efficient process (Or-
mel & Klahr, 2010; Lambrechts & Johansen, 2012; Morbidelli & Nesvorny,
2012; Lambrechts & Johansen, 2014), but many uncertainties remain — e.g.
how pebble accretion rates relate to disk surface densities, particle size and
their distribution in the disk. These uncertainties can be understood via hy-
drodynamical simulations which include particles that feel the effects of gas
drag (i.e. not just trace particles), are numerous enough and have a sufficiently
large size distribution to reduce the statistical noise significantly (paper III).

It has been clear for some time now that microphysical effects, such as
realistic opacities, realistic radiative energy transport or realistic equations
of state, contribute significantly to the uncertainties in planet formation de-
scribed above (e.g. Ormel 2014; Venturini et al. 2016 ). Unfortunately, in-
cluding even several of these effects was previously highly computationally
expensive. Now many groups start including them with a varying degree of
complexity and see the dramatic effects they make (e.g. D’ Angelo & Boden-
heimer 2013; Piso et al. 2015; Szuldgyi et al. 2016 and Paper IV).

2.2 PUBLICATIONS

This thesis consists of three papers, published (or submitted) in refereed journ-
als:

1. Popovas & Jgrgensen (2016): Partition functions. I. Improved partition
functions and thermodynamic quantities for normal, equilibrium, and
ortho and para molecular hydrogen

2. Nordlund et al. (2018): DISPATCH: A Numerical Simulation Frame-
work for the Exa-scale Era. I. Fundamentals

3. Popovas et al. (submitted): Pebble dynamics and accretion onto rocky
planets. I. Adiabatic and convective models
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The final and fourth paper consists of research which is ready to be submit-
ted, but is intentionally being held back until the third paper is close to be-
ing accepted for publication because it is a direct sequel to the third paper. I
have devoted a chapter in the second part of this thesis to each of the above
mentioned papers in the order by which they were published. The papers are
redacted to conform with the thesis layout — to enhance the readability of
figures and sub-figures, they are split and enlarged. The only modifications
to the text are related to the splitting of figures. Here, I briefly summarize the
main messages and outcomes of the papers.

2.2.1 Paper I: Partition functions. I. Improved partition functions and ther-
modynamic quantities for normal, equilibrium, and ortho and para
molecular hydrogen

The roots of this study lie in my Master’s thesis, “Stellar model atmospheres
of late stellar type stars”, where we accidentally noticed large discrepancies
in the total internal partition functions of various molecules found in the liter-
ature. Since molecular hydrogen is by far the most abundant molecule in the
Universe and plays a key role in most astrophysical processes, we conduc-
ted an in-depth analysis of the errors. After investigating the reasons for the
discrepancies, we described the various simplifications used to calculate parti-
tion functions and what error (not uncertainty) they introduce. Together with
a prescription for the currently most accurate way to calculate the partition
functions, we presented the total internal partition functions and thermody-
namic quantities for normal, equilibrium, ortho- and para-molecular hydro-
gen in the temperature range 1-20000K. In this work, we concluded that, for
most of the relevant astrophysical cases, it is strongly advised to not use sim-
plifications, such as the harmonic oscillator or rigid rotor approximations to
estimate accurate partition functions.

2.2.2  Paper Il: DISPATCH: A Numerical Simulation Framework for the Exa-
scale Era. I. Fundamentals

This paper presents a new, highly efficient computational framework that em-
ploys existing solvers adapted from other codes, but with a significant in-
crease in computational speed. It uses a dispatcher (hence one source for the
name) for task-based scheduling, local asynchronous time-stepping and DIS-
connected PATCHes (hence the other source for the name) and continuous
load balancing of tasks between nodes. The definition of a task is flexible, and
current possibilities include the solution of the equations of ideal magneto-
hydrodynamics, radiative transfer, particle motion, or even implementation of
particle-in-cell methods. Tasks are not required to be grid-based, but tasks that
are may use either Cartesian or orthogonal curvilinear meshes. Ake Nordlund
and Jon P. Ramsey are the main developers of the framework, whereas I de-
veloped the radiative energy transport module. This framework was designed
with efficient simulations of planet formation in mind, but with its efficient
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asynchronous time-stepping and parallel scalability, the dynamic range can
be extended to global disks, giant molecular clouds or even galaxies (while
still including planets at the highest level of refinement). DISPATCH is the
main tool I utilized for the research presented in this thesis.

2.2.3  Paper Ill: Pebble dynamics and accretion onto rocky planets. I. Adia-
batic and convective models

This paper presents a series of nested-grid, high-resolution hydrodynamic
computer simulations of gas and particle dynamics in the vicinity of Mars-
to Earth-mass planetary embryos. The simulations extend from the surface of
the embryos to a few vertical disk scale heights with a highest resolution close
to the embryo of ~3% of the embryo radius. Instead of using an unrealistic
‘softening’ of the gravitational potential, we used a ‘solid’ spherical bound-
ary. Using test simulations, we have ensured that our boundary conditions
remain stable over long periods of integration time and under rather extreme
conditions whilst remaining physically accurate.

In the simulations, we used up to 56 million particles with sizes ranging
from 10 um to 1 cm (i.e. dust to pebbles) and with a flat size distribution in
logarithmic size. The initial spatial distribution of macro-particles is chosen
to be proportional to the local gas density. Rather than having to make as-
sumptions about the particle settling, we instead analyse sub-populations of
our initial distribution, tagging and following, for example, only the particles
that initially reside within a given distance from the midplane. The motion of
the particles was followed, taking into account drag forces relative to the gas,
while feedback from the particle ensemble on the gas was neglected. We con-
firm that only a small fraction of all the pebbles that cross the Hill sphere are
accreted. The pebble accretion rates scale linearly with the size of the pebbles
and are, due to cancellation effects, nearly independent of disk surface dens-
ity if the dust-to-gas surface density ratio is constant. With the determined
accretion rates we estimated planet growth times for specified particle sizes.
For chondrule-size (0.3—1 mm) particles, the growth time from a small seed is
~1.5 million years for an Earth mass planet at 1 AU and ~1 million years for
a Mars mass planet at 1.5 AU. For larger size particles and for enhanced ratios
of dust-to-gas surface density, the estimates are correspondingly shorter. This
is an important finding, as it indicates that rocky planets in the Solar System
could have formed from an essentially chondrule-like particle distribution.

In some of the simulations, we accounted for the heating arising from the
accretion of solids onto the embryo, which releases a lot of potential energy
and is converted to heat via the friction force. The resolution of our simula-
tions was sufficient to resolve the convective motions of the gas. Although
convection significantly modifies the gas thermodynamics within ~40 radii
of the planet, it does not affect the particle accretion rates in any significant
manner.
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2.2.4  Paper IV: Pebble dynamics and accretion onto rocky planets. II. Ra-
diative models

In this letter, we continue to investigate the gas and pebble dynamics close to
planetary embryos. Unlike in paper III, here we consider only a single mass
embryo — 0.95 Mg, but instead consider the radiative energy transport in-
cluding realistic, albeit schematic, scattering. We find that radiative cooling
effects do not penetrate down to the very bottom of the atmosphere, where
convection is the dominant mechanism of energy transport. However, in re-
sponse to the tendency of cooling to increase the radial temperature gradient,
the amplitude of convective motions increase by nearly an order of a mag-
nitude near the embryo surface. This implies that planetary embryos embed-
ded in a protoplanetary disk can retain hot and hence relatively light atmo-
spheres throughout much of the evolution of the protoplanetary disk.

2.3 OWN CONTRIBUTIONS VERSUS CONTRIBUTIONS OF COLLAB-
ORATORS

This section states my own contribution to the papers and the contributions of
the co-authors, respectively.

PAPER I  All data collection from the literature and analysis was carried
out by myself. I made all of the figures and tables in the paper. The initial
draft of the paper was written by myself and then all the aspects of the text
as well as formulation of conclusions were discussed in detail and edited by
both authors.

PAPER II  The paper was primarily written by Ake Nordlund and Jon P.
Ramsey. I was the main developer of the radiative energy transport package
and I wrote the corresponding sections in the paper including the presented
“shadow” benchmark. The “shadow” benchmark itself was set up and run
together with Jon P. Ramsey.

PAPER IIT  All the simulations were carried out by myself. The initial and
boundary conditions were set up through close collaboration of all of the au-
thors. The data post-processing and analysis, which included writing the data
analysis tools from scratch, was performed by all of the authors. I enabled the
reading of DISPATCHoutput by the YT project for analysis and visualisation
(Turk et al., 2011). I made all the figures and tables, except for the Hammer
projection plots, which were created by Jon P. Ramsey. I wrote the initial draft
of the manuscript, which was later was edited by all authors.

PAPER IV  All the simulations were carried out by myself. The formulae
for the radiative energy transport were set up together with Ake Nordlund.
The data post-processing and analysis was done by all the authors. I made the
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figures and wrote a large fraction of the text, which was later edited by all
authors.
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Hydrogen is the most abundant molecule in the Universe. Its thermody-
namic quantities dominate the physical conditions in molecular clouds, pro-
toplanetary disks, etc. It is also of high interest in plasma physics. Therefore
thermodynamic data for molecular hydrogen have to be as accurate as pos-
sible in a wide temperature range. We here rigorously show the shortcomings
of various simplifications that are used to calculate the total internal parti-
tion function. These shortcomings can lead to errors of up to 40 percent or
more in the estimated partition function. These errors carry on to calculations
of thermodynamic quantities. Therefore a more complicated approach has to
be taken. Seven possible simplifications of various complexity are described,
together with advantages and disadvantages of direct summation of experi-
mental values. These were compared to what we consider the most accurate
and most complete treatment (case 8). Dunham coefficients were determined
from experimental and theoretical energy levels of a number of electronic-
ally excited states of Hp. Both equilibrium and normal hydrogen was taken
into consideration. Various shortcomings in existing calculations are demon-
strated, and the reasons for them are explained. New partition functions for
equilibrium, normal, and ortho and para hydrogen are calculated and ther-
modynamic quantities are reported for the temperature range 1 - 20000 K.
Our results are compared to previous estimates in the literature. The calcula-
tions are not limited to the ground electronic state, but include all bound and
quasi-bound levels of excited electronic states. Dunham coefficients of these
states of H; are also reported. For most of the relevant astrophysical cases it
is strongly advised to avoid using simplifications, such as a harmonic oscil-
lator and rigid rotor or ad hoc summation limits of the eigenstates to estimate
accurate partition functions and to be particularly careful when using poly-
nomial fits to the computed values. Reported internal partition functions and
thermodynamic quantities in the present work are shown to be more accurate
than previously available data.
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3.1 INTRODUCTION

The total internal partition function, Qy, (T'), is used to determine how atoms
and molecules in thermodynamic equilibrium are distributed among the vari-
ous energy states at particular temperatures. It is the statistical sum over all the
Boltzmann factors for all the bound levels. If the particle is not isolated, there
is an occupation probability between 0 and 1 for each level depending on in-
teractions with its neighbours. Together with other thermodynamic quantities,
partition functions are used in many astrophysical problems, including equa-
tion of state, radiative transfer, dissociation equilibrium, evaluating line in-
tensities from spectra, and correction of line intensities to temperatures other
than given in standard atlases. Owing to the importance of Oy, (T'), a number
of studies were conducted throughout the past several decades to obtain more
accurate values and present them in a convenient way. It is essential that a
standard coherent set of Oy, (T') is being used for any meaningful astrophys-
ical conclusions from calculations of different atmospheric models and their
comparisons.

Unfortunately, today we face a completely different situation. We have
noted that most studies give more or less different results, sometimes the dif-
ferences are small, but sometimes they are quite dramatic, for instance when
different studies used different conventions to treat nuclear spin states (and
later do not strictly specify these) or different approximations, cut-offs, etc.
Furthermore, different methods of calculating the O, (7) are implemented
in different codes, and it is not always clear which methods in particular are
used. Naturally, differences in Q,O,(T) values and hence in their derivatives
(internal energy, specific heat, entropy, free energy) result in differences in
the physical structure of computed model atmosphere even when line lists
and input physical quantities (e.g. 7. s, logg, and metallicities) are identical.

In the subsequent sections we review how Qy,(T') is calculated, comment
on which simplifications, approximations, and constraints are used in a num-
ber of studies, and show how they compare to each other. We also argue
against using molecular constants to calculate the partition functions. The
molecular constants are rooted in the semi-classical idea that the vibrational-

rotational eigenvalues can be expressed in terms of a modified classical oscillator-

rotor analogue. This erroneous concept has severe challenges at the highest
energy levels that are not avoided by instead making a simple summation of
experimentally determined energy levels, simply due to the necessity of nam-
ing the experimental levels by use of assigned quantum numbers. Instead,
we report Dunham (1932) coefficients for the ground electronic state and a
number of excited electronic states, as well as resulting partition functions
and thermodynamic quantities. The Dunham coefficients are not rooted in
the classical picture, but still use quantum number assignments of the energy
levels, and this approach is also bound to the same challenges of defining the
upper energy levels in the summation, as is the summation using molecular
constants (and/or pure experimental data). No published studies have solved
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this challenge yet, but we quantify the uncertainty it implies on the resulting
values of the chemical equilibrium partition function.

3.2 ENERGY LEVELS AND DEGENERACIES

In the Born-Oppenheimer approximation (Born & Oppenheimer, 1927) it is
assumed that the rotational energies are independent of the vibrational en-
ergies, and the latter are independent of the electronic energies. Then the
partition function can be written as the product of separate contributors - the
external (i.e. translational) partition function, and the rotational, vibrational,
and electronic partition functions.

3.2.1 Translational partition function

The Qy, can be expressed analytically as

 NkgT

Qr=—73p 3.1

where

| 2mh?

and N is the number of particles, kp is Boltzmann’s constant, P is the pressure,
and m the mass of the particle. The rest of this section considers the internal

parta Qint-
3.2.2 Vibrational energies

The energy levels of the harmonic oscillator (HO)

E(v) = <v + ;) ho (3.3)

depend on the integer vibrational quantum number v =0, 1,2, ... These energy
levels are equally spaced by

AE = ho. (3.4)

The frequency @ = ﬁ v/k/ 1 depends on the constant k, which is the force
constant of the oscillator, and u, the reduced mass of the molecule. The lowest
vibrational level is E = %ha). The harmonic oscillator potential approximates
a real diatomic molecule potential well enough in the vicinity of the potential
minimum at R = R,, where R is the internuclear distance and R, is the equi-
librium bond distance, but it deviates increasingly for larger |R — R, |. A better
approximation is a Morse potential,

2
Epo(R) = Ep [1 - e7e® )], (3.5)

31



32

PAPER I

where E is the dissociation energy of the rigid molecule. The experimentally
determined dissociation energy Ej,”, where the molecule is dissociated from
its lowest vibration level, has to be distinguished from the binding energy Ep
of the potential well, which is measured from the minimum of the potential.
The difference is E,;” = Eg — 1. The energy eigenvalues are

2.2 2
E(v) =ho <V+ ;) - };};’ (V+ ;) (3.6)
D

with energy separations

AE(V) = E(v+1) — E(v) = ho [1_”“’(v+1)}. 3.7)
2Ep

When using a Morse potential, the vibrational levels are clearly no longer

equidistant: the separations between the adjacent levels decrease with increas-

ing vibrational quantum number v, in agreement with experimental observa-

tions. In astrophysical applications these energies are commonly expressed

in term-values G(v) = E(v) /hc, and the vibrational energies in the harmonic
case are then given as

G(v) = m (v—l—;), (3.8)

and in the anharmonic case are given (when second-order truncation is as-
sumed) as

G(v) = <+1> <+1>2 3.9
V)= (vig ) moxe (V3 ) (3.9

where @, = € is the harmonic wave number, ®.x, = fgl’;d = (0624% is the
anharmonicity term, and @ = a+/2Ep/ is the vibrational frequency. We
remark that literally, only @ is a frequency (measured in s~!), while @, is
a wave number (measured in cm™!), but in the literature o, is commonly
erroneously called a frequency any way. In the harmonic approximation, the
Boltzmann factor (i.e. the relative population of the energy levels) can be

summed analytically from v =0 to v = o (Herzberg, 1945),

oo

Qv ~ Z e*hcwg(V#’%)/kBT — (1 _efhca)e/kBT>71. (310)
v=0

3.2.3 Rotational energies
In the rigid rotor approximation (RRA), a diatomic molecule can rotate around
any axis through the centre of mass with an angular velocity @,. Its rotation

energy is

Jo? == (.11
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here I = iR is the moment of inertia of the molecule with respect to the rota-
tional axis and |J| = [, is its rotational angular momentum. In the simplest
quantum mechanical approximation, the square of the classical angular mo-
mentum is substituted by J(J + 1),

J)? = J(J+1)r? (3.12)

and the rotational quantum number J can take only discrete values. The rota-
tional energies of a molecule in its equilibrium position are therefore repres-
ented by a series of discrete values

I+ )R

E() == (3.13)

and the energy separation between adjacent rotational levels

J+ 1)
AE(J)=E(J+1)—E(J) = (+21) (3.14)
is increasing linearly with J. Rotational term-values are
J(J+1)h?
(/) =, J(I+1), (3.15)
where
h2
= 1
© 8m2cl (3.16)

is the main rotational molecular constant and F (J) is measured in the same
units as G(v), that is, cm~!. A mathematical advantage (but physically erro-
neous) of Eq. 3.15 is that the rotational partition function Q,, can be calcu-
lated analytically,
Oror & /(2J+ 1) heBIUHD/KT g — KT (3.17)
rot ~ hCBe ’ ’

A slightly more general approximation would be a non-rigid rotor. In this
case, when the molecule rotates, the centrifugal force, F, = /.La)iR ~ /.La)iRe,
acts on the atoms and the internuclear distance widens to a value R that is
longer than R,, and then the rotation energies are expressed as

JU+DR*  PI+1)4

E ~
<J) 21 ZkquS ’

(3.18)

where k = 47> a)ic2 U is the restoring force constant in a harmonic oscillator
approximation, introduced above.

For a given value of the rotational quantum number J the centrifugal widen-
ing makes the moment of inertia larger and therefore the rotational energy
lower, as expressed in Eq. (3.18). This effect compensates for the increase
in potential energy. Using term-values, a centrifugal distortion constant D, is
introduced into Eq. (3.15), yielding

F(J)=BJ(J+1) = DJ*(J 4+ 1) (3.19)
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It is often assumed that two terms are enough to have a good approxima-
tion and that more terms only give a negligible effect on the partition function.
Unfortunately, this is rarely the case. When higher vibrational and rotational
states are taken into consideration, as we show in the subsequent sections,
higher order terms must be used. The rotational partition function Q,,; can
be computed in the same way as the vibrational partition function. However,
there are 2/ + 1 independent ways the rotational axis can orient itself in space
with the same given energy. Furthermore, a symmetry factor, o, has to be ad-
ded as well if no full treatment of the nuclear spin degeneracy is included. In
this case, oppositely oriented homonuclear molecules are indistinguishable,
and half of their 2J 4 1 states are absent. Hence o is 2 for homonuclear mo-
lecules and unity for heteronuclear molecules, and this leads to half as many
states in homonuclear molecules as in corresponding heteronuclear moleculs,
such that Eq. (3.17) becomes

kT

o = . 3.20
Qrot o heB, (3.20)

In the full spin-split degeneracy treatment for homonuclear molecules, the
degeneracy factor is given by

gn=(281+1)(28+1) (3.21)

for the possible orientations of the nuclear spins S; and S;. For the two nuc-
lei, each with spin S, there are S(2S+ 1) antisymmetric spin states and (S +
1)(2S + 1) symmetric ones. For diatomic molecules, composed of identical
Fermi nuclei!, the spin-split degeneracy for even and odd J states are

Gneven = [(2S+1)2+ (25 +1)]/2, (3.22)

Snodd = [(25+ 1) — (25 +1)]/2

respectively. The normalisation factor for g, is 1/(2S + 1)2. For identical
Bose nuclei?, the spin-split degeneracy for even and odd J states are opposite
to what they are for Fermi systems.

3.2.4 Interaction between vibration and rotation

Interaction between vibrational and rotational motion can be allowed by using
a different value of By for each vibrational level:

1
By=B.— (vt 3). (3.23)

where @, is the rotation-vibration interaction constant.
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3.2.5 Electronic energies

The excited electronic energy levels typically are at much higher energies than
the pure vibrational and rotational energy levels. For molecules they therefore
contribute only a fraction to the partition function. Bohn & Wolf (1984) points
out that for molecules the electronic state typically is non-degenerate because
the electronic energy is typically higher than the dissociation energy, so that
Q. = 1. Although this is the case for most molecules, others do have degener-
ate states, therefore Q,; is sometimes fully calculated nonetheless. Naturally,
molecules can and do occupy excited electronic states, as many experiments
show. The electronic partition function is expressed as

Qu =Y @e /M7 (3.24)

where @, = (2 — 804 )(25+ 1) is the electronic statistical weight, where J; ;
is the Kronecker delta symbol, which is 1 if A = 0 and O otherwise.

3.2.6 Vibrational and rotational energy cut-offs and the basic concept of
quantum numbers

If the semi-classical approach to the very high eigenstates (where this ap-
proximation has already lost its validity) is maintained by assigning v and J
quantum numbers either as reached from the Morse potential (Eq. (3.7)) or
from introducing second-order terms (as is most common), then the absurdity
in the approach becomes more and more obvious. In Herzberg’s pragmatic in-
terpretation (Herzberg, 1950, p. 99-102) the classical theory is applied until
the dissociation energy is reached (which for H, corresponds to v = 14), and
then v values are disregarded above this. Other authors have not always been
happy with this interpretation, however, and insisted on including v values
well above the dissociation energy to a somewhat arbitrary maximum level,
which affects the value of the partition function substantially at high temper-
atures. In the Morse potential (Eq. (3.7)) the vibrational eigenstates can in
principle be counted up to v quantum numbers corresponding to approxim-
ately twice the dissociation energy, and for even higher v quantum numbers,
the vibrational energy becomes a decreasing function of the increasing v num-
ber:

hw
AE(v) =ho [1 ——(v+ 1)} <0, (3.25)
2Ep
solving for v where AE (v) first becomes lower than or equal to 0, we obtain
2Ep —ho
Vinax = D;T (3.26)

The next level, v,,,x + 1, would produce zero or even negative energy addition.
To solve this failure, more terms are needed to better approximate the real
potential. Expressing v, in vibrational term molecular constants, we obtain

2Ep—hwo QSCED o
ho ¢ 2h@®>  20,x,

~1. (3.27)

Vinax =
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Vmax 18 sometimes used as a cut-off level for summation of vibrational ener-
gies (e.g. [rwin 1987).

The classical non-rigid rotor approximation, Eq. (3.19) also shows that the
energy between adjacent levels decreases with increasing J, thus writing Eq.
(3.19) for J and J + 1 states and making the difference between eigenstates
equal to zero,

B,(J+1)(J+2) =D (J+1)*(J+2)* =B J(J+1)+DJ*(J+1)* =0,

(3.28)
and solving for J, we obtain the maximum rotational number,
2v/B., —2+/D
_ V2VB.~2VD, (3.29)

Jmax - 2 \/E

The summation over rotational energies is commonly cut-off at some arbit-
rary rotational level or is approximated by an integral from O to co. When
examining the literature, we did not note this J,,,, expression. As with the
non-harmonic oscillator, adding more terms to the non-rigid rotor approxim-
ation would give a better approximation. Now it is possible to measure more
terms (@yey, @.e, ... for vibrational levels, H, for rotational levels). Although
they are important for high-temperature molecular line lists and partition func-
tions, they are often calculated only from energy levels measured in the vicin-
ity of the bottom of the potential well. For higher v and J values, the resulting
energies can therefore still deviate from experimentally determined energy
term values. Furthermore, the whole concept of quantum numbers v and J
and associated degeneracies etc. of course relates to the classical approxima-
tions in quantum theory, which breaks down at energies far from the validity
of a description of the molecule as a rotating system of some kind of isolated
atoms bound to one another by some kind of virtual spring. This shows that
there is an unclear limit beyond which it is no longer meaningful to continue
adding higher order terms to expand the simple quantum number concept to
fit the highest measured energy levels. At these highest levels there is noth-
ing other than the mathematical wavefunction itself that represent reality in a
meaningful way.

Given these limitations in defining the uppermost levels in a meaningful
way within the semi-classical quantum mechanics, the question is whether
in the end it is not more accurate to use only experimental energy levels in
the construction of the partition function. However, exactly for the uppermost
levels there is no such concept as experimentally determined energy levels
summed to a partition function. The first problem is the practical one that for
no molecule all the levels have been measured. For any missing level an as-
sumption has to be applied, which could be to exclude the level in the summa-
tion, to make a linear fit of its energy between the surrounding measured en-
ergy levels, or to construct some type of polynomial fit from which to determ-
ine the missing levels, which would then be based on a choice of harmonic
or anharmonic and rigid or non-rigid rotor or other polynomial fits. Another
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practical limitation is that experimentally, energy levels beyond the molecu-
lar dissociation energy would be seen. These levels can either give rise to a
photo-dissociation of the molecule or relax back into a bound state, each with
a certain probability. To construct a meaningful partition function, it would
therefore at best have to be both temperature and pressure dependent, tak-
ing into account the timescales for molecular dissociation and recombination.
An even more fundamental problem in defining a partition function based
on experimental data is that each observed energy level has to be “named”.
This naming is done by assigning a quantum number, which associates the
measurements to a chosen semi-classical theory, however, and the quantum
numbers associated with the state determines the degeneracy that the summa-
tion in the partition function will be multiplied with. This dilemma becomes
perhaps more clear for slightly larger molecules than H, where the degener-
acy of the bending mode is multiplied directly into the partition function, but
is a non-trivial function of the assigned vibrational quantum number of the
state (Sgrensen & Jgrgensen, 1993), while at the same time quantum mechan-
ical ab initio calculations show that the wavefunction of the uppermost states
can only be expressed as a superposition of several wavefunctions that are ex-
pressed by each their set of quantum numbers (Jorgensen et al., 1985), such
that there is no “correct” assignment of the degeneracy factor that goes into
the “experimental” partition function. There have been various ways in the
literature to circumvent this problem. The most common is to ignore it. In
some cases (e.g. Irwin 1987 and Kurucz 1987) it was chosen to first com-
plement the “experimental” values with interpolation between the measured
values and then add extrapolated values above the dissociation energy (ignor-
ing the pressure dependence) based on polynomial fits to the lower levels,
with a cut-off of the added levels determined by where the order of the fit
caused energy increments of further states to become negative (determined
e.g. from Egs. (3.26) and (3.29)). For low temperatures these inconsistencies
have no practical implication because the somewhat arbitrarily added eigen-
states do not contribute to the final partition function within the noise level.
For higher temperatures, however, the uncertainty due to the inconsistency of
how to add energy levels above the dissociation energy becomes larger than
the uncertainty in using a polynomial fit, rather than the actually computed
values, as illustrated in Fig. 3.1. Realising that strictly speaking there is no
such concept as an experimentally summed partition function, and there is no
“correct” upper level, we decided for a hybrid model, where the uppermost
energy level in our summations are the minimum of the last level before the
dissociation energy and the level where the energy increments become negat-
ive according to Egs. (3.39) and (3.40), see case 8 in the next section for more
details. For high temperatures this approach will give results in between the
results that would be obtained by a cut at the dissociation energy of the ground
electronic state and an upper level determined by Eqs. (3.39) and (3.40), or
a more experimentally inspired upper level (black curve), as is illustrated in
Fig. 3.1. The difference between the three methods (upper cuts) is an illustra-
tion of the unavoidable uncertainty in the way the partition functions can be
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Figure 3.1: Difference between different methods used to stop the summation (upper
cuts) of the partition function. Different cut-offs are compared to the par-
tition function obtained from case 8 (see text for more details), which is
the zero line. The curve marked “experimental ““ data is derived by sum-
ming the Boltzmann factor of experimental data for the ground state used
in Kurucz (1987)3. The blue curve is is the summation for the ground
electronic state summed to Dy only. The red curve is the corresponding
summation of energy levels of the three lowest electronic states based
on Dunham coefficients and with a cut-off according to Egs. (3.39) and
(3.40).

calculated today. In the future, computers may be powerful enough to make
sufficiently accurate ab initio calculations of these uppermost energy levels
(but today the upper part of the ab initio energy surface is most often fitted to
the experiments rather than representing numerical results).

There are no restrictions on the number of energy eigenstates available for
an isolated molecule before dissociation. However, the physical conditions of
a thermodynamic system impose restrictions on the number of possible en-
ergy levels through the mean internal energy Cardona et al. (2005); Vardya
(1965). A molecule in a thermodynamic system is subjected to the interac-
tion with other molecules through collisions and with the background energy
that permeates the system, making the number of energy states available de-
pendent on the physical conditions of the system. From a geometric point of
view, in a thermodynamic system with total number density of particles N, the
volume occupied by each molecule considering that the volume is cubic and
of side L, is L3 = 1/N. This imposes a maximum size that the molecule may
have without invading the space of other molecules, and therefore the number

3 listed at http://kurucz.harvard.edu/molecules/h2/eleroyh2.dat



3.3 SIMPLIFICATIONS USED IN OTHER STUDIES

of states becomes finite. From a physical point of view, the number of energy
states of the molecules is delimited by the interactions with the rest of the
system since the energy state above the last one becomes dissociated by the
mean background thermal energy of the system under study. Hence the max-
imum number of states available for a particle is dependent on the properties
of the surrounding system. Cardona & Corona-Galindo (2013) have shown
that in a dense medium (N > 10?! cm™3) interaction between molecules and
their surroundings starts to become important and that the physical approach
dominates the geometrical one. They also derived equations for the maximum
vibrational and rotational levels in such conditions, assuming the rigid rotor
approximation.

3.3 SIMPLIFICATIONS USED IN OTHER STUDIES

In this section we briefly review the simplifications in calculating Q;,, that
have been used and how they compare to each other.

3.3.1 Casel.

This is the simplest case that is often given in textbooks: a simple product of
harmonic oscillator approximation (HOA) and RRA, respectively summed and
integrated to infinity, assuming Born-Oppenheimer approximation without in-
teraction between vibration and rotation, and assuming that only the ground
electronic state is present. Q;,, then becomes a simple product of Egs. (3.10)
and (3.27):

T 1

s 3.30
0B, 1—exp(—cr0,/T) (3.30)

Qint =

where ¢» = hc/ kg is the second radiation constant.

3.3.2 Case 2.

This time, HOA is dropped. Viay is evaluated by Eq. (3.26)*, only ground
electronic state and no upper energy limit are assumed:

2

Q' — exp |:7 (we,l B DX | >}
" T\ 2 4

T Vi o lvil) o Ll 2
ex f— \'% - | — X \'% -
geB, =P TR\ Ty ) TR VT

where the first term refers to the lowest vibrational level of the ground state
instead of the bottom of the potential well.

(3.31)

s

4 Which has no physical meaning
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3.3.3 Case 3.

This is the same as case 2, but this time B, in Eq. 3.31 is replaced by B
obtained by Eq. (3.23) (i.e. the Born-Oppenheimer approximation is aban-
doned):

Q‘ — ex |: (wel _ COexe,l >}
i =P T\ 4
1

exp | = V4= | —@exe | V+ = .
=)0 2By p T ° 2 e 2

3.3.4 CaseA4.

(3.32)

This is the same as case 3, but this time an arbitrary energy truncation for the
vibrational energy is added. The most commonly used (Tatum, 1966; Sauval
& Tatum, 1984; Rossi et al., 1985; Gamache et al., 1990; Goorvitch, 1994;
Gamache et al., 2000; Fischer et al., 2003) value is 40000 cm ™!

@1 wexe,l )}

Qins = EXP[T ( 2 4

Vmux:4(§)0 Cm71 T CZ o + 1 o + 1 2 (333)
exp | = V+ = | —@ux. [ V+ = .
0 o By Pl 2 e 2
3.3.5 Case 5.
In this case, excited electronic states are added,
Q' — eox |:072 (we,l _ wexe,l )]
it =P 7\ 4
(3.34)

’

o = OaczB

fu% a)T Cza) V+1 — X, V+1 2+T
T e 2 eve 2 e

where T, jqx = 40000 cm™!

3.3.6 Case6.

This case provides the full treatment: we finally drop the RRA. As in cases
3 - 5, this case also fully abandons the Born-Oppenheimer approximation
because electronic and vibrational and rotational states are interacting and
depend on one another. Different vibrational and rotational molecular con-
stants are used for the different electronic levels. Furthermore, the arbitrary
truncation is dropped and the real molecular dissociation energy, Dy, is used
for the ground state. In principle, molecules can occupy eigenstates above
the dissociation energy, but they are not stable and dissociate almost instantly
or relax to lower states below the dissociation level. Since the timescale for
dissociation is usually shorter than for relaxation, molecules tend to dissoci-
ate rather than relax. Furthermore, a pre-dissociation state is usually present
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for molecules, where no eigenstates can be distinguished and a continuum
of energies is present. This regime is beyond the scope of this work. For ex-
cited electronic states the ionisation energy is used instead of the dissociation
energy. The equation for the full treatment takes the form

@1 wexe,l )}

Q‘”"””[T( 2 4

(3.35)

e max Vmax max

Y Y Zwe (27+1) exp[ (T, +GV+F,)}

e=0 v=0J=

where G, is calculated as in Eq. (3.9), F; =B, J(J+1) — DVJ2 (J+1)2, where
By is calculated as in Eq. (3.23), and Dy = D, — B,(v+ 5 ) v.max 18 the term
energy of the highest excited electronic state and is taken into account. For
each electronic state the v and J quantum numbers are summed to a maximum
value that corresponds to the dissociation energy of that particular electronic
state.

3.3.7 Case?7.

For homonuclear molecules, nuclear spin-split degeneracy must also be taken
into account. In this case, the form of the equation is

Q‘ = exp |: (we] _ wexe,l>}
e T\ 2 4
emax Vimax Jmax

Y Y s 2]—|—1)exp[ (T, + G, +F,)]
e=0v=0J=0 T

(3.36)

where g, is calculated as in Eq. (3.22).

3.3.8 Case 8.

This is the most accurate model we present here. Although cases 6 and 7 give
reasonable results, they are still not sufficient at high temperatures. Molecu-
lar constants are conceptually rooted in classical mechanics (such as force
constants of a spring and centrifugal distortion), and most often they are eval-
uated only from lower parts of the potential well and represent higher states
poorly. For this reason it is more accurate to use a Dunham polynomial (Dun-
ham, 1932) to evaluate energy levels,

Umayx, kmax

Toun = ikZ:‘,O Ya(v+ = )( T+ 1)K, (3.37)

where Yj;, are Dunham polynomial fitting constants. These constants are not
exactly related to classical mechanical concepts, such as bond lengths and
force constants, and as such represent one step further into modern quantum
mechanics. The lower order constants have values very close to the corres-
ponding classical mechanics analogue constants used in cases 1-7, with the
largest deviations occurring for H, and hydrides (Herzberg, 1950, p. 109). For
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example, the differences between the molecular constants of Hy X 1s o state
(taken from Pagano et al. 2009) and the corresponding Dunham coefficients,
obtained in this work, are 0.12% for w, and Y¢, 3% for w.x. and Y»q, 72%
for w,y. and Y39, 0.015% for B, and Y1, 1.8% for «, and Y;, 5.9% for 7,
and Y21, 0.25% for D, and Yy, 40% for B, and Y;, etc. Dunham polyno-
mial constants used together as a whole represent all experimental data more
accurate than the classical picture in cases 1-7°. Results from Eq. (3.37) are
then summed to obtain Q;,,:

Cmax>Vmax»J)
max>Y max-Jy max 1
Qim =Y, we(21+1)§[(zs+1)2
v (3.38)

—c
(1P 1 )exp | ST
In this case, vihax and Jy,,, are evaluated numerically, defined as the first v
or J, where AE < 0 (as in case 2, but now based on less biased coefficients),

with AE given as
+ 3’ + Ly’
) )

Umax

AE(v) =) Yo <0, (3.39)
i=1

for v,,qx, and

imax-Kmax i
AE(J) = Yix <v+;> {(J+1)"(J+2)"—J"(J+1)"} <0 (3.40)

3.4 THERMODYNAMIC PROPERTIES

From Qy,; and its first and second derivatives we calculate thermodynamic
properties. For O, (Eq. 3.1) we assume 1 mol of ideal-gas molecules, N = Ny,
Avogadro’s number. The ideal-gas standard-state pressure (SSP) is taken to be
p° = 1 bar and the molecular mass is given in amu. The internal contribution
Ejy to the thermodynamic energy, the internal energy U — H (0), the enthalpy
H —H(0), the entropy S, the constant-pressure specific heat C,, the constant-
volume specific heat C,, the Gibbs free energy G — H(0), and the adiabatic
index 7y are obtained respectively from

2InQ;
Eyy = RT? ot 3.41
3
U—H(0) = E + 5RT (3.42)

5 In most cases the estimated energies from Dunham polynomials differ by less than 1 cm™!

from experimentally determined energies. For high energies they can, however, sometimes
differ by up to 20 cm ™.
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H—H(0) = Ey + 2RT (3.43)

S=RinQu + 2L (aQ"”> (3.44)
Orx \ 9T

C,=R [2T <8lg%'”’> +72 (a?Ttaﬂ T %R (3.45)

C, = 35;” + %R (3.46)

G—H(0) = —RT InQypr +RT (3.47)

y= m. (3.48)

3.5 ORTO/PARA RATIO OF MOLECULAR HYDROGEN

In addition to equilibrium hydrogen, we also calculate the normal hydrogen
following the paradigm of Colonna et al. (2012). In this case, ortho-hydrogen
and para-hydrogen are not in equilibrium, but act as separate species. This
aspect is particularly important for simulations of protoplanetary disks. The
equilibrium timescale is short enough (300 yr) that the ortho/para ratio (OPR)
can thermalise in the lifetime of a disk, but the equilibrium timescale is longer
than the dynamical timescale inside about 40 AU (Boley et al., 2007). In case
of normal hydrogen, ortho and para states have to be treated separately. Then
Eq. (3.38) is split into two, one for para states:

€max>Vmax ’] max

—c
ara — e (2 + 1 Tpun | » 34
0y Y o +)exp{T D} (3.49)

e,ViJeven

and one for orhto states:

€maxsVmax~Imax
—C
Qortho - Z we(z-] + 1)€Xp |:T2(TDun — 8()01):| . (350)
e.VJodd

We note that weights for nuclear spin-split are omitted. The partition func-
tion for ortho-hydrogen is (as opposed to Q) referred to the first excited
rotational level (/ = 1) of the ground electronic state in its ground vibrational
level. €yo; can be considered as the formation energy of the ortho-hydrogen
(Colonna et al., 2012). Qjy is then (Colonna et al., 2012)

Q%)trm = ( para)gp(Qortho)gUa (351)
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where g, and g, are the statistical weights of the ortho and para configura-
tions, 0.25 and 0.75, respectively. Moreover, the OPR is not necessarily either
3 or in equilibrium, but can be a time-dependant variable. The last consider-
ation is beyond the scope of this work, therefore we do not discuss different
ratios and assume that there are only two possibilities: either Hj is in equilib-
rium or not.

3.6 RESULTS AND COMPARISON

We finally are ready to compare these different approaches. We here focus
on H», but we plan to apply the theory given above to other molecules in a
forthcoming paper. Since Q;,, varies with several orders of magnitude as a
function of temperature, we normalised the differences to case 8 : W
where X is the case number.

Molecular constants for cases 1-7 were taken from the NIST® database,
summarised in Pagano et al. (2009). Dy = 36118.0696 cm~! (Piszczatowski
et al., 2009). Experimental and theoretical data for molecular hydrogen for
case 8 was taken from a number of sources that are summarised in Table 3.1.
Theoretical calculations were used only when observational data were incom-
plete. For every electronic state, coefficients were fitted to all v —J configur-
ations simultaneously using a weighted Levenberg-Marquardt (Transtrum &
Sethna, 2012) algorithm and giving lower weights to theoretical data.

3.6.1 Determination of Dunham coefficients and evaluation of their accur-
acy

In this subsection we show how estimated energies from our Dunham coeffi-
cients for particular e, v,J configurations compare to those estimated from mo-
lecular constants and to experimental data. For simplicity we will here discuss
only two electronic (X 1so, D 3 pr)’ and vibrational (v =0 and 10) configura-
tions of molecular hydrogen. Additionally, for the X 1s o state we show Dun-
ham coefficients from Dabrowski (1984) and Irwin (1987). For Dabrowski
(1984) signs had to be inverted for the Yy, Yo4, Y12, Y14 , and Y2, coefficients
so that they would correctly follow the convention presented in Eq. (3.37).
The comparison for X 1s o state is shown in Fig. 3.2 and for D 3p7 state in
Fig. 3.3. The top panels show vibrational energies of both states, middle pan-
els show energy levels of the v = 0 vibrational state, and bottom panels show
energy levels of the v = 10 vibrational state. Experimental data are shown as
black dots, red curves represent calculations of this work, green curves calcu-
lations from molecular constants, blue and cyan calculations using Dunham

K.P. Huber and G. Herzberg, "Constants of Diatomic Molecules" (data prepared by J.W. Galla-
gher and R.D. Johnson, IIT) in NIST Chemistry WebBook, NIST Standard Reference Database
Number 69, Eds. P.J. Linstrom and W.G. Mallard, National Institute of Standards and Techno-
logy, Gaithersburg MD, 20899, http://webbook.nist.gov, (retrieved July 19, 2014).

These states have a sufficiently large amount of molecular constants determined. Most other
states have only few to no molecular constants determined, thus comparing them would be
ungentlemanly.
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Figure 3.2: Energy levels for the X 1s o state of Hy. Top: X 1s o vibrational energies.
Middle: X 1s o (v = 0) energy levels. Bottom: X 1s o (v = 10) energy
levels. See text for more details.
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Figure 3.3: Energy levels for the D 3p7 state of Hy. Top: D 3px vibrational energies.
Middle: D 3pm (v = 0) energy levels. Bottom: D 3pz (v = 10) energy
levels. See text for more details.
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coefficients from Irwin (1987) and Dabrowski (1984), respectively. The top
subpanels in both figures show the resulting energies, the bottom subpanels
the residuals (calculated - experimental) in logarithmic scale. Triangles, fa-
cing down, indicate that the calculated energy is lower than observed, upward
facing triangles that it is higher. These figures show that energies calculated
from molecular constants can diverge substantially, especially in the X 1s o
state, which contributes most to Q;,,;. For most of the states the results of Irwin
(1987) are of similar quality as ours (but we used fewer coefficients, which
speeds up the Q;,, calculation), while for the lower vibrational levels of the
X 1s o state our results are much more accurate (especially at high J).

A complete set of Dunham coefficients is given in Tables 3.2 to 3.23 (avail-
able online). The number of coefficients for all cases was chosen separately
from examining the root-mean-square error (RMSE), compared to experiment-
al/theoretical data, to determine those with the lowest number of coefficients
and lowest RMSE. In some cases as little as a 5x5 matrix is enough (e.g.
EF 2p o 2p 0?), whereas in other cases up to a 11x11 matrix is needed.
These differences depend on the complexity of the shape of the potential well.
In all the tables the limiting energies are given up to which particular matrices
should be used. All the limitations have to be employed (maximum energy as
well as Eqgs. 3.39 and 3.40) for every electronic configuration, since all the
coefficients are only valid under these limitations.

Table 3.1: Summary of data sources for H; energy levels

47

State [ Experimental (levels) Theoretical (levels)
X lso Dabrowski (1984),(v=0-14,J =0—-29)
B2po Dabrowski (1984),(v=0—17,J = 0-30) Wolniewicz et al. (2006), (v =0-38,J =0—10)

Abgrall et al. (1993), (v=0-33,J =0-28)
Bailly et al. (2010), (v=0—13,J =0—13)

C 2pm Dabrowski (1984),(v=0—-13,J=1-13)
Abgrall et al. (1993), (v=0-13,J =1-24)
Bailly et al. (2010), (v=0-3,J=0-7)

Wolniewicz et al. (2006), (v =0—13,J =1—10)

EFld] 2po2p o2 Senn & Dressler (1987),(v=0-20,J =0-35)

Bailly et al. (2010), (v =0—28,J = 0— 13)

Ross & Jungen (1994), (v=0-28,J =0-5)

B 3po Abgrall et al. (1994), (v=0-7,J=0-12) Wolniewicz et al. (2006), (v=0—-9,J = 0—10)
Bailly et al. (2010), (v=0-3,J=0-7)
D 3pm Abgrall et al. (1994), (v=0—-14,J=1-17) Wolniewicz et al. (2006), (v =0—17,J =1—10)

Bailly et al. (2010), (v=0—-2,J=1-7)

6Kl 3d o Bailly et al. (2010), (v = 0—6,] = 0—9) Ross & Jungen (1994), (v=0—5,] = 0—5)
Yu & Dressler (1994) (v=0—-8,J =0-5)
HAY 350 Bailly et al. (2010), (v =0—2,] = 0—6)
I 3dn Bailly et al. 2010), (v =0—3,J = 1 — 10)
J 3dé Bailly et al. (2010), (v=0—2,J =2—-6)

B”Bbarld 4po

Glass-Maujean et al. (2007),(v=4—-11,]=0-2)

Wolniewicz et al. (2006), (v = 0— 56 1 = 0— 10)
Glass-Maujean et al. (2007),(v=4—-11,] =0-2)

D' 4prm Takezawa (1970), (v=0—-5,J =1-5) Wolniewicz et al. (2006), (v =0—-9,] = 1 —-10)
Glass-Maujean & Jungen (2009),(v=0—-17,J=1-4)
Spo Takezawa (1970), (v=0—-2,J=0—4) Wolniewicz et al. (2006), (v =0—9,J =0—10)
Glass-Maujean et al. (2013b),(v=0—-8,J=0—4)
D” 5pm Takezawa (1970), (v=0-2,J=1-3) Glass-Maujean et al. (2013¢),(v=0—-12,J =1-4)
Glass-Maujean et al. (2013¢),(v=0—-12,J=1—4)
6po Takezawa (1970), (v=0-2,J =0—4) Wolniewicz et al. (2006), (v =0-9,J = 0—10)
Glass-Maujean et al. (2013b),(v=0—-7,J=0—4)
6pm Glass-Maujean et al. (2013a),(v=0-9,J=1-4)
Tpo Takezawa (1970), (v=0-2,J=0-3) Glass-Maujean et al. (2013b),(v=0—-6,J =0—4)
Tpm Glass-Maujean et al. (2013a),(v=0—-7,J=1—-4)

Notes. [“Double potential well state.

]

32 lowest v levels are used in this study.
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Table 3.2: Y; ; for X 1s o state. Epqx = Ep = 36118.0696.

i\j 0 1 2 3 4 5 6
0 0.0 60.8994 -0.0464547 4.6066e-5 -4.44761e-8 2.89037e-11 -8.51258e-15
1 4408.97 -3.22767 0.00251022 -2.85502¢-6 2.15163e-9 -7.60784e-13
2 -127.648 0.165697 -0.000458971 5.036e-7 -2.1465¢-10
3 2.90163 -0.031327 6.61024e-5 -4.15522¢-8
4 -0.302736 0.00278106 -3.45438¢-6
5 0.0175198 -0.000105554
6 -0.000606749

Table 3.3: Y, ; for B 2p o state. Eyqy = 118376.981.

i\j 0 1 2 3 4 5 6 7
0 89540.7 20.3249 -0.0244189 6.10056e-5 -1.18524e-7 120211e-10  -4.73402e-14  2.11275e-20
1 13232 -1.09933 0.00881566 -4.47483¢-5 1.02297e-7  -1.06706e-10  4.16538e-14  -1.58919¢-19
2 1.11679 -0.153064 -0.000546492  6.67274e-6 -1.75266¢-8 1.8647¢-11 -7.16464e-15  4.0682¢-20
3 -4.13726 0.063354 -0.000205483  7.37966e-8 4.55652e-10  -6.51076e-13  2.62926e-16  -2.00198¢-21
4 0.394415 -0.0062084 2.25521e-5 2.5732e-8 1.48268e-12 2.0649-14  -1.16798¢-17

5 0.0155583  0.000194542  -5.03613e-7 1.07722¢-10  4.69293¢-13  -4.60339%-16

6 8.69305¢-5 3.59161e-6 -2.00997¢-8 3.79657e-11  -1.75735e-14

7 1.09635e-5 -3.72309-7 9.95017e-10  -7.35739-13

8 -2.49984e-7 8.41556e-9 -1.11877e-11

9 | -645466e-11  -6.35193¢-11

10 | 3.13732e-11

i\j 3 9 10

0 | -2.50566e-19  -2.92577e-19  1.61127e-19

1 7.7568¢-20 2.10342¢-20

2 | -2.63039-21

Table 3.4: Y; ; for C 2pm state. Epqy = 118376.981.

i\j 0 1 2 3 4 5 6 7
0 97882.0 32.5557 -0.0399421 0.000132418  -3.34989¢-7 42892¢-10  -2.12309e-13  3.53673¢-19
1 2446.06 -3.09621 0.0222126 -0.000114815  2.84875¢-7 33416e-10  1.48677e-13  -1.64883¢-19
2 -68.1303 0.685829 -0.00833825 3.73323¢-5 -7.62593¢-8  7.06128¢-11  -2.30836¢-14

3 -0.0313063 -0.150771 0.00152702 -5.22981¢-6 737665¢-9  -3.65104e-12

4 0.0746035 0.019201 -0.000146625 3.3335¢-7 -2.36923¢-10

5 000144141 -0.00146403  7.19968¢-6 -8.04132¢-9

6 -0.00185288  6.26612¢-5 -1.45669¢-7

7 | 0000162238 -1.20807¢-6

8 -4.75062¢-6

i\j 8

0 | -142451e-20

3.6.2 Comparison of cases I to 8

First, we consider only the equilibrium H;. The comparison of cases 1-7 to
case 8 is shown in Fig. 3.4. The main differences between all cases come from
whether or not rigid-rotor approximation is used. The simplest case, case 1,
underestimates Q;;,; throughout the complete temperature range. The underes-
timation in the high-temperature range is easily explained by the equidistant
separation (or linear increase with increasing J) between eigenstates (Egs. 3.4
and 3.14, respectively): in HOA/RRA the eigenstate energies are higher for a
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Table 3.5: Y; ; for EF 2po2p o2 state, inner well. E,,q, = 105000.0.

i\j 0 1 2 3 4

0 98068.8  23.2211 225688 -0.149909  0.00273895
1 213655  -8.10192  0.679069  -0.00863188

2 140.173  -130784  -0.14758

3 9.85717 1.4317

4 | 227252

Table 3.6: Y; ; for EF 2p o 2p o2 state, outer well. Eq.r = 118376.981.

i\j 0 1 2 3 4 5 6
0 98606.2 5.74637 1.37059 -0.17094 0.00474712 0.000128489 -4.8543e-6
1 1454.02 -2.7411 -0.180194 0.022727 -0.00104196 1.65094e-5
2 -80.3398 1.01425 0.00144103 -0.000222756 5.37232e-7
3 1.77242 -0.101008 0.000235334 5.67045¢-6
4 0.191269 0.00388008 -9.85281e-6
5 -0.0119227 -5.07168e-5
6 0.000188356

given set of v, J values than when less strict approximations are used (Eq.
3.7). This effect is particularly strong for H,, since the rotational distortion
constant D, (see Eq. 3.19) is so large (D.pn, = 0.0471 for the X 12g state,
whereas it is only D, co = 6.1215 x 107° in the case of CO). The higher
energy levels are therefore less populated in the HOA/RRA than in a more
realistic computation, and these levels play a relatively larger role the higher
the temperature. At the lowest temperatures the few lowest eigenstates dom-
inate the value of Q;,, and these levels have slightly too high energies in
HOA/RRA and therefore also cause Q;,, from HOA/RRA to be substantially un-
derestimated for low temperatures. Numerical differences are small, but the
percentage difference is substantial: between 80 K and 1200 K the difference
is 10 to 20 percent. Anharmonicity (difference between cases 1 and 2) for
H; is only relevant above 1000 K. Interaction between rotation and vibration
gives only 2 percent difference (between cases 2 and 3) below 2000 K and be-
comes substantial thereafter. Since Dy = 36118.0696 cm™!, and 7, = 91700
cm~! for the B IZJ state, for H, it makes no difference whether excited elec-
tronic states are taken into account or not for low temperatures or if arbitrary
truncation (e.g. 40000 cm™ 1) is below the first excited state. On the other
hand, summing above the dissociation energy, at temperatures above 10000
K gives larger Q;,; than it should be, assuming only the ground electronic
state is available. On the other hand, if the RRA is used, Q;,, is still somewhat
too low even if erroneously, it is summed to infinity. Case 6 shows how large
the difference is when nuclear spin-split degeneracy is omitted from the full
calculations and o= 1/2 is used. For temperatures below 200 K, case 6 over-
estimates the partition function by up to a factor of 2 compared to case 8. For
T between 200 K and 2000 K, cases 6 and 7 are indistinguishable from case
8. Above 2000 K even case 7 (and 6) gives different results. The latter is due
to poor predictions of the higher rotational energy states at higher vibrational
levels.

Naturally, using different approaches (cases 1-8) leads to different estim-
ates of thermodynamic quantities. In Fig. 3.5 the adiabatic index 7, Fig. 3.6



50

PAPER I
Table 3.7: Y; j for B’ 3p o state. Ejqr = 133610.273
i\j 0 1 2 3 4 5 6 7
0 109640.0 28.872 0.836305 -0.0136974 4.01261e-5 1.23323e-6 -1.6454e-8 8.27886e-11
1 1427.0 -15.3274 -2.85783 0.0525351 -0.000479745 2.55235e-6 -7.52893e-9 1.07135e-11
2 689.282 27.9589 2.41683 -0.0353017 0.000231187 -7.70384e-7 8.98726e-10
3 -449.987 -22.3981 -0.880946 0.00944058 -3.7779¢-5 6.29088¢-8
4 136.699 8.40707 0.160582 -0.00115863 2.0487e-6
5 -21.732 -1.6006 -0.0142388 5.45786e-5
6 1.61573 0.149031 0.000481531
7 -0.0356702 -0.00537226
8 -0.00077895
i\j 8
0 -1.55865¢-13
Table 3.8: Y; ; for D 3p7 state. Epqy = 133610.273.
i\j 0 1 2 3 4 5 6 7
0 111713.0 30.0272 0.0142088  -2.07092e-5  -5.35965¢-8 1778859 -8.13272e-12  1.15704e-14
1 2354.63 -0.771873 -0.0151207  0.000144998  -7.04225¢-7  1.31303e-9 1.27466e-12  -5.18074e-15
2 -68.7361 20431929 000809662  -6.33383¢-5 2900837  -7.21926e-10  6.91788e-13
3 291624 0.0927337 -0.00152849 8.35883e-6 -2.25164e-8 2.73782e-11
4 -0.743664 -0.0073304 0.000130395 -4.7786e-7 5.34873e-10
5 0.103972 8.18834e-5 -4.89806e-6 1.01828e-8
6 -0.00749572 1.39201e-5 6.07114¢-8
7 0.000262281 -4.49286e-7
8 -3.56422e-6
i\j 8
0 4.25363e-20

the normalised internal energy (E;,;/RT), and in Fig. 3.7 the entropy S are
shown for all the cases. Constant adiabatic indexes (5/3 or 7/5) clearly com-
pletely misrepresent reality for a wide range of temperatures when local thermal
equilibrium (LTE) is assumed. When considering the simplest cases (case 1 to
5), they follow the 7/5 simplification well until 1000 K, but are far from the
most realistic estimate (case 8). Case 6 gives results almost identical to case
7 above 300 K. Case 7 is indistinguishable from case 8 up until 2000 K. The
same trends can be seen for internal energy. From a first glance, the entropy
seems to be very similar in all the cases, but this is because the dominating
factor comes from Q,,. Keeping that in mind, variability throughout all the
temperature range is substantial. Entropy in case 7 is accurate until 3000 K.
Now we compare equilibrium and normal hydrogen. Equilibrium, normal,
and one, neglecting OPR, partition functions are shown in Fig. 3.8. At low
temperature, the three models show large differences, while in the high tem-
perature range (T > 2000 K) the results coalesce. The same trends can be
seen for the calculated thermodynamic quantities, shown in Figures 3.9, 3.10,
3.11 and 3.12. Both internal energy and specific heat at constant pressure are
lower for normal hydrogen, whereas equilibrium hydrogen has higher values.
The adiabatic index is dramatically different for both cases. Normal hydrogen
does not have a depression at low temperatures. This depression can lead to
accelerated gravitational instability and collapse in molecular clouds to form
pre-stellar cores and protoplanetary cores in protoplanetary disks. Large dif-
ferences in entropy are only present at temperatures below 300 K. Neglecting
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Table 3.9: Y; ; for GK 3d o state, inner well. Ejq, = 116900.0.

i\j 0 1 2 3 4
1092170 238085  -0.253881  -0.00473545  1.98913¢-5
970.614  -7.78821 0412418 4.68762¢-5

1.64268 0.369018
-0.465966

0
1
2 24.2579 -1.06924 -0.0590925
3
4

Table 3.10: Y; ; for GK 3d o state, outer well.

i\j 0 1 2 3 4
0 | 1101770 145226 0387782 -0.0137014  0.000137787
1 1009.41  -7.16505  -0.0941763  0.00148123
2 | 252145 275273 0.00636093
3| -1.88729  -0.245496
4 | 0489779

OPR would lead to intermediate values between normal and equilibrium hy-
drogen.

3.6.2.1 Other studies.

There are a number of commonly used studies of Q;,,. Here we give a brief
summary of how other studies were performed, which simplifications they
used, which molecular constants were adopted, and for which temperature
range they were recommended. We stress that although it is commonly done,
data must not be extrapolated beyond the recommended values under any cir-
cumstances. The resulting partition functions as well as their derivatives often
diverge from the true values remarkably fast outside the range of the data they
are based on. In our present study we took care to validate our data and for-
mulas, such that they can be used in a wider temperature range than those of
any previous study. Our data and formulas can be safely applied in the full
temperature range from 1 K to 20000 K and easily extended beyond 20000 K
in extreme cases, such as shocks, by use of the listed Dunham coefficients.

TATUM 1966(TATUM, 1966, T1966) presented partition functions
and dissociation equilibrium constants for 14 diatomic molecules in the tem-
perature range 7 = 1000 — 8000 K with 100 K steps. Calculations were made
using case 5. The upper energy cut-off was chosen to be at 40000 cm™~'. Only
the first few molecular constants were used (@,, W X, B., CX,).

IRWIN 1981 (IRWIN, 1981, 11981) presented partition function ap-
proximations for 344 atomic and molecular species, valid for the temperature
range T = 1000 — 16000 K. Data for molecular partition functions were taken
from Tatum (1966); McBride et al. (1963); Stull et al. (1971). Irwin (1981)
gave partition function data in the form of polynomials,

5
InQ =Y a;(InT)', (3.52)
i=0
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Table 3.11: Y; ; for HH 3s o state, inner well. E,,,. = 118000.0.

i\j 0 1 2 3 4
0 | 111909.0 334756  -0.0628269  -0.00674187  8.95921c-5
1 200313  -12.1054  0.479189 0.00472823
2 199.147 247998 -0.246944
3 152825 0.64834
4 | -228763

Table 3.12: Y; j for HH 3s o state, outer well.

i\j 0 1 2 3 4 5 6
0 122617.0 2.85838 -0.452462 0.0496827 -0.00129124 -3.65898e-5 1.30097e-6
1 600.772 -2.03478 0.165172 -0.0186535 0.000900787 -1.33774e-5
2 -178.292 0.705169 -0.0128 8.90067e-5 -7.25588e-6
3 48.1293 -0.0969926 0.00148014 1.46566e-5
4 -5.82021 0.00514187 -6.94023e-5
5 0.319828 -8.17859¢-5
6 -0.00657088

which is very convenient to use. For each species, the coefficients of Eq.
(3.52) were found by the method of least-squares fitting. Some molecular
data were linearly extrapolated before fitting the coefficients. For the extra-
polated data the weight was reduced by a factor of 10°. Irwin stated that these
least-squares fits have internally only small errors. However, a linear extra-
polation to strongly non-linear data results in large errors even before fitting
the polynomial, and the size of the errors due to this effect was not estimated.

BOHN AND WOLF 1984 (BOHN & WOLF, 1984, BW1984) de-
rived partition functions for H, and CO that are valid for the temperature
range T = 1000 — 6000 K. In principle, this paper aimed to show a new
approximate way of calculating partition functions, specific heat cy , and
internal energy E;,,. Calculations were made using case 5 for "exact" parti-
tion functions and using assumptions of case 3 for approximations. Only the
ground electronic state was included, and only the first few molecular con-
stants were used (®,, W.X,, Be, O).

SAUVAL AND TATUM 1984 (SAUVAL & TATUM, 1984, sST1984)
presented total internal partition functions for 300 diatomic molecules, 69
neutral atoms, and 19 positive ions. Molecular constants (@,, ®.xX.,B., O)
were taken from Huber & Herzberg (1979). The partition function polyno-
mial approximations are valid for the temperature range T = 1000 — 9000 K.
The authors adopted the previously used equation, [T1966] (case 5) for all the
species. A polynomial expression

4
logQ =Y ay(logb)" (3.53)
n=0

was used for both atoms and molecules. Here 8 = 5040/T.

ROSSIET AL. 1985 (ROSSIET AL., 1985, R1985) presented total
internal partition functions for 53 molecular species in the temperature range
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Table 3.13: Y, ; for I 3dm state.

i\j 0 1 2 3 4
0 | 1101770 145226 0.387782 20.0137014  0.000137787
1 1009.41 716505 -0.0941763  0.00148123
2 | 252145 275273 0.00636093
3| -1.88729  -0.245496
4 | 0489779

Table 3.14: Y; j for J 3d state.

i\j 0 1 2 3
1112600 41.8057  0.0950125  -0.00450042
200646  -6.68957  -0.0253833

195.159  0.807222

-56.9367

w N o= o

T = 1000 — 5000 K. Molecular constants (w,, @W.x.,B., 0,) were taken from
Huber & Herzberg (1979). For diatomic molecules the authors followed Tatum’s
(Tatum, 1966) paradigm, case 5. The authors claimed that Q; was evaluated
with a non-rigid approximation (Rossi et al., 1985), but upon a simple inspec-
tion it is clear that they used rigid-rotor approximation. They did, however,
allow interaction between vibration and rotation. An arbitrary truncation in
the summation over the electronic states is at 40000 cm~!. For polynomial
approximations the authors considered the "exact" specific heat, whose beha-
viour near the origin is more amenable to approximation schemes. The par-
tition functions were then obtained by integration (Rossi et al., 1985). Their
specific heat approximation is

C 4
==Y anZ" (3.54)
k m=0

where Z = T /1000 and a,, are coefficients. The partition function they ob-
tained is listed as the seven filling constants a to ag to the polynomial:

4
InQ = aplnZ + Z

m=1

gﬁ%ﬁﬂ—%+%. (3.55)
KURUCZ 1985 (KUuRrRUCZ, 1987, K1985) commented on the situ-
ation regarding the partition functions of H, and CO. Approximate expres-
sions for the molecular partition functions in previous studies were considered
not rigorous enough because they did not include coefficients of sufficiently
high order and did not keep proper track of the number of bound levels.
K1985 used experimentally determined energy levels, when available, and
supplemented them with fitted values, presumably extended to a higher cut-
off energy as discussed in Sect. 2.6 and Fig. 1 above. The author explicitly
summed over the energies of the three lowest electronic states (data for H»
were derived from Dabrowski 1984) and gave polynomial fits for the par-
tition functions between 1000 K and 9000 K and also tabulated the exact
results with steps of 100 K.
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Table 3.15: Y, ; for B”Bbar 4p o state, inner well. Ej,,, = 130265.0.

i\j 0 1 2 3 4 5 6
0 115722.0 116.926 -4.45735 0.188078 -0.00440882 4.63197e-5 -1.71816e-7
1 5867.53 -52.4159 -0.493037 0.0487225 -0.000747071 3.25362e-6
2 -4015.06 44.4104 -0.526875 0.00647721 -2.37322e-5
3 1961.35 -13.9427 0.00852245 -9.78352¢-5
4 -482.848 2.58965 0.000454106
5 56.5459 -0.17409
6 -2.50753

Table 3.16: Y; j for B”Bbar 4p o state, outer well. Ejq = 138941.911.

i\j 0 1 2 3 4 5 6
0 122624.0 0.95644 0.000305579  -3.2579%-6  -4.94167e-8  1.00874e-9  -4.52608e-12
1 360.513 0.00827397  -6.93853¢-5 1.30952e-6  -1.07964e-8  3.57405e-11

2 -4.41936 0.00140404  1.00237e-6  -2.28296e-8  5.20907e-11

3 0.0202615 6.54562e-5 5.32386e-8  2.54713e-10

4 | 0000542329  -1.81073e-6 -1.7598e-9

5 -1.29422¢-5 2.24736e-8

6 8.5522¢-8

IRWIN1987 (IRWIN, 1987, 11987) presented refined total internal
partition functions for H, and CO. The partition function polynomial approx-
imations are valid for the temperature range T = 1000 - 9000 K. Estimated
errors at 4000 K are 2% for H, and 0.004% for CO. Y; ; for H, were determ-
ined by using an equally weighted simultaneous least-squares fit of Dunham
series using energy data obtained from Dabrowski (1984). This was done for
the ground Hj electronic state only.

11987 compared his results with those of Kurucz (1987); Sauval & Tatum
(1984) and found slightly higher values of Q, which he attributed to a combin-
ation of the number of included electronic states and a difference in the treat-
ments of the highest rotational levels. Our results indicate that the main dif-
ference between the results of 11987 (Irwin, 1987) and K1985 (Kurucz, 1987)
is the use of slightly too low energies in 11987 of the highest rotational levels,
and we conclude that the value trend by K1985 is slightly closer to the val-
ues obtained by a full treatment (our case 8) than are those of [1987. A main
difference between our method and those of 11987, K1985, and older works
is, however, that our method is applicable in a higher temperature range and
can treat ortho and para states separately. It can therefore be used in a wider
range of physical conditions, including shocks, non-equilibrium gasses, etc.

PAGANO ET AL. 2009(PAGANO ET AL., 2009, P2009) presented
internal partition functions and thermodynamic properties of high-temperature
(50 - 50000 K) Jupiter-atmosphere species. The authors used case 7 to calcu-
late the partition functions with more than the first few (e.g. @, and @.x., B,
and D,) molecular constants for the ground and first few electronically ex-
cited states. The calculations are completely self-consistent in terms of max-
imum rotational states for the individual vibrational levels, presumably such
that E(v,Jmax ) &~ Dy for each v.
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Table 3.17: Y, j for D' 4pm state. Epqe = 138941.911.

i\j 0 1 2 3 4 5 6
0 116682.0 30.2145 -0.0194539 -0.000248291 8.12785e-6 -8.99861e-8 3.37172e-10
1 2343.11 -1.70002 0.00414816 -8.34473e-5 9.02456e-7 -3.67685e-9
2 -71.7393 0.0665521 0.000201895 -1.68829¢-6 1.27848e-8
3 2.55445 -0.0143264 -3.77337e-5 1.03224e-8
4 -0.348338 0.00198268 2.02175¢e-6
5 0.0287842 -0.000102487
6 -0.000981186

Table 3.18: Y, ; for 5p o state. Eyqe = 143570.0.

i\j 0 1 2 3 4 5 6
0 118948.0 12.553 -0.458717 0.0753537  -0.00159359  9.37272e-5  9.54153e-6
1 1192.64 36.5609 3.12137 0.00958014  -0.00304086  -0.00015569

2 956798 -40.5327  -0.987989 0.015968 0.00140718

3 419015 137138 0.0387677  -0.00421793

4 837293 -1.72833  0.00539521

5 7.99491  0.072457

6 | 0288787

LARATIA ET AL. 2011 (LARATA ET AL., 2011, L2011) presented
total internal partition functions for a number of molecules and their isotopes
for the temperature range 70 — 3000 K. The methods used in this study are
based on Gamache et al. (2000); Fischer et al. (2003). Rotational partition
functions were determined using the formulae in McDowell (1988, 1990).
Vibrational partition functions were calculated using the harmonic oscillator
approximation of Herzberg (1945). All state-dependent and state-independent
degeneracy factors were taken into account in this study. The H, partition
function was calculated as a direct sum using ab initio energies. A four-point
Lagrange interpolation was used for the temperature range with intervals of
25 K. Data are presented in an easily retrievable FORTRAN program (Laraia
etal., 2011).

COLONNA ET AL. 2012(COLONNA ET AL., 2012, c2012) gave
a statistical thermodynamic description of Hy molecules in normal ortho/para
mixture. The authors determined the internal partition function for normal
hydrogen on a rigorous basis, solving the existing ambiguity in the definition
of those quantities directly related to partition functions rather than on its
derivatives (Colonna et al., 2012). The authors used case 7 with more molecu-
lar constants for the ground and first few electronically excited states than
shown with equations 3.36. Internal partition function as well as thermody-
namic properties for 5 - 10000 K are also given.

COMPARISON. Figure 3.13 shows the normalised value of Q;, for mo-
lecular hydrogen from the ten different studies we have described here, in
their respective temperature ranges listed in the respective studies. The norm-
alisation is made with respect to the results of this work (case 8). For C2012
normal hydrogen Q;,,; is used, whereas equilibrium hydrogen Q;, is used for
all the other studies. The main frame of Fig. 3.13 is for the 1000-20000K
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Table 3.19: Y; ; for Spr state. E,;qc = 143570.0.
i\j 0 1 2 3 4 5 6
0 118995.0 36.0716 -0.319741 -0.014872 -0.000238203 1.99987¢-5 2.23272e-6
1 2415.58 2.15448 0.505586 0.0148412 -0.000399269 -6.86912e-5
2 -147.992 -7.47147 -0.160739 0.000242203 0.000546545
3 36,006 280197 000598473 -0.00176365
4 757518 -0384299  0.0030262
5 | 0760411 0.016345
6 | -00284743
Table 3.20: Y; ; for 6p o state. Ejq = 148240.0.
i\j 0 1 2 3 4 5 6
0 120709.0 27.2762 -0.142997 0.00648973 0.000194723 -2.7412e-6 -6.47774e-7
1 61.5226 -15.6536 0.324584 0.00741685 -9.39748e-5 -1.86748e-5
2 2379.78 7.34398 -0.0986585 0.00318703 -2.58488e-5
3 -1170.3 -1.19031 -0.0159069 1.37776e-5
4 269.026 0.074286 0.00197083
5 -29.2007 -0.000671958
6 1.20284

temperature range. The inset shows the low-temperature (10 - 1000 K) range.
In the low-temperature range our results clearly differ only marginally from
the three studies (P2009, L2011, C2012) that listed values of Q;,, for low
temperatures (the percentage difference is smaller than 0.1 percent in most of
the temperature range). Since L2011 did not normalise the spin-split degen-
eracy, their results had to be divided by a factor of 4 before the comparison,
shown in Fig. 3.13. In the high-temperature range, all studies using cases 1-
5 have large errors (also seen from our case comparison in Fig. 3.4). Since
K1985 explicitly derived his partition functions from experimental energy
data, his results are in very good agreement with our results (from case 8) for
his given temperature range (1000 — 9000 K). 1987 is also in great agree-
ment with both K1985 and our results for the same temperature range. Using
the values of ¥;; determined by 11987 gives results that perfectly agree with
our work, as expected. At the higher end of the 11987 recommended tem-
perature range, however, the polynomial approximation starts to have larger
errors (the estimated 2 percent). At the highest temperature range, P2009 and
C2012 also start to show considerable errors. These two studies are the only
ones based on summation of energy levels, calculated based on molecular
constants, and the comparison of our work with P2009 and C2012 therefore
illustrates approximately how large errors in Q;,,; are obtained from methods
based on molecular constants. The reason is, as mentioned before, that mo-
lecular constants are commonly fitted to the bottom of the potential well and
poorly represent higher vibrational and rotational states energies. Finally, the
11981 results follow the T1966 results perfectly until 8000 K, which is the
latter’s high temperature limit. Then, since 11981 extrapolated data, the cor-
responding Q;,; begin to show exponentially larger errors and is completely
unreliable, which illustrates both how poor the HOA + RRA approximation
represents reality (T1966 and 11981), and, in particular, how unreliable it can
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Table 3.21: Y; ; for 6p7 state. Eq, = 148240.0.

i\j 0 1 2 3 4 5 6

0 120320.0 58.0291 -0.686311 -0.0354304 -0.00063191 3.08385e-5 3.85789e-6
1 2264.49 -53.1853 1.41237 0.0776417 -1.83826e-5 -0.000191495

2 15.0754 28.5592 -0.725983 -0.027318 0.00157845

3 -37.0221 -6.48257 0.162007 -0.00265325

4 7.77546 0602542 -0.00483593

5 | 0725696 -0.0217911

6 | 00252025

Table 3.22: Y, ; for 7p o state. E;q = 150000.0.

i\j 0 1 2 3 4 5 6

0 120984.0 14.4145 -0.206167 0.0189087 0.000577862 9.43236e-7 -1.05878e-6
1 2253.23 9.04999 0.299251 0.00127009 -0.000479448 -4.18786e-5

2 -32.7638 -6.58075 -0.230493 0.00195881 0.000781566

3 -8.66359 2.25858 0.021996 -0.00369885

4 1.34773 -0.280184 0.00674419

5 -0.16511 0.00597372

6 0.0113496

be to extrapolate beyond the calculated or measured data (as was done in the
work of I1981), as seen clearly in Fig 3.13.

In Fig. 3.14 our results for H, specific heat at constant pressure are com-
pared to (Stull et al., 1971, JANAF), (Le Roy et al., 1990, LeRoy), (Pagano
et al., 2009, P2009) and (Colonna et al., 2012, C2012). The latter is com-
pared to our results for normal hydrogen, and the others are compared to
our equilibrium hydrogen calculations. All calculations agree very well un-
til 10000 K. Figure 3.15 depicts our results for entropy calculations for H,.
Once again, the agreement is very good (except with C2012 below 100 K),
especially between our results and the JANAF data. However, there is a sys-
tematic offset between LeRoy and our results (and those of JANAF) of 11.52
J K~! mol~!. This might be due to slightly different Standard Temperature
and Pressure (STP) values, used by Le Roy et al. (1990), resulting in slightly
different Q. We note that the JANAF data represent equilibrium H,, while
we computed equilibrium as well as normal and ortho and para H> (and span
a much wider temperature range), which makes our data more generally ap-
plicable.

3.6.3 Polynomial fits

Following the common practice, we present polynomial fits to our results. All
partition function data were fit to a fifth-order polynomial of the form

5
Qi (T) =Y aiT". (3.56)
i=0
The data for the partition function were spliced into three intervals to reach
better accuracy. Polynomial constants are given in Table 3.24, and the fitting
accuracy is shown in Fig. 3.16. Combining the three intervals, we reach an
error smaller than 2 percent for all the temperature range. The decision for
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Table 3.23: Y; ; for Tpm state. E;qc = 150000.0.
i\j 0 1 2 3 4 5 6
0 121025.0 54.6852 -0.657303 -0.0278393 -0.000517054 1.93446e-5 2.61651e-6
1 2526.84 -33.3826 0.975964 0.0535573 0.000185217 -0.000113024
2 -237.926 18.9794 -0.678591 -0.0232719 0.00118664
3 63.6492 -4.60154 0.1826 -0.00237026
4 -11.6711 0.422664 -0.00727658
5 1.08902 -0.0152207
6 -0.040398
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Figure 3.4: Comparison of different approaches for calculating Q;,, for the H, mo-
lecule. Case 1 is identical to case 2 below 1500 K; case 4 is completely
identical to case 5 for Hy. All of the methods (i.e. cases 1-7) diverge sub-
stantially from our most accurate computation (case 8) for low as well as
high temperatures.

using lookup tables with significantly larger accuracy or the faster polynomial
fits with increased errors needs to be made on an individual basis.

3.7 CONCLUSIONS

We have investigated the shortcomings of various simplifications that are used
to calculate Q;,; and applied our analyses to calculate the time-independent
partition function of normal, ortho and para, and equilibrium molecular hy-
drogen. We also calculated E;, /RT, H—H(0), S, C,, C,, —[G—H(0)]/T,
and 7. Our calculated values of thermodynamic properties for ortho and para,
equilibrium, and normal H, are presented in Tables 3.26, 3.25, 3.27, and 3.28,
rounded to three significant digits. Full datasets in 1 K temperature steps® can
be retrieved online. The partition functions and thermodynamic data presen-
ted in this work are more accurate than previously available data from the
literature and cover a more complete temperature range than any previous
study in the literature. Determined Dunham coefficients for a number of elec-
tronic states of H, are also reported.

Data with smaller temperature steps or beyond the given temperature range can be requested
personally from the corresponding author
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Figure 3.5: Adiabatic index for the H, molecule. We also show the constants y=5/3
and Yy = 7/5 . Residuals are for cases 1-7 with respect to case 8. Cases
1-5 are equal to Y= 7/5 below 1000 K, case 6 is identical to case 7 after
300 K, and case 7 is identical to case 8 until 6000 K.
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Figure 3.6: Normalised internal energy for the H, molecule. Cases 1 to 5 are identical
until 1000 K, and case 7 is almost identical to case 8 until 2000 K.
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Figure 3.7: Entropy for the H, molecule.
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Figure 3.8: Q;y; for equilibrium, normal, and one (i.e. neglecting OPR) hydrogen.

In future work we plan to use the method we described here to calculate
partition functions and thermodynamic quantities for other astrophysically
important molecular species as well.
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Figure 3.9: Normalised internal energy, calculated for equilibrium, normal, and with
neglected OPR hydrogen.

Figure 3.10: C,, calculated for equilibrium, normal, and with neglected OPR hydro-
gen. JANAF data are also shown.
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Figure 3.11: Adiabatic index, calculated for equilibrium, normal, and with neglected

OPR hydrogen.

Figure 3.12: Entropy, calculated for equilibrium, normal, and with neglected OPR

hydrogen. JANAF data are also shown.
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Figure 3.13: Normalised Q;,; from other studies in their respective temperature
ranges. Normalisation is made with respect to the results of this work,
([study - this work]/this work). C2012 is normalised to normal hydro-
gen, all other studies to equilibrium hydrogen. The inset shows the low-
temperature range.

Figure 3.14: Calculated C}, comparison to other studies. The top panel shows result-
ing C,, values, the bottom panel residuals (other - ours) on a logarithmic
scale. Facing down triangles indicate that other results have lower val-
ues than ours, facing up triangles indicate that the values are higher.
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Figure 3.15: Same as in Fig. 3.14, but for S.

Table 3.24: Polynomial fit constants for partition functions of equilibrium, normal,
and ortho and para H,

Low temperature (T = 10 - 250 K)

Flavor ag aj ay a3 ay RMS
Equilibrium 2.673e-01 -3.4956e-03 1.2279¢-04 -5.77644¢-07 9.2512e-10 0.00516
Normal 2.277 3.1155e-04 -1.1992e-05 1.3483e-07 -2.4935¢-10 0.00091
Ortho 2.9964 3.80786e-04 -8.6597e-06 5.779¢-08 -5.4077e-11 0.00107
Para 9.994e-01 3.1354e-04 -1.5994e-05 2.032e-07 -4.09e-10 0.00186
Medium temperature (T =200 - 1100 K)
Flavor ag aj ap a3 ag RMS
Equilibrium 1.41e-01 6.0857e-03 -4.097e-07 4.22¢-10 -8.7%-14 0.0007
Normal 1.9198 1.7462¢-03 7.6932¢-06 -6.5043e-09 2.132e-12 0.00247
Ortho 2.89 -1.24e-03 1.31e-05 -1.1051e-08 3.56265¢-12 0.00402
Para 3.31288e-01 4.871e-03 2.3399¢-06 -2.214e-09 8.2108e-13 0.00164
High temperature (T = 1000 - 20000 K)
Flavor ag ap ap a3z ay as RMS
Equilibrium -9.6618e-01 7.3021e-03 -6.76089e-07 3.1287e-10 -1.6452¢-14 2.7886e-19 0.099
Normal -1.1428e-01 7.2454¢-03 -6.4045e-07 3.11097e-10 -1.6428e-14 2.79-19 0.10151
Ortho 2.2317e-01 7.190413e-03 -6.192077e-07 3.096¢-10 -1.64e-14 2.79-19 0.10242
Para -1.019e+00 7.36e-03 -6.93579e-07 3.14527e-10 -1.64658¢-14 2.78e-19 0.10004
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Figure 3.16: Accuracies of polynomial fits for the partition functions of H,.
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Table 3.25: Thermodynamic properties of equilibrium H.

T Qint Ejnt /RT H—H(0) N Cp Cy —[G—H(0)]/T y
K] [ [J mol™ 1] DK 'mol™]  [PK 'mol™!'] K !mol™!] K mol™ !

5.0 0.25 0.0 103.931 21.095 20.786 0.0 -40.026 1.667
10.0 0.25 0.0 207.862 35.503 20.787 0.001 64.026 1.667
15.0 0.25 0.001 311.94 43.942 20.898 0.112 222473 1.666
20.0 0.25 0.015 418.257 50.053 21.864 1.078 416.507 1.66
25.0 0.252 0.066 533.473 55.184 24518 3732 638.256 1.638
30.0 0.258 0.169 665.765 59.996 28.537 7.751 884.693 1.599
35.0 0.267 0315 819.085 64.715 32.706 11.92 1154.933 1.551
40.0 0.282 0.48 991.15 69.305 35.893 15.107 1448.489 1.505
45.0 0.301 0.642 1175.533 73.647 37.61 16.824 1764.426 1.467
50.0 0.324 0.783 1364.975 77.638 37.97 17.184 2101.227 1.438
60.0 0.382 0.984 1737.824 84.441 36.242 15.456 2829.782 1.403
70.0 0.448 1.085 2086.766 89.826 33.537 12.75 3619.013 1.387
80.0 0.519 1.123 2409.737 94.142 31.153 10.367 4456.451 1.381
90.0 0.593 1.124 2711.881 97.703 29.377 8.591 5333.052 1.381
100.0 0.667 1.107 2999.115 100.73 28.151 7.365 6242.444 1384
110.0 0.74 1.082 3276.322 103.373 27.351 6.565 7180.087 1.387
120.0 0.813 1.055 3547.19 105.73 26.867 6.081 8142.661 1.391
130.0 0.883 1.029 3814.429 107.869 26.613 5.827 9127.671 1.395
140.0 0.952 1.005 4080.006 109.837 26.526 5.739 10133.185 1.399
150.0 1.02 0.984 4345331 111.668 26.556 5.77 11157.669 1.403
200.0 1.341 0.923 5692.821 119.414 27.448 6.662 16527.172 1.413
150.0 1.02 0.984 4345.331 111.668 26.556 5.77 11157.669 1.403
298.15 1.931 0.916 8467.176 130.682 28.836 8.05 28016.705 1.414
300.0 1.942 0.916 8520.534 130.86 28.849 8.063 28243.25 1.414
350.0 2.238 0.926 9969.563 135.327 29.081 8.294 34484.941 1.412
400.0 2.534 0.936 11426.436 139.218 29.181 8.395 40934.958 1.411
450.0 2.831 0.944 12886.795 142.658 29.229 8.442 47567.798 1.409
500.0 3.128 0.952 14349.02 145.739 29.259 8.473 54363.344 1.408
600.0 3.725 0.963 17278.057 151.079 29.326 8.54 68380.83 1.406
700.0 4324 0.973 20215.836 155.608 29.44 8.654 82889.4 1.404
800.0 4.928 0.983 23168.335 159.55 29.623 8.837 97820.014 1.403
900.0 5.536 0.994 26142.864 163.053 29.88 9.094 113121.903 1.401
1000.0 6.151 1.006 29146.545 166.217 30.204 9.418 128756.479 1.399
1100.0 6.774 1.019 32185.337 169.113 30.579 9.793 144693.583 1.397
1200.0 7.406 1.034 35263.602 171.792 30.991 10.204 160909.037 1.395
1300.0 8.051 1.051 38384.094 174.289 31.421 10.635 177383.01 1392
1400.0 8.709 1.069 41548.164 176.634 31.86 11.074 194098.888 1.389
1500.0 9.382 1.089 44756.054 178.847 32297 11.511 211042.494 1.386
2000.0 13.015 1.193 61416.861 188.419 34.278 13.492 298792.538 1371
2500.0 17.181 1.299 78962.143 196.243 35.838 15.052 390859.016 1357
3000.0 21.964 1.397 97201.242 202.89 37.077 16.291 486526.148 1.345
3500.0 27.428 1.486 116007.0 208.686 38.121 17.335 585293.496 1.335
4000.0 33.632 1.568 135302.809 213.838 39.043 18.257 686790.762 1.326
4500.0 40.634 1.644 155031.8 218.484 39.852 19.066 790732.925 1318
5000.0 48.492 1713 175128.639 222719 40.508 19.721 896892.151 1311

6000.0 66.988 1.831 216042.905 230.176 41.156 20.37 1.115128382¢6 13
7000.0 89.448 1.917 257096.393 236.506 40.779 19.993 1.340240895¢6 1.293
8000.0 115.989 1.97 297322.673 241.879 39.553 18.767 1.571192049¢6 1.288
9000.0 146.498 1.991 336046.785 246.442 37.836 17.049 1.807099542¢6 1.286
10000.0  180.675 1.986 372961.362 250.333 35.979 15.193 2.047222929¢6 1.287
110000  218.099 1.962 408052.021 253.679 34.211 13.425 2.29095485¢6 1.289
120000 258301 1.925 441490.549 256.589 32,676 11.89 2.537806546¢6 1.292
130000 300.818 1.881 473549.464 259.156 31.484 10.698 2.787389971¢6 1.296

140000  345.231 1.834 504545723 261.453 30.59 9.804 3.039399948¢6 13
150000  391.19 1.788 534806.189 263.541 29.996 9.21 3.293598228¢6 1.304
16000.0  438.423 1.744 564646.464 265.467 29.722 8.936 3.549799968¢6 1.308
170000 486.741 1.705 594357.51 267.269 29.744 8.958 3.80786255¢6 1312
18000.0  536.03 1.671 624196.974 268.974 29.964 9.178 4.067676383¢6 1315
190000  586.244 1.642 654383.656 270.606 30.448 9.662 4.329157371e6 1318

20000.0 637.389 1.62 685094.498 272.181 39.3 18.514 4.59224074e6 1.321
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T Qint Eint /RT H—H(0) N Cp C, —[G=H(0)]/T y

K] [ [J mol™ 1] DK 'mol™] [Pk 'mol™!'] [K !mol™!] K mol™!]

5.0 2.28 0.0 103.931 39.472 20.786 0.0 51.859 1.667
10.0 2.28 0.0 207.861 53.88 20.786 0.0 247.797 1.667
15.0 2.28 0.0 311.792 62.308 20.786 0.0 498.116 1.667
20.0 2.28 0.0 415.723 68.288 20.786 0.0 783.751 1.667
25.0 228 0.0 519.654 72.926 20.786 0.0 1095.646 1.667
30.0 2.28 0.0 623.585 76.716 20.786 0.0 1428.468 1.667
35.0 228 0.0 727518 79.92 20.787 0.001 1778.693 1.667
40.0 228 0.0 831.461 82.696 20.791 0.005 2143.818 1.667
45.0 228 0.0 935.441 85.146 20.802 0.016 2521.971 1.667
50.0 228 0.0 1039.506 87.339 20.827 0.041 2911.705 1.666
60.0 228 0.002 1248.259 91.144 20.941 0.155 3721.536 1.666
70.0 2281 0.006 1458731 94.388 21.175 0.389 4566.442 1.664
80.0 2284 0.014 1672.186 97.238 21.537 0.751 5441706 1.661
90.0 229 0.026 1889.847 99.801 22,011 1.225 6343.964 1.656
100.0 2.298 0.041 2112.669 102.148 22.563 1.777 7270.725 1.649
110.0 2.309 0.06 2341.243 104.326 23.155 2.369 8220.08 1.641
120.0 2323 0.082 2575.795 106.367 23.754 2.968 9190.508 1.632
130.0 234 0.106 2816.26 108.291 24.334 3.548 10180.745 1.623
140.0 2.361 0.131 3062.367 110.115 24.881 4.094 11189.711 1.613
150.0 2384 0.157 3313.73 111.849 25.385 4.599 12216.458 1.603
200.0 2.54 0.287 4634.245 119.434 27.269 6.483 17589.625 1.56
150.0 2384 0.157 3313.73 111.849 25.385 4.599 12216.458 1.603

298.15 2.964 0.487 7404.367 130.682 28.834 8.047 29079.567 1.503
300.0 2,973 0.49 7457.721 130.861 28.846 8.06 29306.112 1.503
350.0 3.224 0.561 8906.702 135.327 29.08 8.294 35547.806 1.485
400.0 3.488 0.616 10363.571 139.218 29.181 8.395 41997.824 1.473
450.0 3.761 0.66 11823.929 142.658 29.229 8.442 48630.664 1.463
500.0 4.039 0.696 13286.154 145.739 29.259 8.473 5542621 1.455
600.0 4.609 0.75 16215.191 151.079 29.326 8.54 69443.696 1.444
700.0 5.191 0.791 19152.97 155.608 29.44 8.654 83952.266 1.437
800.0 5.782 0.823 22105.469 159.55 29.623 8.837 98882.88 1.43
900.0 6.381 0.852 25079.998 163.053 29.88 9.094 114184.769 1425
1000.0 6.989 0.878 28083.68 166.217 30.204 9.418 129819.345 1.421
1100.0 7.608 0.903 31122471 169.113 30.579 9.793 145756.449 1.416
1200.0 8.239 0.928 34200.737 171.792 30.99 10.204 161971.903 1412
1300.0 8.883 0.953 37321.228 174.289 31.422 10.635 178445.876 1.408
1400.0 9.542 0.978 40485.298 176.634 31.86 11.074 195161.754 1.404
1500.0 10.217 1.003 43693.188 178.847 32297 11.51 212105.359 1.399
2000.0 13.874 1.129 60353.995 188.419 34.278 13.492 299855.404 1.38
2500.0 18.083 1.248 77899.277 196.243 35.838 15.052 391921.882 1.364
3000.0 22.92 1.354 96138.376 202.89 37.077 16.291 487589.013 1.35
3500.0 28.448 1.45 114944.134 208.686 38.122 17.336 586356.362 1.339
4000.0 34.724 1.536 134239.943 213.838 39.043 18.257 687853.627 1.329
4500.0 41.805 1.615 153968.934 218.484 39.852 19.065 791795.791 1321
5000.0 49.748 1.687 174065.773 222719 40.508 19.722 897955.017 1314
6000.0 68.431 1.809 214980.038 230.176 41.156 20.37 1.116191248¢6 1.302
7000.0 91.097 1.899 256033.52 236.505 40.784 19.998 1.34130376e6 1.294
8000.0 117.857 1.954 296259.779 241.879 39.56 18.774 1.572254912¢6 1.29
9000.0 148.594 1.977 334983.848 246.442 37.84 17.054 1.808162398¢6 1.288
100000  182.999 1.973 371898.356 250.333 35.983 15.197 2.048285773¢6 1.288
110000 220.648 1.95 406988.917 253.679 34.219 13.432 2.292017674¢6 1.29
120000  261.068 1.914 440427327 256.589 32717 11.931 2.538869339¢6 1.293
130000 303.791 1.871 472486.104 259.156 31.482 10.696 2.788452722¢6 1.297
140000 348397 1.825 503482216 261.453 30.569 9.782 3.040462648¢6 1.301
150000  394.537 1.78 533742.527 263.541 30.004 9217 3.294660864¢6 1.305
16000.0  441.939 1.736 563582.645 265.467 29.741 8.955 3.550862531e6 1.309
170000 490.413 1.697 593293.539 267.268 29.736 8.95 3.808925029¢6 1313
18000.0  539.849 1.664 623132.856 268.974 29.995 9.209 4.06873877¢6 1.316
190000 590.199 1.636 653319.399 270.606 30.443 9.657 4.330219658¢6 1.319
200000  641.473 1.613 684030.114 272.181 39.297 18.511 4.593302921¢6 1.321
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Table 3.27: Thermodynamic properties of ortho Hj.
T Oint Ep/RT  H—H(0) N Cp Cy —[G—H(0)]/T y
K] [ [J mol™ 1] DK 'mol™]  [PK 'mol™!'] K !mol™!] K mol™ !
5.0 3.0 0.0 103.931 41.756 20.786 0.0 63.277 1.667
10.0 3.0 0.0 207.861 56.164 20.786 0.0 270.633 1.667
15.0 3.0 0.0 311.792 64.592 20.786 0.0 532.37 1.667
20.0 3.0 0.0 415723 70.572 20.786 0.0 829.423 1.667
25.0 3.0 0.0 519.654 75.21 20786 0.0 1152736 1.667
30.0 3.0 0.0 623.584 79.0 20.786 0.0 1496.976 1.667
35.0 3.0 0.0 727.515 82.204 20786 0.0 1858.619 1.667
40.0 3.0 0.0 831.446 84.98 20786 0.0 2235.16 1.667
45.0 3.0 0.0 935377 87.428 20786 0.0 2624.727 1.667
50.0 3.0 0.0 1039.308 89.618 20786 0.0 3025.865 1.667
60.0 3.0 0.0 1247.182 93.408 20.789 0.003 3858.425 1.667
70.0 3.0 0.0 1455.125 96.613 20.802 0.016 4725.796 1.667
80.0 3.0 0.001 1663.318 99.393 20.842 0.056 5622.99 1.666
90.0 3.001 0.002 1872.131 101.853 20.93 0.144 6546.308 1.666
100.0 3.002 0.004 2082.135 104.065 21.083 0.297 7492.933 1.665
110.0 3.003 0.008 2294.057 106.085 21315 0.529 8460.68 1.663
120.0 3.006 0.014 2508.698 107.952 21.627 0.84 9447.833 1.66
130.0 3.011 0.023 2726.839 109.698 22013 1227 10453.031 1.657
140.0 3.017 0.034 2949.171 111.346 22.462 1.676 11475.178 1.652
150.0 3.025 0.047 3176.238 112,912 22,958 2.171 12513.382 1.647
200.0 3.103 0.14 4390.077 119.878 25.561 4.775 17922.591 1.61
150.0 3.025 0.047 3176.238 112,912 22,958 2.171 12513.382 1.647
298.15 3.416 0.352 7069.282 130.738 28.461 7.675 29431.377 1.54
300.0 3.424 0.355 7121.959 130.914 28.486 7.7 29658.024 1.539
350.0 3.641 0.441 8559.265 135.345 28.941 8.155 35901.334 1.515
400.0 3.88 0.51 10011.739 139.223 29.13 8.344 42351.87 1.497
450.0 4.134 0.566 11470.509 142.66 29.21 8.424 48984.875 1.484
500.0 4399 0.611 12932.172 145.74 29.253 8.467 55780.474 1.474
600.0 4.948 0.679 15860.941 151.079 29.325 8.539 69797.982 1.459
700.0 5.517 0.73 18798.687 155.608 29.44 8.653 84306.554 1.448
800.0 6.098 0.77 21751.181 159.55 29.623 8.837 99237.169 1.441
900.0 6.69 0.804 24725.709 163.053 29.88 9.094 114539.057 1.434
1000.0 7.294 0.835 27729.391 166.217 30.204 9.418 130173.634 1.428
1100.0 7.909 0.864 30768.183 169.113 30.579 9.793 146110.737 1.423
1200.0 8.537 0.892 33846.448 171.792 30.99 10.204 162326.192 1418
1300.0 9.179 0.92 36966.94 174.289 31.422 10.635 178800.165 1413
1400.0 9.836 0.948 40131.01 176.634 31.86 11.074 195516.042 1.409
1500.0 10.511 0.975 43338.899 178.847 32.297 1151 212459.648 1.404
2000.0 14.173 1.108 59999.706 188.419 34.278 13.492 300209.693 1.383
2500.0 18.393 1.231 77544.988 196.243 35.838 15.052 392276.17 1.366
3000.0 23.248 1.34 95784.081 202.89 37.077 16.291 487943302 1352
3500.0 28.797 1.438 114589.782 208.686 38.122 17.335 586710.645 134
4000.0 35.096 1.526 133885.328 213.838 39.042 18.256 688207.888 1331
4500.0 42202 1.606 153613.51 218.484 39.849 19.063 792149.966 1322
5000.0 50.173 1.678 173708.508 222718 40.503 19.717 898308.966 1315
6000.0 68.916 1.802 214614.043 230.174 41.144 20.357 1.116543844e6  1.303
7000.0 91.645 1.893 255650.45 236.501 40.76 19.974 1.34165289¢6 1.295
8000.0  118.466 1.948 295852.244 241.871 39.533 18.746 1.572597596¢6 1.29
9000.0  149.256 1.971 334547.337 246.43 37.81 17.024 1.808495266e6  1.288
10000.0  183.704 1.967 371431.338 250.318 35.952 15.166 2.048605493¢6  1.288
110000 221.382 1.945 406492.024 253.661 34.191 13.405 2.292321206¢6 1.29
120000  261.814 1.909 439902.437 256.569 32.688 11.902 2.53915404e6 1.293
130000 304.533 1.866 471935.664 259.134 31.454 10.668 2.788716353¢6  1.297
14000.0  349.119 1.82 502908.834 261.43 30.545 9.758 3.040703339¢6  1.301
150000  395.221 1.775 533148.787 263516 29.974 9.188 3.294877066e6  1.305
16000.0 442572 1732 562971.041 265.441 29.735 8.949 3.551052967¢6  1.309
17000.0  490.982 1.693 592666.488 267.241 29.721 8.935 3.809088657¢6  1.313
18000.0  540.34 1.659 622492.742 268.946 29.99 9.204 4.068874749¢6 1317
190000 590.602 1.631 652668.607 270.577 30.434 9.648 4330327328¢6 1319
200000  641.778 1.61 683371.061 272.152 39.29 18.504 4.59338178¢6 1322
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Table 3.28: Thermodynamic properties of para H,.
T Qint Ein /RT H—H(0) S Cp C, ~[G—H(0)]/T y

K] [ [J mol™ 1] DK 'mol™] [Pk 'mol™!'] [K !mol™!] K mol™!]

5.0 1.0 0.0 103.931 32.622 20.786 0.0 17.605 1.667
10.0 1.0 0.0 207.861 47.03 20.786 0.0 179.289 1.667
15.0 1.0 0.0 311.792 55.458 20.786 0.0 395.355 1.667
20.0 1.0 0.0 415.723 61.437 20.786 0.0 646.735 1.667
25.0 1.0 0.0 519.654 66.076 20.786 0.0 924.377 1.667
30.0 1.0 0.0 623.585 69.865 20.787 0.001 1222.945 1.667
35.0 1.0 0.0 727.525 73.07 20.79 0.004 1538.917 1.667
40.0 1.0 0.0 831.508 75.847 20.806 0.02 1869.79 1.667
45.0 1.0 0.001 935.632 78.3 20.85 0.064 2213.703 1.666
50.0 1.0 0.002 1040.099 80.501 20.947 0.161 2569.224 1.666
60.0 1.001 0.009 1251.492 84.354 21.398 0.612 3310.871 1.663
70.0 1.003 0.025 1469.549 87.713 22.291 1.505 4088.379 1.656
80.0 1.009 0.054 1698.789 90.773 23.621 2.835 4897.857 1.644
90.0 1.017 0.097 1942.994 93.647 25.255 4.469 5736.931 1.626
100.0 1.031 0.151 2204.272 96.398 27.003 6.217 6604.1 1.606
110.0 1.049 0.215 2482.799 99.052 28.677 7.891 7498.282 1.583
120.0 1.071 0.283 2777.086 101.611 30.136 9.35 8418.531 1.561
130.0 1.099 0.354 3084.521 104.071 31.298 10.511 9363.887 1.539
140.0 1.131 0.423 3401.955 106.423 32.136 11.349 10333.31 1.52
150.0 1.167 0.488 3726.206 108.66 32.666 11.88 11325.683 1.503
200.0 1.393 0.727 5366.75 118.102 32.393 11.607 16590.726 1.449
150.0 1.167 0.488 3726.206 108.66 32.666 11.88 11325.683 1.503

298.15 1.937 0.892 8409.623 130.514 29.951 9.165 28024.137 1.418
300.0 1.947 0.894 8465.01 130.699 29.927 9.141 28250.377 1.418
350.0 2.24 0.919 9949.013 135.275 29.497 8.711 34487.222 1413
400.0 2.535 0.933 11419.066 139.201 29.333 8.547 40935.684 1.411
450.0 2.831 0.944 12884.19 142.653 29.283 8.497 47568.031 1.409
500.0 3.128 0.951 14348.103 145.738 29.278 8.492 54363.419 1.408
600.0 3.725 0.963 17277.941 151.079 29.329 8.542 68380.839 1.406
700.0 4.324 0.973 20215.82 155.608 29.44 8.654 82889.401 1.404
800.0 4.928 0.983 23168.333 159.55 29.623 8.837 97820.014 1.403
900.0 5.536 0.994 26142.863 163.053 29.88 9.094 113121.903 1.401
1000.0 6.151 1.006 29146.545 166.217 30.204 9.418 128756.479 1.399
1100.0 6.774 1.019 32185.337 169.113 30.579 9.793 144693.583 1.397
1200.0 7.406 1.034 35263.602 171.792 30.99 10.204 160909.037 1.395
1300.0 8.051 1.051 38384.094 174.289 31.422 10.635 177383.01 1.392
1400.0 8.709 1.069 41548.164 176.634 31.86 11.074 194098.888 1.389
1500.0 9.382 1.089 44756.054 178.847 32.297 11.511 211042.494 1.386
2000.0 13.015 1.193 61416.861 188.419 34.278 13.492 298792.538 1.371
2500.0 17.181 1.299 78962.144 196.243 35.838 15.051 390859.016 1.357
3000.0 21.964 1.397 97201.262 202.89 37.077 16.291 486526.149 1.345
3500.0 27.428 1.486 116007.188 208.686 38.122 17.336 585293.51 1.335
4000.0 33.632 1.568 135303.791 213.838 39.047 18.26 686790.847 1.326
4500.0 40.634 1.644 155035.207 218.485 39.859 19.073 790733.265 1.318
5000.0 48.493 1.713 175137.568 222.721 40.522 19.736 896893.167 1.311
6000.0 66.995 1.831 216078.024 230.183 41.192 20.405 1.11513346e6 1.3
7000.0 89.472 1.919 257182.729 236.52 40.847 20.061 1.340256372e6 1.292
8000.0 116.05 1.972 297482.384 241.903 39.641 18.855 1.57122686e6 1.288
9000.0 146.624 1.994 336293.379 246.476 37.931 17.145 1.807163794e6 1.286
10000.0 180.9 1.99 373299.41 250.377 36.071 15.285 2.047326615e6 1.287
11000.0 218.462 1.966 408479.598 253.731 34.302 13.516 2.29110708e6 1.288
12000.0 258.842 1.93 442001.997 256.649 32.799 12.012 2.538015238e6 1.292
13000.0 301.576 1.887 474137.426 259.222 31.549 10.763 2.787661831e6 1.295
14000.0 346.243 1.84 505202.36 261.525 30.652 9.865 3.039740575e6 1.299
15000.0 392.49 1.794 535523.749 263.617 30.079 9.293 3.29401225%¢6 1.304
16000.0 440.045 1.75 565417.46 265.546 29.776 8.99 3.550291223e6 1.308
17000.0 488.713 1.711 595174.689 267.35 29.787 9.0 3.808434146e6 1.311
18000.0 538.38 1.676 625053.198 269.058 30.023 9.237 4.068330833¢e6 1.315
19000.0 588.994 1.648 655271.777 270.692 30.442 9.656 4.329896651e6 1.318
20000.0 640.561 1.625 686007.275 272.268 39.406 18.62 4.593066343¢6 1.32
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We introduce a high-performance simulation framework that permits the
semi-independent, task-based solution of sets of partial differential equations,
typically manifesting as updates to a collection of ‘patches’ in space-time. A
hybrid Message Passing Interface (MPI)/Open Multi-Processing (OpenMP) ex-
ecution model is adopted, where work tasks are controlled by a rank-local
‘dispatcher’ which selects, from a set of tasks generally much larger than the
number of physical cores (or hardware threads), tasks that are ready for up-
dating. The definition of a task can vary, for example, with some solving the
equations of ideal magnetohydrodynamics (MHD), others non-ideal MHD, radi-
ative transfer, or particle motion, and yet others applying Particle-in-Cell (PIC)
methods. Tasks do not have to be grid-based, while tasks that are, may use
either Cartesian or orthogonal curvilinear meshes. Patches may be stationary
or moving. Mesh refinement can be static or dynamic. A feature of decisive
importance for the overall performance of the framework is that time steps are
determined and applied locally; this allows potentially large reductions in the
total number of updates required in cases when the signal speed varies greatly
across the computational domain, and therefore a corresponding reduction in
computing time. Another feature is a load balancing algorithm that operates
‘locally’ and aims to simultaneously minimise load and communication im-
balance. The framework generally relies on already existing solvers, whose
performance is augmented when run under the framework, due to more effi-
cient cache usage, vectorisation, local time stepping, plus near-linear and, in
principle, unlimited OpenMP and MPI scaling.
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4.1 INTRODUCTION

Numerical simulations of astrophysical phenomena are indispensable in fur-
thering our understanding of the Universe. A particularly successful example
is the many applications of the equations of MHD in the contexts of cosmology,
galaxy evolution, star formation, stellar evolution, solar and stellar activity,
and planet formation. As the available computer power has increased over
time, so too has the fidelity and complexity of astrophysical fluid simula-
tions; more precisely, one could say these simulations have consistently been
at the limit of what is computationally possible. The algorithms and tech-
niques used to exploit the available resources have also increased in ingenu-
ity and complexity over the years; from block-based Adaptive Mesh Refine-
ment (AMR) (Berger & Oliger 1984; Berger & Colella 1989) to space-filling
curves (e.g. Peano-Hilbert) to non-blocking distributed communication (e.g.
Message Passing Interface version 3; MPI). The next evolution in HPC, ‘exa-
scale’!, is approaching and, as currently available tools are quickly reaching
their limits (see, e.g., Dubey et al. 2014), new paradigms and techniques must
be developed to fully exploit the upcoming generation of supercomputers.

However, since exa-scale supercomputers do not yet exist, we instead choose
to limit our definition of ‘exa-scale ready’ to software that has intra- and
inter-node scaling expected to continue to the number of cores required to
reach exa-scales. Here, we present an intra-node task scheduling algorithm
that has no practical limit, and we demonstrate that MPI-communications are
only needed between a limited number of ‘nearby’ nodes. The first property
guarantees that we will always be able to utilize the full capacity inside nodes,
limited mainly by the memory bandwidth. The second property means that, as
long as cluster network capacity continues to grow in proportion to compute
capacity, inter-node communication will never become a bottleneck. Load
and communication balancing is only indirectly involved, in the sense that,
for problems where static load balancing is sufficient, the scaling properties
can be measured for arbitrary size problems. In what follows, we point out
that balancing the compute load is essentially trivial when tasks can be freely
traded between compute nodes, and that the most important aspect of load
balancing then shifts to minimizing inter-node communications. We indicate
how this can be accomplished using only communications with nearest neigh-
bour nodes, leaving the details to a forthcoming paper.

There are many astrophysical fluid simulation codes currently available
within the scientific community. The most commonly used techniques include
single grids (e.g. ZEUS; Stone & Norman 1992; Clarke 1996, FARGO3D;
Benitez-Llambay & Masset 2016, PLUTO; Mignone et al. 2007, ATHENA;
Stone et al. 2008, PENCIL; Brandenburg & Dobler 2002, Stagger; Nordlund
et al. 1994; Kritsuk et al. 2011, BIFROST; Gudiksen et al. 2011), adaptively
refined grids (e.g. ART; Kravtsov et al. 1997, NIRVANA; Ziegler 1998, OR-
ION; Klein 1999, FLASH; Fryxell et al. 2000, RAMSES; Teyssier 2002; Fro-

Exa-scale computing is defined as the use of computer systems capable of 10!8 floating point
operations (FLOPs) per second.
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mang et al. 2006, AstroBEAR; Cunningham et al. 2009, CASTRO; Almgren
et al. 2010, CRASH; van der Holst et al. 2011, AZEuS; Ramsey et al. 2012,
ENZO; Bryan et al. 2014, AMRVAC; Porth et al. 2014) and smoothed particle
hydrodynamics (e.g. GADGET; Springel 2005, PHANTOM; Lodato & Price
2010). More recently, moving mesh and mesh-less methods have begun to
emerge (e.g. AREPO; Springel 2010, TESS; Duffell & MacFadyen 2011,
GIZMO; Hopkins 2015, GANDALF; Hubber et al. 2018). The range of phys-
ics available from one code to the next is very broad, and includes (but is
not limited to) radiative transport, heating and cooling, conduction, non-ideal
MHD, cosmological expansion, special and general relativity, multiple fluids,
and self-gravity.

There also exists a growing collection of frameworks which are solver-
and physics-agnostic, but instead manage the parallelism, communication,
scheduling, input/output and even resolution of a simulation (e.g. BoxLib?,
Charm++; Kale et al. 2008, Chombo; Adams et al. 2015, Overture; Brown
etal. 1997, Uintah; Berzins et al. 2010, PATCHWORK; Shiokawa et al. 2017).
Indeed, a few of these frameworks already couple to some of the aforemen-
tioned simulation codes (e.g. PLUTO+Chombo, CASTRO+BoxLib, ENZO-
P/CELLO+Charm-++).

Nearly all of the codes and frameworks mentioned above have fundamental
weaknesses which limit their ability to scale indefinitely. In the survey of
block-based adaptive mesh refinement codes and frameworks by Dubey et al.
(2014), the authors conclude that “future architectures dictate the need to
eliminate the bulk synchronous model that most codes currently employ”.
Traditional grid-based codes must advance using time steps that obey the
worst possible condition throughout the simulation volume, advancing at some
fraction of a time step A = min(Ax/ vsig,ml). The time step may be determ-
ined locally, but it is applied globally. For AMR codes with sub-cycling, where
larger meshes can take longer time steps, these must generally be a multiple
of the finer mesh time steps, resulting again in a global coupling of time
steps. A global time step which is controlled by the globally worst single cell
is problematic, and the problem unavoidably becomes exasperated as super-
computers grow larger and the physical complexity of models correspond-
ingly increases. Dubey et al. (2014) also discuss challenges related to both
static load balancing, where difficulties arise when multi-physics simulations
employ physics modules with very different update costs, and dynamic load
balancing, wherein the load per MPI process needs to be adjusted, for example,
because of time-dependent adaptive mesh refinement.

Parallelism in both specific codes and frameworks is almost always imple-
mented using (distributed-memory) MPI, shared-memory thread-based paral-
lelism (e.g. OpenMP, pthreads), or a combination of the two. Although MPI
has its limitations (e.g. fault tolerance support), and new approaches are be-
ginning to emerge (e.g. partitioned global address space; PGAS), it is the de
facto standard for distributed-computing and will likely remain so leading
up to the exa-scale era. Therefore, efficient and clever use of MPI is neces-

2 https://ccse.lbl.gov/BoxLib/index.html
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sary to ensure that performance and scaling do not degrade as we attempt to
use the ever-growing resources enabled by ever-larger supercomputers (e.g.
Mendygral et al. 2017). An important aspect of this is efficient load balan-
cing, whereby a simulation redistributes the work dynamically in an attempt
to maintain an even workload across resources.

Herein, we put forward and explore novel techniques that not only enable
better utilisation and scaling for the forthcoming exa-scale era, but imme-
diately offers distinct advantages for existing tools. Key to this, among other
features, are: The concept of locally determined time steps, which, in realistic
situations, can lead to dramatic savings of computing time. Next, the closely
related concept of task-based execution, wherein each task depends on only a
finite number of ‘neighbouring’ tasks. These tasks are often, but not necessar-
ily, geometrically close. For example, sets of neighbouring tasks which solve
a system of partial differential equations in space and time (which we denote
as patches) need to supply guard zone values of density, momentum, etc.,
to one another, but neighbouring rasks can also encompass radiative trans-
fer tasks with rays passing through the patch, or particle-based tasks, where
particles travel through and interact with gas in a grid-based task. The neigh-
bour concept can thus be described as a ‘dependency’ concept. By relying
on this concept, we can ensure that MPI processes only need to communicate
with a finite number of other MPI processes and, thus, we can, to a large (and
often complete) extent, avoid the use of MPI global communications. In this
regard, the neighbour concept provides the potential for essentially unlimited
MPI scalability. The avoidance of global operations and the neighbour concept
also applies to intra-node shared-memory parallelism: First, we keep the num-
ber of OpenMP ‘critical regions’ to an absolute minimum and instead rely on
‘atomic’ constructs. Second, we employ many more tasks per MPI rank than
there are hardware threads, ensuring there are many more executable tasks
than neighbour dependencies. Intra-node scalability is therefore, in general,
limited only by memory bandwidth and cache usage.

These features are the foundation of the DISPATCH simulation framework.
In what follows, we first describe the overall structure of the framework, out-
lining its constituent components and their interaction (Section 4.2). In Sec-
tion 4.3, we then review the code structure in the context of execution of an ex-
periment. In Section 4.4, we describe the major code components of the DIS-
PATCH framework in detail. In Section 4.5, we validate the concepts and com-
ponents by using four different numerical experiments to demonstrate the ad-
vantages of the DISPATCH framework and confirm that the solvers employed
produce the same results as when used separately. To emphasise the frame-
work aspect, each of the experiments uses a different solver; two internal
solvers (a hydrodynamical Riemann solver and a staggered-mesh radiation
magnetohydrodynamics (RMHD) solver) and one external solver (ZEUS-3D,
implemented as an external library). Finally, in Section 4.6, we summarise
the properties and advantages of the DISPATCH framework, relative to using
conventional codes such as RAMSES, Stagger, and AZEuS. In follow-up work
(Popovas et al.; Ramsey et al., in prep.), we will extend our description of the
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DISPATCH framework to include dynamic refinement, moving patches and
patches of mixed coordinate types.

4.2 OBJECT HIERARCHY

DISPATCH is written in object-oriented Fortran and relies heavily on the concept
of inheritance’. Certainly, the ideas and concepts within DISPATCH could eas-
ily be carried over to another object-oriented language, such as C++, but con-
versely, Fortran does not impose any serious language-related limitations on
their implementation.

The framework is built on two main classes of objects: tasks and task lists.

4.2.1 Tasks

The task class hierarchy has, as its defining member, a

1. task data type, which carries fundamental state information such as
task position, times, time steps, the number of time slices stored, status
flags, rank, and so on. The task data type also includes methods* for ac-
quiring a task ID, setting and inquiring about status flags, plus ‘deferred
methods’ that extending objects must implement. All mesh-based tasks
extend the rask data type to a

2. patch data type, which adds spatial properties, such as size, resolution,
number of guard zones, coordinate system (Cartesian or curvilinear),
number of physical variables, etc. Patches also contain methods for
measuring intersections between different patches in space and time, as
well as for writing and reading snapshots. These are generic properties
and methods, and are shared by all mesh-based

3. solver data types, which specify the physical variables to be advanced,
adds methods to initialise and advance the patch data forward in time,
plus any parameters that are specific to the solver in question. The spe-
cific solver data type is then extended to an

4. experiment data type, which adds experiment-specific functionality, such
as initial and boundary conditions, in addition to the specific update
procedure for the experiment. The experiment data type also serves as
a generic wrapper that is accessed from the rask list class hierarchy, ef-
fectively hiding the choice of solver, thus making it possible to execute
the same experiment with different solvers.

4.2.2 Task lists

The task list class hierarchy has as its base member a

3 In Fortran, ‘objects’ are called ‘derived types’, and inheritance is implemented by ‘extending’
a derived type.
4 ‘“Type-bound procedures’ in Fortran speak.
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1. node data type, which defines a single node in a doubly-linked list that
points to, and carries information about, individual tasks. In addition
to pointers to the previous and next nodes, nodes have a pointer to the
head of a linked list of nbors, a concept that generalises neighbours
beyond spatial proximity to include tasks that in one way or another
depend on the current task, or because the current task depends on them.
The node data type also includes methods to initialise and maintain its
own neighbour list. Individual nodes are used by the

2. list data type, which defines a doubly-linked list of nodes and keeps
track of its properties. The list data type also contains the generic meth-
ods necessary to manipulate linked lists, such as appending, removing
and sorting of nodes. It is, however, the

3. task list data type that extends the list data type with methods that are
specific to the execution of tasks and the handling of task relations. In
particular, the rask list data type contains the update method, which is a
key procedure in DISPATCH and responsible for selecting a task for up-
dating. The complete execution of a DISPATCH experiment essentially
consists of calling the task list execute procedure, which calls the task
list update procedure repeatedly until all tasks are finished; this is typ-
ically defined as having advanced to a task’s final time.

4.2.3 Components

The primary means of generating task lists in DISPATCH is via a set of com-
ponents, each of which produces a subset of tasks, organised in some sys-
tematic fashion. For example, one of the most frequently-used components
is the cartesian component, which generates and organises tasks in a non-
overlapping, regular and Cartesian-like spatial decomposition; in this case,
each task initially has, in general, 3> — 1 = 26 spatial nbors. The correspond-
ing mesh-based tasks/patches may, in turn, use Cartesian or orthogonal curvi-
linear coordinates; in the latter case, the Cartesian-like partitioning of tasks is
performed in curvilinear space.

Another commonly-used component creates nested sets of ‘Rubik’s Cube’
(3x3x3) or ‘Rubik’s Revenge’ (4x4x4) patches. For example, one can arrange
27 patches into a 3x3x3 cube, and then repeat the arrangement recursively
by splitting the central patch into 3x3x3 child patches, each with a cell size
that is three times smaller than its parent patch. A ‘Rubik’s Revenge’ set up
is analogous, except that it uses 4x4x4 patches and the central 2x2x2 patches
are each split into a new 2x2x2 arrangement, leading to a resolution hierarchy
with a factor of two decrease in patch and cell size with each additional level.
The nested set can furthermore be complemented by repeating the coarsest
level configuration in one or more directions.

The Rubik’s-type component is useful, for example, to represent the envir-
onment near a planetary embryo embedded in an accretion disk, making it
possible to cover the dynamic range from a small fraction of the planet radius
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to the scale height of the accretion disk with a relatively limited number of
patches (e.g. [no. levels + no. extra sets] x27). The set of patches produced
by a Rubik’s component can then be placed in the reference frame co-moving
with the planetary embryo, with corresponding Coriolis and net inertial (cent-
rifugal) forces added to the solver, thus gaining a time step advantage relative
to the stationary lab frame.

Another kind of component available in DISPATCH, exemplified by sets
of tasks that solve radiative transfer (Sect. 4.4.2), may overlap spatially with
patches, but there is additionally an important causal dependency present.
For example, patches which solve the equations of MHD provide densities
and temperatures to sets of radiative transfer tasks in order to calculate the
radiation field. In return, the radiative transfer tasks provide heating or cool-
ing rates to be applied to the MHD patches prior to the next update. This kind
of ‘causally-linked’ component can operate either as an extension on top of
another task, or as a semi-independent set of tasks coupled only by pointers.
In the former, the task presents as only a single task and is therefore updated
in step with its causal nbor. In the latter, there is substantial freedom in choos-
ing when to update the component. A good example of this in practice in BI-
FROST (Gudiksen et al., 2011) solar simulations, where the radiative transfer
problem is solved with a slower cadence than the one used to evolve the MHD
(Hayek et al., 2010).

4.2.4 Scenes

Components, such as those described in the previous subsection, are used as
building blocks to create a scene hierarchy, where one could have, for ex-
ample, a top level that is a galaxy model, which, in its spiral arms, contain
a number of instances of giant molecular cloud components, each of which
contains any number of protostellar system components, where a protostellar
system component contains an accretion disk component, with a collection
of moving patches representing the gas in the accretion disk. These patches
would be orbiting a central star, whose evolution could be followed by, for ex-
ample, a MESA (Paxton et al. 2010) model, which takes the accretion rate dir-
ectly from a sink particle component that represents the star. In addition, the
protostellar system component could contain Rubik’s Cube components, co-
moving with planetary embryos, which could, in turn, be coupled to particle
transport tasks representing dust in the accretion disk. Indeed, scenes are the
way to build up simulations, complex or otherwise, from one or more indi-
vidual components in DISPATCH; in the end, a scene need only provide a task
list that is ready for execution, i.e., with the nbor relations already determined.

4.3 CODE FUNCTIONALITY

The overall structure and functionality of the code framework is best under-
stood by combining several possible perspectives on the activities that take
place as an experiment is executed. Below we adopt, one-by-one, perspect-
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ives that take A) the point of view of a single task, and the steps it goes
through cyclically, B) the point of view of the task scheduler/dispatcher, as it
first selects tasks for execution/updating and then later checks on these tasks
to evaluate the consequences of the updates. Then C) we take the point of
view of the ensemble of MPI processes, and their means of communicating.
Next, D) we take the point of view of the load balancer, and look at how, in
addition to keeping the load balanced between the MPI processes, it tries to
minimise the actual need to communicate. Finally, E) we take the point of
view of the input/output (I/O) sub-system, and examine how, within the en-
semble of MPI processes, snapshots can be written to disk for post-processing
and/or experiment continuation.

4.3.1 A) Single task view

For simplicity, we consider the phases that a mesh-based experiment task goes
through; the sequence that a different type of task experiences does not dif-
fer substantially. An experiment task, an extension of a solver task, itself an
extension of a patch task, relies on having guard zone values that are up-to-
date before it can be advanced to the next time step. In general, guard zone
values have to be interpolated in time and space, since patches use local time
stepping (and are therefore generally not synchronised in time) and can have
differing resolutions. To enable interpolation in time, values of the field vari-
ables (e.g. density, momentum, etc.) in each patch are saved in a number of
time slices (typically 5-7) using a circular buffer. Interpolation in space, pro-
longation, and its inverse process, restriction, are meanwhile accomplished
using conservative interpolation and averaging operators.

The ‘dispatcher’ (see below) checks if neighbouring patches have advanced
sufficiently enough in time to supply guard zone values to the current patch
before moving it to a (time-sorted) ‘ready queue’. After having been selec-
ted by the dispatcher for update, patches are then switched to a ‘busy’ state,
in which both the internal state variables (e.g. the MHD variables) and the
patch time is updated. The new state overwrites the oldest state in the circular
buffer, and since guard zone values corresponding to the next time step are
not yet available, the task is put back in to the ‘not ready’ state. Occasion-
ally, when the patch time exceeds its next scheduled output time, an output
method (which can be generic to the patch data type or overloaded by a solver
or experiment-specific method) is called (see below).

4.3.2 B) Task scheduler view

In the series of states and events discussed above, the selection and prepara-
tion of the task for update is the responsibility of the task scheduler update
method, which is a central functionality (in practice, spread over several meth-
ods) in the DISPATCH code — this is essentially the dispatcher functionality
that has given the code framework one of the inspirations for its name (the
other one derived from its use of partially DISconnected PATCHes).
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The task list update procedure can operate in two modes. It can either

1. let threads pick the oldest task from a linked list of tasks (the ready
queue) that have been cleared for update. This linked list is sorted by
time (oldest first), so a thread only has to pick off the head from the
queue and execute its update method. In this scheme, after updating the
task, the thread immediately checks the neighbours of the updated task
to see if perhaps one of those tasks became ‘ready’, e.g. because the
newly updated task is able to provide the last piece of missing guard
zone data. If any ‘ready’ tasks are found, they are inserted into the
‘ready queue’ in ascending time order. Alternatively,

2. the task list update procedure runs on a single OpenMP thread, picks off
the oldest task from the ready queue and subsequently spawns a thread
to update it. As before, it then searches the neighbour list for tasks that
possibly became executable, and adds these tasks to the ready queue.

Note that, regardless of the operational mode, the task scheduler is rank-local.

The first operational mode is the simpler one; indeed, thread-parallelism
in this mode is implemented using a single $omp parallel construct placed
around the task list update method. This mode, however, has the drawback
that two of the linked list operations — picking off the head and adding new
tasks to the ready queue — are continuously being performed by a large num-
ber of threads in parallel. These two operations must therefore be protected
with OpenMP critical regions to ensure that only one thread at a time is allowed
to manipulate the ready queue. This is not a problem as long as the number of
threads per MPI process is limited; even on a 68-core Intel Xeon Phi processor,
there is hardly any measurable impact.

However, in order to obtain truly unlimited OpenMP scalability, it is neces-
sary to operate entirely without OpenMP critical regions, which is possible
with the second mode of operation. In this mode, a single (master) thread is
responsible for both removing tasks from the ready queue, as well as adding
new tasks to it. In this mode, the actual task updates are performed by OpenMP
threads initiated by $omp task constructs, with the task list update method
running on the master thread being responsible (only) for spawning tasks and
handling linked list operations. Therefore, no critical regions are needed, and
one can reach much larger numbers of threads per MPI process. The load on
the master thread is expected to be ignorable, and if it ever tended to become
noticeable, it can easily spawn sub-tasks that would take care of most of the
actual work. Note also, that the default behaviour of OpenMP task constructs
is that the spawning task can also participate in the actual work (possibly
encouraged to do so by suitably placed $omp taskyield constructs).

4.3.2.1 Defining task ‘readiness’

The definition of when a task is considered ready for updating is intentionally
flexible. By default, it is implemented via a logical function is_ahead_of
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which examines the difference between the time of a task and its neighbours.
A particular task (“self”) is deemed ready to be updated if the condition,

Lselt < tnbor + &Anbor, 4.1

is true for all tasks in the neighbour list of self. Here, g is a ‘grace’ parameter
which specifies the amount of extrapolation permitted relative to the neigh-
bour time step, Atypor. Note that, since the actual update will take place later
and other tasks are constantly being updated by other threads, even though an
extrapolation is allowed, it is not necessarily required when the actual update
happens. From experience, setting g = 0.05 already generally increases the
number of tasks in the ready queue at any given time significantly, while, on
the other hand, setting g as a high as 0.3 has not been found to produce visible
glitches in results.

The is_ahead_of function may be overloaded at any level of the task
hierarchy. This may be used, e.g., where the tasks of a particular experiment
are defined. One might decide, as is done routinely in the BIFROST code,
that the radiative transfer solution should be calculated less frequently than
the dynamics, and thus is_ahead_of should be overloaded to return true
when the causal neighbours of self satisfy an appropriate criterion.

When extrapolation in time is actually used, as well as when interpolating
in time to fill guard zone values, the default action is to use linear inter- and ex-
trapolation in time. However, since several time slices are available, one may
choose to use higher order time inter- and extrapolation. Second-order extra-
polation in time has, e.g., turned out to be optimal for the gravitational poten-
tial when solving the Poisson equation under certain circumstances (Ramsey
et al., submitted).

4.3.3 C) MPI process view

In DISPATCH, there is typically one MPI process per compute node or per
physical central processing unit (CPU) ‘socket’. Each MPI process also typic-
ally engages a number of OpenMP threads that matches or exceeds (if ‘hyper-
threading’ is supported and favourable) the number of physical cores. Since
the number of tasks that are executable at any given time may be a small frac-
tion of the total number of tasks, each MPI process typically ‘owns’ a number
of tasks that significantly exceeds the number of available OpenMP threads.
Some of these tasks are naturally located near the geometrical edge of a rank
(henceforth ‘boundary tasks’), and they therefore could have neighbour tasks
that belong to a different MPI process (henceforth ‘virtual tasks’); the remain-
ing ‘internal’ tasks have, by definition, neighbours that are entirely owned by
the same MPI process.

As soon as a task marked as a boundary task has been updated by an
OpenMP thread, the thread prepares an MPI package and sends it to all MPI
processes that need information from that task (i.e. its ‘nbors’). Conversely,
each time a thread receives a package from a nbor, it immediately issues a
new MPI_IRECV to initiate receipt of the next package. Threads that become
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available for new work start by checking a share of the outstanding message
requests using a thread private list, which eliminates the need for OpenMP crit-
ical regions when receiving and unpacking MPI packages.

The MPI packages are typically used for supplying guard zone values. By
sending this information pro-actively (using MPI_ISEND), rather than having
other MPI processes ask for it, the latency can be greatly reduced, and chances
improve that the boundary patches of other processes will have up-to-date
data available in their virtual neighbours to supply guard zone data when
their neighbour lists are checked.

The MPI packaging for patches contains both a copy of the most relevant
task parameters and the state variables in the interior of the patch. There are
essentially two reasons to ship data for all interior zones, rather than limiting
the package content only to layers that will be needed for guard zone data.
First, this simplifies package creation and handling, and network capacity is
generally large enough to allow this for moderately-sized patches without
any noticeable slowdown. Second, this simplifies load balancing (see below),
since it allows changing the owner of a patch by simply ‘giving’ a patch to
a neighbour MPI process. The patch then needs only change its status, from
‘virtual’ to ‘boundary’ on the receiver side, and from ‘boundary’ to ‘virtual’
on the sender side.

Should memory bandwidth actually become a problem one can reduce the
network traffic significantly by only sending guard zone values, at the cost of
added complexity in the package pack and unpack methods and in the load
balancing methods.

4.3.4 D) Load balancer view

Given the ownership swap protocol outlined above, the actual balancing of
workload is a nearly trivial task, since any MPI process that finds itself with a
surplus of work, relative to a neighbouring MPI process, can easily ‘sell’ some
of its boundary tasks to its less-loaded neighbour MPI processes. However, do-
ing so indiscriminately risks creating ragged geometric boundaries between
neighbouring MPI processes. In this sense, the load balancer should also func-
tion as a ‘communication balancer’ which attempts to keep the number of MPI
communications per rank and per unit simulation time near some minimum
value.

Load balancing follows each task update, and can be performed after every
update, after a given number of updates of each task, or after a given wall
clock time has passed since the previous load balance. Load balancing is en-
tirely local, with each task evaluating (in an OpenMP critical region) if the
number of communications, or the load imbalance, can be reduced by passing
ownership of the task to one of its rank neighbours. A minimum threshold
for imbalance is implemented to prevent frequent passing of tasks that only
marginally improves the imbalance. Only boundary tasks, i.e., tasks that have
neighbours on other ranks are candidates for ownership transfer. If the transfer
is beneficial, the task indicates to the rank neighbour that ownership should
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be changed. The rank that takes over ownership then changes the task status
from ‘virtual’ to ‘boundary’, while the previous owner changes the status
from ‘boundary’ to ‘virtual’. All affected tasks then refresh their neighbour
lists to reflect the new situation.

By using emulation of an initially and severely fragmented patch distribu-
tion via software prototyping, we find that it is more efficient to address the
load imbalance and the communication reduction in two separate steps while,
within each step, the other aspect of the balancing is more or less ignored.

The procedure is essentially as follows:

1. Count the number of MPI neighbours for each rank by enumerating the
number of different ranks recorded in the neighbour lists of a rank’s
boundary tasks;

2. Evaluate, for each boundary task, if the total number of MPI neigh-
bours on the involved ranks would be reduced if ownership of a task
is swapped. In this step, one carries out the most advantageous swaps,
even if a swap would tend to introduce a load imbalance.

3. In a separate step, evaluate if any task swaps can be made that restore
load balance, without increasing the number of MPI neighbours.

The reason this two step procedure is advantageous, relative to trying to
reduce communications under the simultaneous constraint to avoid causing
imbalance, is that it is relatively difficult to find good swaps in step (ii), and
the process is made easier if load (im)balance is temporarily ignored. It is,
meanwhile, relatively easy in step (iii) to find swaps that improve load balance
without changing the total number of of MPI neighbours.

4.3.5 E) Input/Output view

After a task has been updated, its current time in code units is compared to
the task%out_next parameter and, upon passage of that out_next, the rask
output method is called and a snapshot is written. The actual method invoked
depends on where in the task hierarchy the generic output method has been
overridden. For example, if an experiment-specific method has not been im-
plemented, then a solver-specific method will be invoked if implemented, oth-
erwise a generic patch output method is used. Currently, DISPATCH snapshots
use one of two output formats: One that writes patch data as raw binary data
to one file, and patch information as text to another file. An alternative output
format uses the packing procedure used to communicate task data between
MPI ranks, and collects the data for all tasks on a MPI rank into a single file. In
either case, these snapshots are suitable not only for visualisation but also for
restarting a simulation. Finally, for reasons of portability and performance,
parallel HDF5 support is currently being explored.
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4.4 CURRENT CODE COMPONENTS
4.4.1 Internal and external HD, MHD, and PIC solvers

The solvers from a few well-used and well-documented astrophysical fluid
codes have been ported to the DISPATCH framework and validated using ex-
periments carried out with both the original code and the DISPATCH imple-
mentation. As a first representative of Godunov-type Riemann solvers, the
HLLC solver from the public domain RAMSES code (Teyssier, 2002) has been
incorporated. To take advantage of the DISPATCH speed advantages in stellar
atmosphere and similar work (e.g. Baumann et al. 2013), several versions of
the Stagger Code (Nordlund et al., 1994; Kritsuk et al., 2011) class of solvers
have also been ported. As an example of connecting to an external solver, the
ZEUS-3D solver (Clarke, 1996, 2010) used in the AZEuS adaptive mesh re-
finement code (Ramsey et al., 2012) is available; the ZEUS-3D solver is also
the only currently-included solver that can leverage the advantage of ortho-
gonal, curvilinear coordinate systems (e.g. cylindrical, spherical).

Incorporating an external solver as a library call in DISPATCH is straight-
forward, but requires some modification of the external code. An explicit in-
terface must be defined by the external solver. One must also ensure that the
external solver is ‘thread-safe’, i.e., it can safely be invoked by many threads
at once. Initialisation and updating procedures are meanwhile defined in the
DISPATCH solver module; these procedures exist for all solvers in DISPATCH,
external or otherwise. As part of the update procedure, conversion procedures
may be required to ensure the physical variables are in a format suitable for
the solver. For example, in ZEUS-3D, velocity is a primary variable while, in
DISPATCH, we store the momentum. After the external solver is called, the
data must be converted back to DISPATCH variables. At this point, the de-
veloper decides whether DISPATCH or the external solver determines the next
time step. In the case of ZEUS-3D, it determines the next Courant-limited
time step internally and returns the value to DISPATCH. Calling an external
solver occurs at the same point in DISPATCH as any other solver, as part of
a task update procedure. Memory management within the external solver is,
meanwhile, not controlled by DISPATCH.

In ongoing work, we are also incorporating the public domain version of
the photon-plasma particle-in-cell code, PPcode’ (Haugbglle et al., 2013),
and the BIFROST MHD code (Gudiksen et al., 2011), including its modules
related to chromospheric and coronal physics. We intend to use these solvers
for multiple-domain-multiple-physics experiments in the context of model-
ling solar and stellar atmospheric dynamics driven by sub-surface magneto-
convection, expanding on the type of work exemplified in Baumann et al.
(2013).

5 https://bitbucket.org/thaugboelle/ppcode

87



88

PAPER II

4.4.2 Radiative transfer

Radiative processes are undeniably important in most astrophysical applica-
tions (e.g. planetary atmospheres, protoplanetary disk structure, HII regions,
and solar physics, to name a few). Being a 7-dimensional problem (three
space + time + wavelength + unit position vector), it can be a daunting phys-
ical process to solve. A number of approaches have been developed over the
last several decades in an attempt to tackle the problem, including flux-limited
diffusion (FLD) (Levermore & Pomraning, 1981), Fourier transforms (e.g.
Cen 2002), Monte Carlo techniques (e.g. Robitaille 2011), variable tensor Ed-
dington factors (Dullemond & Turolla, 2000), short (e.g. Stone et al. 1992),
long (e.g. Nordlund 1982; Heinemann et al. 2006) and hybrid (Rijkhorst et al.,
2006) characteristics ray-tracing.

DISPATCH currently implements a hybrid-characteristics ray-tracing Radiative
Energy Transfer (RT) scheme: long rays inside patches and short rays in-
between, albeit with a few exceptions as described below. The RT module
consists of a ray geometry component, an initialisation component, and run
time schemes; each component needs to know very little about how the oth-
ers work, even though they rely heavily on each other. In addition, since the
RT module depends on the values of, for example, density and temperature,
it also relies on the co-existence of instances of a solver data type that can
provide these quantities. Below, we briefly explain the purpose of each of the
RT components; a detailed description of the RT module, together with im-
plementation details for refined meshes and additional validation tests, will
appear in a subsequent paper of this series (Popovas et al., in prep.).

Current solver implementations include Feautrier and integral method formal
solvers (e.g. Nordlund 1984), multi-frequency bin opacities, and source func-
tion formulations with either pure thermal emission, or with a scattering com-
ponent®. Scattering is handled in a similar way as in the BIFROST code
(Hayek et al., 2010). For cases with low to moderate albedos, the method
is essentially lambda-iteration. The specific intensities from previous time
steps are stored in DISPATCH time slices and can be used as starting values
for the next time steps, which makes this approach effective. Extreme scat-
tering cases could be handled by implementing more sophisticated methods,
such as accelerated lambda iteration (Hubeny, 2003).

4.4.2.1 Ray geometry

When the RT module is initialised, it first creates a ray geometry (RG) for exist-
ing patches. The only information the RG component needs is the simulation
geometry type (Cartesian/cylindrical/spherical), dimensions of a patch (num-
ber of cells per direction), the desired number of ray-directions, and their
angular separation. The RG component then proceeds to spawn rays: Each
ray starts at one patch boundary and ends at another boundary (face, edge,
or corner) of the same patch. Spacing of rays is set to the patch cell size

Although the Feautrier method conserves energy by construction, the integral method does
not. As such, the choice of RT solver should be made with this in mind.



4.4 CURRENT CODE COMPONENTS

along the direction that forms the largest angle with the ray. The ray points
are, ideally, co-centred with patch cell centres along the direction of the ray.
In this case, the required hydrodynamic quantities (e.g. density and internal
energy) do not need to be interpolated to the RG, and neither do the resulting
intensities need to be interpolated back to the mesh; this saves a significant
amount of computational time. If angular resolution surpassing that provided
by rays along axes, face diagonals and space diagonals is required, this can be
accomplished via rays in arbitrary directions but with an extra cost resulting
from interpolating temperature and density to ray points and then interpolat-
ing the resulting net heating or cooling back to the patch mesh. In this case,
as with the MHD variables, interpolation to ray points and of the subsequent
heating rate back to the mesh are done using conservative operators.

Once all rays have been created, they are organised into a fast look-up tree
hierarchy. The primary access to this tree is through the ray geometry type.
Within a ray geometry object, the rays are further sub-divided into

1. raydirections - in principle, as long as scattering is not considered, rays
in one direction do not care about rays with another direction, so they
can be separated and updated as independent tasks by different threads.
To solve for RT inside a patch, boundary conditions from the patch
walls (i.e. boundary face) that the rays originate from are required. Not
all slanted rays with one direction originate and terminate at the same
wall (see Figure 4.1). To avoid waiting time originating from sets of
ray directions that end on more than one patch wall, the complete set
is further sub-divided into

2. ray bundles; these are defined as sets of rays that originate and termin-
ate on the same pair of patch walls. RT is a highly repetitive task, where
a large numbers of rays is typically considered. It is thus highly advant-
ageous to use schemes that maximise hardware vectorisation in order to
reduce the computation time. Therefore, all rays should, preferably, be
of the same length. This is a natural feature of rays that are parallel to a
patch coordinate axis; slanted ones, meanwhile, are further rearranged
mnto

3. ray packets; these are the sets of rays in one ray bundle that have the
same length. To promote faster data lookup (e.g. interpolating ray co-
ordinates to patch coordinates, origin/termination points, etc.), they are
organised as data arrays.

Note that axis-oriented rays, as well as rays with specific spatial angles
(e.g. 45°), will generally terminate at locations that coincide with the origins
of rays in a ‘downstream’ (with respect to RT) patch. This is exploited in the
current implementation by introducing the concept of ray bundle chains.

4.4.2.2  Ray bundle chains

To obtain the correct heating/cooling rates inside a patch, one needs boundary
values/incoming intensities from ‘upstream’ patches. By reorganising rays
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Figure 4.1: Ray geometry representation in 2-D. (M)HD grid cells are represented by
grey squares, coloured lines represent rays. Different line styles represent
different directions. Different colours represent different bundles.



4.4 CURRENT CODE COMPONENTS

into bundles (see above), one minimises the number of walls needed per par-
ticular bundle down to a single pair: one at the origin and one at the termina-
tion. Such an arrangement allows the connection of one ray bundle to a similar
ray bundle in a neighbour patch, resulting in a bundle chain. If we continue
the analogy with actual chains, then the first, or master, chain ‘link’ is con-
nected to an outer boundary, and all the other links, by virtue of the chain,
obtain their boundary values from their upstream link immediately after the
RT is solved on the upstream link. If the upstream surface of a link is a phys-
ical boundary or a change in spatial resolution, this particular link is defined
as being the first link in the chain, i.e., the one from which execution of the
chain starts. Bundle chains effectively transform the short-characteristic ray
scheme inside patches into long-characteristic rays over many patches along
the ray bundle direction.

4.4.2.3 RT initialisation and execution

After the ray geometry has been generated, the RT initialisation component
steps through all of the patches in the task list and creates an overlapping RT
patch. The RT patch keeps track of all the ray-directions and sets up bundle
chains by searching for upstream patches in a patch’s neighbour list.

When an MHD patch, and subsequently the internal state variables, is up-
dated, a corresponding RT patch is ready to be executed. Initially, it may not
have wall/boundary data available, but it can still prepare the internal part
by evaluating the source function and opacities for the internal cells. The RT
patch then steps through its list of bundles and ‘nudges’ the master links of
any bundle chains. The master link could belong to this patch, or it could
belong to a very distant patch along a particular ray direction. In most cases,
chain links along an arbitrary ray direction are not yet ready for execution
(e.g. the internal data for an RT patch is not prepared yet), so the master link
simply records which links in the chain are ready. As soon as a last nudge
indicates that all links are ready, the chain can be executed recursively, as
follows:

1. The first bundle in the chain gets boundary values either from physical
boundary conditions, or retrieves them from an upstream patch; in the
latter case, the upstream source is either a virtual patch on another MPI
rank or has a different spatial resolution (and therefore requires inter-
polation);

2. Simultaneously, the source function and opacities are mapped from in-
ternal patch data onto the ray bundle coordinates;

3. The boundary values and mapped internal data are sent to an RT solver.
The solver returns the heating/cooling rates for internal cells in addition
to wall intensities, which, in turn, are sent to the next, downstream link
in the bundle chain.

Once a bundle chain has executed, the chain and its individual links are
placed in a ‘not ready’ state while the chain waits for the corresponding MHD

91



92

PAPER II

patches to be updated again. In practice, it may not be necessary (or practical)
to solve RT after every MHD update. Thus, one can instead specify the num-
ber of MHD updates or time interval after which the next RT update will be
scheduled.

4.4.3 Non-ideal MHD

The importance of magnetic fields in astrophysics is well-established, as is
the application of MHD to problems involving magnetised fluids. However,
non-ideal MHD effects (Ohmic dissipation, ambipolar diffusion, and the Hall
effect) can be important in various astrophysical contexts, for instance, in pro-
toplanetary disks and the interstellar medium. Here, we account for the addi-
tional physical effects of Ohmic dissipation and ambipolar diffusion in DIS-
PATCH by extending the already implemented MHD solvers. We illustrate the
process using the staggered-mesh solvers based on the Stagger Code (Nord-
lund et al., 1994; Kritsuk et al., 2011); the implementation in other solvers
would differs mainly in details related to the centring of variables. In the
Stagger and ZEUS-3D solvers, for example, components of momentum are
face-centred, while in the RAMSESMHD solver, momentum is cell-centred. In
all of the currently implemented MHD solvers, electric currents and electric
fields are edge-centred, following the constrained transport method (Evans &
Hawley, 1988) to conserve V-B = 0.

4.4.3.1 Ohmic dissipation

Ohmic dissipation results from the additional Electromotive Force (EMF) in-
duced by imperfect conduction (non-zero resistivity) in a magnetised fluid.
For simplicity, we assume an isotropic resistivity that can be described by a
scalar parameter, Mo, and write the additional electric field as:

Eoim = Nownd., 4.2)

where J = V x B is the current density and B is the magnetic field; Eqpy, is
added to the ideal EMF (E = —v x B) prior to invoking the induction equation.
Meanwhile, a non-zero resistivity also results in an additional heating term:

Ootm = J - Eonm = NowmJ* (4.3)

Since the current density is edge-centred, we must appropriately average its
components to compute the cell-centred heating rate.
Additionally, we use the following expression for the Ohmic time step:

A 2
AtOhm = COhm -min ( X > S (44)
Nonmm

where Ax is the cell size and Cgy,, is a Courant-like parameter, conservatively
chosen to be 0.1 following Masson et al. (2012). The Courant time step is
subsequently modified to select the minimum of Afgp,, and the usual Atygp.
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4.4.3.2 Ambipolar diffusion

In the case of a gas that is only partially ionised, magnetic fields directly affect
the ionised gas but not the neutral gas; the neutral gas is instead coupled to
the ions via an ion-neutral drag term. In general, therefore, the ionised gas
moves with a different speed than the neutral gas. If the speed difference is
small enough to neglect inertial effects, the drag term can be represented by
estimating the speed difference (i.e. the ‘drift speed’) between the ionised
and neutral gas. We implement this so-called single-fluid approach along the
lines of previous works (cf. Mac Low et al. 1995; Padoan et al. 2000; Duffin
& Pudritz 2008; Masson et al. 2012).
Specifically, we add an additional ambipolar diffusion EMF,

EAD = —Vp X B, (45)

to the induction equation, where

1
B YADP Pi

\D)) JxB (4.6)
is the drift velocity, p is the total mass density, p; is the ion mass density and
Yap is the ambipolar drift coefficient.

Like Ohmic dissipation, ambipolar diffusion also results in an additional
heating term:

Oap = PPiYan(Vp)*. 4.7)

As before, we appropriately average the components of J x B to cell-centre
in order to compute the cell-centred Qap.

Similar to the implementation of Ohmic dissipation, we add a constraint
on the time step such that (cf. Masson et al. 2012):

At < Atap = Capmin <"AD2”I' (Ax)2>
VA

— Capmin (YAL;’;"” (Ax)z) : 4.8)

with Cap again conservatively chosen to be 0.1.

4.4.4  Particle trajectory integration

Particles in DISPATCH can be treated as both massive and massless. Massless
particles may be used for diagnostic tracing of Lagrangian evolution histories,
while particles with mass may be used to model the interaction of gas and
dust, which is an important process, particularly in protoplanetary disks.

To be able to represent a wide distribution of dust particle sizes without
major impact on the cost the particle solver must be fast, and the particle
integration methods have been chosen with that in mind. Trajectories are in-
tegrated using a symplectic, kick-drift-kick leap-frog integrator, similar to the
one in GADGET?2 (Springel, 2005). In the case of massive particles we use
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forward-time-centring of the drag force, which maintains stability in the stiff
limit when drag dominates in the equation of motion. Back-reaction of the
drag force on the gas is currently neglected — this will be included in a future
version.

4.4.5 Equation-of-state and opacity tables

DISPATCH is designed from the ground up to include several options and look-
up tables for both idealised and realistic equation of state (EOS) and opacities.
To look-up tables as efficient as possible, binary data files with fine grained
tables are generated ahead of time using utilities written in Python and in-
cluded with the code. These utilities read data from various sources and con-
vert it to look-up tables in the logarithm of density and an energy variable;
which type energy is used depends on the solver. For example, the HLLC and
ZEUS-3D solvers use thermal energy in the EOS, as do most of the Stagger
Code solvers, while one version of the Stagger Code instead uses entropy
as the ‘energy’ variable. Naturally, for simple EOSs such as constant gamma
ideal gas, a look-up table is not necessary and calls to the EOS component
instead end in a function appropriate for the current solver.

The table look-up is heavily optimised, first by using spline interpolations
in the Python utilities to produce tables with sufficient resolution to enable bi-
linear interpolation in log-space in DISPATCH. The table address calculations
and interpolations are vectorised, while a small fraction of the procedure (data
access) remains non-vectorised because of indirect addressing.

4.5 VALIDATION

Since the solver components of DISPATCH are taken from existing, well-
documented codes, validation in the current context requires only verification
that the DISPATCH results agree with those from the standalone codes and,
furthermore, verification that the partitioning into patches with independent
time steps does not significantly affect the results. In this section, we doc-
ument validation tests for the main hydrodynamics (HD) and MHD solvers,
for the non-ideal MHD extension to these solvers, and for the radiative trans-
fer code component. We concentrate on the validation aspect, mentioning
performance and scaling only in passing; more details on these aspects will
appear in a subsequent paper (Ramsey et al., in prep.).

For any particular experiment, all solvers use the same ‘generator’ to set
the initial conditions, which makes it easy to validate the solvers against
each other, and to check functionality and reproducibility after changes to
the code. A simple regression testing mechanism has been implemented in
the form of a shell script, permitting each experiment to be validated against
previous or fiducial results. By also making use of the ’pipelines’ feature on
bitbucket.org, selected validations are automatically triggered whenever
an update is pushed to the code’s git repository.
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Figure 4.2: Left: Projected density in code units at time ¢ = (0.2 for the KITP decaying
turbulence experiment when using a single patch with 2563 cells. Right:
The same, but using 512 patches, each with 323 cells. Note that he density
has been raised to a power of 0.5 to enhance the contrast. The cell indices
are denoted on the axes.
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Figure 4.3: Left: The absolute difference between the left and right panels of Figure
4.2 (i.e. in projected density). Right: The difference between two runs,
obtained with Courant numbers 0.6 and 0.8, respectively.

4.5.1 Supersonic turbulence

For the first demonstration that the solvers implemented in the DISPATCH
framework reproduce results from the stand-alone versions of existing codes,
we use the decaying turbulence experiment from the KITP code comparison
(Kritsuk et al., 2011). The experiment follows the decay of supersonic tur-
bulence, starting from an archived snapshot with 256° cells at time ¢ = 0.02,
until time ¢ = 0.2.

In Figure 4.2, we display the projected mass density at the end of the exper-
iment, carried out using the HLLC solver from RAMSES. On the one hand, a
single patch (left panel) reproduces results obtained with RAMSES, while, on
the other hand, using 512 (right panel) patches with 323 cells each, evolving
with local time steps determined by the same Courant conditions as in the
RAMSEScode (but locally, for each patch), still demonstrates good agreement
with the RAMSESresults. The solutions are visually nearly indistinguishable,
even after roughly two dynamical times. The root-mean-square velocities are
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practically identical, with a relative difference of only 6 10~ at the end of the
experiments.

Figure 4.3 shows two difference images, displaying the absolute value of
the differences in the projected density (raised to the power of 0.5 to enhance
visibility). The left panel shows the difference between the runs with 1 and
512 patches, while the right panel shows the difference between two oth-
erwise identical cases with 512 patches, but with slightly different Courant
numbers (0.6 and 0.8). This illustrates that a turbulence experiment can never
be reproduced identically, except when all conditions are exactly the same;
small differences due to truncation errors grow with time, according to some
Lyapunov exponent.

Figures 4.2 and 4.3 validate the use of our patch-based local time step-
ping in two different ways: First, through the absence of any trace of patch
boundaries in the difference image and, second, by demonstrating that the
differences are consistent with differences expected simply from the use of
different Courant numbers. In the single patch case (as well as in RAMSESand
other traditional codes), local regions with relatively low flow speeds are ef-
fectively evolved with very low local Courant numbers (i.e., time steps are
locally much smaller than that permitted by the local Courant condition),
while the patch-based evolution takes advantage of the lower speeds by us-
ing locally larger time steps.

The local time step advantage can be quantified by the number of cell-
updates needed. The single patch case needs about 210'C cell updates (as
does RAMSES), while the experiment using 512 patches with local time steps
needs only about 1.410'? cell-updates. Using 20-core Intel Xeon Ivy Bridge
CPUs, the 512 patch experiment takes only 6.5 minutes when run on 30 hard-
ware threads (and 7.0 minutes with 20 threads). The cost per cell update is
0.61 core microseconds in the single patch case, 0.56 core-microseconds in
the 20 thread case, and 0.53 core-microseconds in the 30 thread case. The
super-linear scaling from 1 to 20 cores is mainly due to better cache utilisa-
tion when using 323 cells per patch, while the additional improvement when
using 30 hardware threads on 20 cores illustrates a hyper-threading advant-
age; with more hardware threads than cores, the CPU has a better chance to
find executable threads.

4.5.1.1 Weak and strong scaling

We now switch to driven isothermal turbulence experiments to explore the
weak and strong scaling properties of DISPATCH; the decaying turbulence
experiment relies on the 2563 code comparison snapshot, and is therefore not
suitable for weak scaling tests. In brief, we drive purely solenoidal, supersonic
turbulence in a box with wave numbers kL /27 < 3.2, where L — 1 is the box
size, until # = 0.2. The density is initially uniform and equal to 1.0, while the
velocities are initially zero. There are nominally 512 patches per MPI rank,
each with 323 — 643 cells per patch. The optimal number of cells per patch
is problem and hardware dependent; a substantially reduced number of cells
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Figure 4.4: Strong and weak scaling for DISPATCH with the RAMSESHLLC and

STAGGER ("STG") code solvers, as applied to a driven turbulence ex-
periment. The performance of the framework is demonstrated using the
cost to update one cell as a function of the number of cores. The bottom
set of squares denote scaling on Intel Xeon Haswell nodes at HLRS Stut-
tgart/HazelHen, while the top set of circles (HLLC) and triangles (STAG-
GER) denote scaling on Intel Xeon Phi Knights Landing (KNL) nodes
at CINECA/Marconi (in both cases, with generally two MPI ranks per
node). The grey diamonds denote the performance of RAMSES(HLLD)
in uniform resolution mode on Intel Xeon Haswell nodes for the same
driven turbulence set up. The orange triangles shows strong scaling with
16, 32, 64, 128, and 256 KNL nodes on a 20483 fixed size case, using
the STAGGER solver with 323 patches; the straight line indicates ideal

strong scaling.
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ment expressed in units of GFlop s~! as a function of the number of cores.

Dashed lines indicate ideal scaling. The inset zooms in on the differences
in GFlop s~! between solvers. All data was collected on CINECA/Mar-
coni. Weak scaling tests were conducted with 483 cells per patch. The
strong scaling was conducted with a fixed total 2048 cells and 323 cells
per patch.
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per patch results in a degradation in performance (cf. Mendygral et al. 2017),
but also allows a potentially larger local time step advantage.

On Intel Xeon (Haswell) CPUs, we find that, as in the decaying turbu-
lence case, the typical cell-update cost on a single node is on the order of
0.5 — 0.6 core-microseconds, while on the somewhat slower Intel Xeon Phi
(Knights Landing; KNL) cores, the update cost is approximately 0.8 — 1.1
core-microseconds. As with traditional Xeon CPUs, we find that using 2 X
hyper-threading on Xeon Phi CPUs reduces the run time by ~20%. Figure 4.4
demonstrates that DISPATCH has excellent strong scaling properties, subject
to the conditions that there needs to be enough work to keep the threads busy,
and sufficient memory to hold the time slices. Figure 4.4 also demonstrates
that, even with MPI overhead (visible at higher core counts), DISPATCH weak
scaling on Intel Xeon and Xeon Phi CPUs is virtually flat up to 1024 (cor-
responding to 24,576 cores) and 3000 MPI ranks (corresponding to 204,000
cores), respectively. For comparison, we also include performance measure-
ments for RAMSES(using the HLLD solver) operating in uniform resolution
mode for the same driven turbulence experiment. After adjusting for the cost
difference between HLLD and HLLC solvers (the former is ~5x more ex-
pensive than the latter), evidently, DISPATCH is up to 16 x faster than RAMSESat
large core counts.

Figure 4.5 presents another metric of the performance of the DISPATCH
framework and integrated solvers: the gigaflops per second (GFlop s~ ') as
a function of the number of cores for the driven turbulence experiment. The
theoretical single precision peak performance of one Intel Xeon Phi 7250
(KNL) cpPu (i.e. the ones that constitute CINECA/Marconi-KNL) is ~ 78
GFlop s~! per core. The solvers currently implemented in DISPATCH only
reach ~2 — 3% of this theoretical peak. This is not uncommon for astro-
physical fluid codes, which are typically memory bandwidth limited. Note
that these values characterize the solvers even in single core execution; the
DISPATCH framework controls the scaling of the performance, while the per-
formance per core is determined by the particular solver.

However, while the time per cell update and its scalings (Figure 4.4) are
the main factors determining the ‘time-to-solution’ for a simulation, the num-
ber of Flops used per second remains an important complementary indicator;
not only is it the measure that defines exa-scale, its consideration is also im-
portant when trying to minimising the time-to-solution. Modern CPUs can do
many Flops per memory load/store, and for essentially all MHD solvers, the
Flops per second is limited by memory bandwidth rather than by theoretical
peak performance. Added complexity per update step thus potentially carries
very low extra cost, especially if it does not incur any extra loads/stores. We
illustrate this in Figure 4.5 by showing the number of GFlop s~! when em-
ploying 2nd, 4th, and 6th order operators in the Stagger solver. Although the
4th order operators use five Flops per point, vis-a-vis two Flops per point for
the 2nd order operators, the total number of Flops per cell update increases
only by a factor of ~ 1.3 (due to Flops not related to differential operators).
Meanwhile, the time per cell update/number of cell updates per core-second
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Figure 4.6: Density (upper left), By (upper right), v, (lower left) and v, (lower right)
for the C-shock experiments. The solid lines correspond to the initial
(blue) and evolved (green) states of the isothermal run with AD, the
dashed lines correspond to the initial (red) and evolved (cyan) states of
the non-isothermal run with AD, the dash-dotted lines correspond to the
initial (magenta) and evolved (yellow) states of the non-isothermal run
with Ohmic dissipation. Vertical dotted lines denote patch boundaries.

Table 4.1: Initial conditions for the non-ideal C-shock experiments. Pre-shock (up-
stream) values refer to the left hand side of panels in Figure 4.6.

Variable p Vy vy By By P

Pre-shock (AD) 0.5 5 0 V2 V2 0.125

Post-shock (AD; isothermal) 1.0727 2.3305 1.3953 V2 3.8809 0.2681

Post-shock (AD; non-isothermal) 0.9880 2.5303 1.1415 V2 3.4327 1.4075
L L

Pre-shock (Ohm) 0.4 3 0 7 7 0.4

Post-shock (Ohm) 0.71084 1.68814 0.4299 i? 1.43667 1.19222

remains essentially unchanged, consistent with memory bandwidth being the
bottleneck. Since higher order operators reduce the numerical dispersion of
the scheme, they potentially allow for a reduction in the number of cells at
constant solution quality, and since, in 3-D, the time-to-solution generally
scales as the 4th power of the number of cells per dimension, using 4th order
operators is a virtually certain advantage. Using 6th order operators further in-
creases the number of flops per core-second while affecting the time per cell
update only marginally, potentially offering yet more advantage. However,
the increased number of guard zones necessary for higher order operators
is another factor that enters the cost balance analysis, and the most optimal
choice is thus problem dependent. In current (and future) applications of the
framework, we (will) base the choice of solver and order of operators on the
quality of the, and the time to, solution using pilot simulations to compare
outcomes and to choose measures of ‘quality’ most relevant for each applica-
tion.
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4.5.2 Non-ideal MHD: C-shock

To validate the non-ideal MHD extensions, we carry out C-shock experiments
following Masson et al. (2012) for both Ohmic dissipation and ambipolar
diffusion. Table ?? shows the initial (left and right) states. In the isothermal
case, we set the adiabatic index y = 1 + 1077, while we use y = 5/3 for
the non-isothermal and Ohmic dissipation runs. In the ambipolar diffusion
runs, we set Yap = 75, and in the Ohmic dissipation run we use Nop, = 0.1,
where we assumed an ion density of p; = 1 in all three cases. We test the
implementations using five patches, each with dimensions 30x1x1, and plot
the results in Figure 4.6. Our results are in good agreement with Masson et al.
(2012). Like Masson et al. (2012) and Duffin & Pudritz (2008), we find that
the shock undergoes a brief period of adjustment before reaching a steady
state solution in all cases. We have confirmed that, for a moving C-shock, the
solution quality is not affected by crossing patch boundaries.

Even for a simple benchmark like the non-ideal C-shock, the DISPATCH
local time stepping advantage is already beginning to show: In the ambi-
polar diffusion experiments, there is a factor of ~ 2 difference in the time
steps between patches’. As the complexity of the problem and the number
of patches increases, the advantage for non-ideal MHD experiments is expec-
ted to increase. Indeed, we are currently exploring if DISPATCH can compete
with super-time-stepping algorithms (e.g. Alexiades et al. 1996; Meyer et al.
2014) for ambipolar diffusion, or even if there is a greater benefit by combin-
ing them.

4.5.3 Radiative transfer: Shadow casting benchmark

To test our radiative transfer implementation, we apply the so-called ‘shadow’
casting benchmark (e.g. Hayes & Norman 2003; Jiang et al. 2012; Ramsey
& Dullemond 2015). We consider a 3-D Cartesian domain of size —0.5 <
[x,¥,z] <0.5 cm. An overdense ellipsoid is placed at the origin, with a density
profile prescribed by:

P1 —Po

[E @

p(x,y,z) = Po +
where r = (x/a)? + (y/b)? + (z/b)?, a = 0.10 cm, b = 0.06 cm, and p; =
10pg. The ambient medium is initialised with a gas temperature 7p = 290 K
and a density pg = 1 g cm™>. The entire domain is in pressure equilibrium.
The gas opacity is given by:

T -3.5 2
cesna(3)(2)

where 0 = 1. We apply a constant and uniform irradiation source across the
left boundary (at x = —0.5 cm), characterised by blackbody emission with

In the Ohmic dissipation experiment, since the Ohmic time step depends only on (a constant)
Nonm and the grid spacing, the time step is the same in every patch.
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Figure 4.7: Results for the shadow casting benchmark. The irradiation source is loc-
ated at the left boundary. The heating rate per unit volume, Q (Eq. 4.11),
is shown, with levels indicated by the colour bar to the right.

an effective temperature T;,, =6 Ty K. The other boundaries are assumed to
be blackbodies with effective temperature Ty. For the experiment, we use 8°
patches, each containing 643cells. The ray geometry contains 13 directions
with 45° space-angle separation.

In this set up, the ambient medium is optically thin and the photon mean
free path parallel to a coordinate axis is equal to the length of the domain.
The clump is, meanwhile, optically thick and has an interior mean free path
of ~3.2107% cm. The clump thus absorbs the incident irradiation, and sub-
sequently casts a shadow behind it. Figure 4.7 shows the resulting heating
rate per unit volume, which is given by:

Q=pK(J—=S), 4.11)

where J is the mean intensity and S is the source function. The solution dis-
plays, qualitatively and quantitatively, all the expected features: the shadow is
sharp, it has a finite-size border, the front of the clump is strongly heated due
to the incident radiation, and the back side of the clump experiences a very
mild heating due to the incident thermal radiation from the ambient medium.
The heating rates, meanwhile, compare well with the results of Ramsey &
Dullemond (2015).

For this experiment, the update cost is ~0.6 core-microseconds per cell on
Intel Xeon Ivy Bridge CPUSs, including RT. Running the same experiment with
RT disabled instead results in a cost of ~0.5 core-microseconds per cell. Thus,
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Figure 4.8: Left: A 1Mj planet simulated for 100 orbits using a single patch with
ng X ng = 160 x 450 uniformly-spaced zones. Middle: The same but
subdividing the domain into 45 equally-sized patches. Right: The time
step in each patch after 100 orbits.

even with 13 spatial directions, and even with solving for RT after every MHD
update, the RT algorithm only adds approximately 20% to the experiment cost.
Although using a more realistic EOS (i.e. look-up table) will increase the cost
slightly, clearly, the DISPATCH RT algorithm can provide accurate RT solutions
at a very low cost. In a subsequent paper of this series (Popovas et al., in
prep.), additional details and benchmarks, including further documentation
on the accuracy and speed of RT in DISPATCH, will be provided.

4.5.4 de Val-Borro disk benchmark

One of the current and primary science goals of DISPATCH is to model planet
formation processes in global and realistic settings. As such, we now apply
DISPATCH to the global disk benchmark of de Val-Borro et al. (2006). More
specifically, we embed a Jupiter-like planet in an initially uniform surface
density protoplanetary accretion disk and then allow the disk to evolve for
100 orbits at the semi-major axis of the planet. Following de Val-Borro et al.
(2006), we initialise a two-dimensional, geometrically thin disk with a con-
stant surface density given by Xy = 0.002M, / wa®, where M, is the mass of
the central star and a is the semi-major axis of the planet. We use an aspect ra-
tio of H/R = 0.05, where H is the canonical disk scale height, an effectively
isothermal EOS (Y = 1.0001), and an initially Keplerian orbital velocity.

In scaled units, the mass of the central star is set to 1.0, while the planet is
assigned a mass of 1073 and a semi-major axis of 1.0. The simulation is per-
formed in the reference frame co-rotating with the planet and centred on the
central star. Therefore, the gravitational potential of the system is comprised
of one term each for the star and planet, plus an additional ‘indirect’ term to
account for the fact that the centre-of-mass of the system does not correspond
to the origin (cf. D’ Angelo & Bodenheimer 2013):

M, GM, GM,
qb:—G - P +—PR.R,, 4.12)

R /JR-R)?+€ R

where G is the gravitational constant, M, is the mass of the planet, R is the

cylindrical radius, R, is the position of the planet in cylindrical coordinates,
and ¢ is the gravitational softening length. Still following de Val-Borro et al.
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(2006), we set € = 0.6H, and a planetary position of (Z,R, ®) = (0.0,1.0,0.0).
In the co-rotating frame, the planet’s position is fixed, i.e., the planet is not
permitted to migrate.

The computational domain has dimensions [0.4a,2.54] in radius and [— 7, 7]
in azimuth; we use polar cylindrical coordinates and the ZEUS-3D solver.
When using curvilinear coordinates with ZEUS-3D, it is the angular rather
than the linear momentum that is solved, thus guaranteeing the conservation
of angular momentum (Kley, 1998). Code parameters of note are the Cour-
ant factor, which is set to 0.5, and the artificial viscosity parameters (Clarke,
2010), qcon and qlin, are set to 2.0 and 0.1, respectively. In the results
presented below, a kinematic viscosity of 10> (in units where GM, = 1 and
a=1)1is used.

We adopt periodic boundary conditions in the azimuthal direction, and the
‘wave-killing’ conditions of de Val-Borro et al. (2006) in the radial direction,
with damping activated in the ranges [0.4a,0.5a] and [2.1a,2.5a]. It is worth
noting that we do not gradually grow the planet mass over the first few or-
bits (cf. de Val-Borro et al. 2006; Sect. 3.1), but instead begin with the full
planetary mass in place.

The left panel of Figure 4.8 shows the benchmark results for a single patch
at a resolution of ng X ng = 160 x 450 cells after 100 orbits. These results
can be directly and favourably compared with Figure 10 of de Val-Borro et al.
(2006). The middle panel, meanwhile, shows the results from sub-dividing
the domain into 45 equally-sized patches. As can be seen, the model with 45
individual patches is nearly identical to the model with a single patch. Finally,
the right panel illustrates the time step in each patch after 100 orbits; there is
a factor of ~ 8.2 difference between the largest and smallest time steps. This
local time-stepping advantage, over the course of 100 orbits, reduces the CPU
time required by the multiple-patch version by a factor of roughly two relative
to the single-patch version (~6 hr vs. ~ 12 hr).

4.6 SUMMARY AND OUTLOOK

We have introduced a hybrid MPI/OpenMP code framework that permits semi-
independent task-based execution of code, e.g., for the purpose of updating a
collection of semi-independent patches in space-time. OpenMP parallelism is
handled entirely by the code framework — already existing code need not (and
should not) contain OpenMP parallel constructs beyond declaring appropriate
variables as threadprivate. OpenMP tasks are generated by a rank-local dis-
patcher, which also selects the tasks that are ready for (and most in need of)
updating. This typically implies having valid guard zone data imported from
neighbours, but can take the form of any type of inter-task dependency. The
type of tasks can vary, with HD, ideal MHD, radiative transfer and non-ideal
MHD demonstrated here; PIC methods coupled to MHD methods on neighbour-
ing patches are currently in development. Tasks do not necessarily have to be
grid-based (allowing,, e.g., particle-based tasks), while tasks that are may use
either Cartesian or curvilinear meshes. The code framework supports both sta-
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tionary and moving patches, as well as both static and dynamic mesh refine-
ment; the implementation details for moving patches and dynamic refinement
will be featured in a forthcoming paper (Ramsey et al., in prep.).

As DISPATCH is targeting exa-scale computing, a feature of great import-
ance for the performance of the framework is that time steps are determined
by local conditions (e.g. the Courant condition in the case of mesh-based
tasks/patches); this can lead to potentially significant reductions in comput-
ing time in cases where the signal speed varies greatly within the computa-
tional domain. Patches, in particular, are surrounded by a sufficient number
of guard zones to allow interior cells to be updated independently of other
patches within a single time step; the guard zone data is retrieved or inter-
polated from neighbouring patches. Since patches evolve with different time
steps, it is necessary to save a number of time slices for interpolation (and
possibly extrapolation) to the time whence guard zone values are required.
Performance, even for existing codes, improves when running under the DIS-
PATCH framework for several reasons: First, patches are small enough to util-
ise cache memory efficiently, while simultaneously being large enough to
obtain good vectorisation efficiency. Secondly, task overloading ensures all
OpenMP threads remain constantly busy, which results in nearly linear OpenMP
speed-up, even for a very large numbers of cores (e.g. Intel Xeon Phi). Third,
load imbalance caused by multi-physics modules with significantly different
update costs per unit time is automatically compensated for, since the task
scheduling automatically favours tasks that tend to lag behind. Fourth, each
MPI process (typically one per socket per node) only communicates with its
nearest neighbours — here interpreted broadly as those MPI processes that are
either geometrically close, or else causally coupled via, for example, radiat-
ive transfer. Finally, load balancing is designed to minimise work imbalance
while simultaneously keeping the number of communications links near a
minimum. As demonstrated in Figures 4.4 and 4.5, these features result in a
code framework with excellent OpenMP and MPI scaling properties.

When combined with co-moving patches in, for example, a protoplanetary
disk, the advantages of DISPATCH relative to a conventional adaptive mesh
refinement code such as RAMSES are, first of all, a gain from the co-moving
patches and, second, an additional advantage due to local time stepping. Bey-
ond that, the implementation of the RAMSES solver in DISPATCH exhibits a
substantial raw speed improvement per cell update by up to a factor of 16
relative to the standalone version — in large part due to the much smaller
guard zone overhead (the 2x2x2 octs used in RAMSES need 6x6x6 cells for
updates), but also due to contributions from better vectorisation and cache util-
isation. In fact, comparisons to recent zoom-in simulations performed with
RAMSES(Nordlund et al., 2014; Kuffmeier et al., 2016, 2017) demonstrate
that cost reductions of up to a factor of 40 are possible.

In DISPATCH the number of tasks per MPI rank (typically one per compute
node or CPU socket) is kept sufficiently high to ensure all of the cores within
a rank stay busy at all times. As the capacity (i.e. the number of cores) of
compute nodes is growing with time, in the future, each rank will be able to
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handle more tasks, and hence an increasing fraction of tasks will be ‘internal’,
i.e., their neighbour tasks will reside on the same MPI rank, and thus will not
require communication with neighbouring ranks. By construction then, as the
capacity grows, each node remains fully occupied, and inter-node communic-
ation needs decrease rather than increase with growing problem size. Com-
bined with the fact that, in DISPATCH each rank only communicates with its
nearest neighbours, the OpenMP and MPI scaling characteristics of DISPATCH
therefore satisfy our definition of being exa-scale ready.

Planned and ongoing applications of the DISPATCH code framework in-
clude pebble accretion via hierarchically resolved Hill spheres around planet-
ary embryos (Popovas et al., submitted), solar and stellar magneto-convection
with chromospheric and coronal activity, with further extensions applying a
combined MHD-PIC multiple-domain-multiple-physics method to particle ac-
celeration in model coronae. Solar and stellar magneto-convection is a con-
text where the local time step advantage can become very large. Analysis
of snapshots from Stein & Nordlund (2012) shows a gain of a factor ~ 30,
caused by the contrast between the extremely short time steps required in the
low density atmosphere above sunspots, and the generally much longer time
steps allowed at other locations on the surface, as well as essentially every-
where below the surface.

Part of the motivation for developing DISPATCH was to create a framework
that is suitable for studying planet formation. Recall, for example, the scene
including a protostellar system modelled by using a sink particle compon-
ent plus MESA stellar evolution model for the central star, plus a collection
of moving, orbiting patches to represent the gas in the protostellar accretion
disk (Sect. 4.2.4). Likewise, particle tasks could be operating to represent the
dust, either as sub-tasks inside other tasks, or as semi-independent separate
tasks. These would then be able to use data on gas and dust properties from
accretion disk patches to estimate the production rate of thermally processed
components — representing, for example, chondrules and high-temperature-
condensates (calcium-aluminium inclusions, amoeboid olivine aggregates, hibon-
ites, etc.; cf. Haugboelle et al. 2017), and would be able to model the sub-
sequent transport of thermally processed components by disk winds and jet
outflows (e.g. Bizzarro et al. 2017b).

The DISPATCH framework will be made open-source and publicly available
in a not too distant future.
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We present nested-grid, high-resolution hydrodynamic simulations of gas
and particle dynamics in the vicinity of Mars- to Earth-mass planetary em-
bryos. The simulations extend from the surface of the embryos to a few ver-
tical disk scale heights, with dynamic ranges L./Az ~ 1.4 x 10°. Our results
confirm that “pebble”-sized particles are readily accreted, with accretion rates
continuing to increase up to metre-size “boulders” for a 10% MMSN surface
density model. The gas mass flux in and out of the Hill sphere is consistent
with the Hill rate, ZQR%_, =4 1073 My, yr~'. While smaller size particles
mainly track the gas, a net accretion rate of ~ 2 107> M, yr~! is reached for
0.3—1 cm particles, even though a significant fraction leaves the Hill sphere
again. Effectively all pebble-sized particles that cross the Bondi sphere are
accreted. The resolution of these simulations is sufficient to resolve accretion-
driven convection. Convection driven by a nominal accretion rate of 1076 M,
yr~! does not significantly alter the pebble accretion rate. We find that, due to
cancellation effects, accretion rates of pebble-sized particles are nearly inde-
pendent of disk surface density. As a result, we can estimate accurate growth
times for specified particle sizes. For 0.3—1 cm size particles, the growth time
from a small seed is ~0.15 million years for an Earth mass planet at 1 AU
and ~0.1 million years for a Mars mass planet at 1.5 AU.
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5.1 INTRODUCTION

We now know that the majority of stars in our galaxy host at least one planet
(Cassan et al., 2012). We also know that planets form inside the gaseous and
dusty Protoplanetary disk (PPD)s that orbit stars during their youth. As it is
now possible to spatially resolve the structure of young PPDs (e.g., with the
Atacama Large Millimetre/sub-millimetre Array; ALMA), it is becoming ap-
parent that the majority of PPDs have a rich sub-structure of rings, gaps, vor-
tices and spirals (e.g. van der Marel et al. 2013; Isella et al. 2013; Casassus
et al. 2013; ALMA Partnership et al. 2015; Andrews et al. 2016; Meru et al.
2017). Recent, spatially resolved observations of young disks with ALMA
(ALMA Partnership et al., 2015; Andrews et al., 2016), as well as meteor-
itic evidence (Bizzarro et al., 2017a), furthermore indicate that planet forma-
tion starts early. What remains to be answered, however, is how planets grow
efficiently enough under realistic conditions to agree with the astronomical
observations and meteoritic evidence.

There are currently two scenarios for planet growth which are popular in
the literature: First, the planetesimal accretion scenario, in which a planetary
embryo is impacted by kilometre-size bodies and their mass is added to the
embryo (e.g. Pollack et al. 1996; Hubickyj et al. 2005). Eventually, the em-
bryo becomes massive enough that gravitational focusing (Greenberg et al.,
1978) becomes important and the embryo enters what is commonly called
the ‘runaway growth’ phase. Planetesimal accretion ends when there is no
remaining solid material in an embryo’s ‘feeding zone’, e.g., when the em-
bryo grows massive enough to gravitationally stir up nearby planetesimals,
enhancing their eccentricities and effectively kicking them out of the feeding
zone (Ida & Makino, 1993). The growth of the, now somewhat isolated, pro-
toplanet transitions to the much slower ‘oligarchic growth’ phase (Kokubo &
Ida, 1998). In this phase, the few, largest mass protoplanets grow oligarch-
ically, while the remaining planetesimals mostly remain small. The critical
time scale in this context is the lifetime of the PPD, which is of the order of
several million years (e.g. Bell et al. 2013). However, numerical simulations
of the planetesimal accretion hypothesis have the problem that they predict
that it takes much longer than a PPD lifetime for cores to grow to observed
planetary masses (e.g. Levison et al. 2010; Bitsch et al. 2015b).

The “pebble accretion” scenario has, meanwhile, demonstrated promise in
being able to accelerate the protoplanet growth process significantly (Ormel &
Klahr, 2010; Johansen & Lacerda, 2010; Nordlund, 2011; Lambrechts & Jo-
hansen, 2012; Morbidelli & Nesvorny, 2012; Lambrechts & Johansen, 2014;
Bitsch et al., 2015b; Chatterjee & Tan, 2014; Visser & Ormel, 2016; Ormel
et al., 2017, etc.). “Pebbles”, in the astrophysical context, are millimetre to
centimetre-sized particles with stopping times, 5, comparable to their orbital
period, #; ~ .Qg], where Qg = \/GM, /13 is the Keplerian frequency, G is
the gravitational constant, M, and r are the mass of and the distance to the
central star. Pebbles are likely to form a significant part of the solid mass
budget in PPDs, as indicated by both dust continuum observations (e.g. Testi
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et al. 2003; Lommen et al. 2009) and by the mass fraction of chondrules in
chondritic meteorites (Johansen et al., 2015; Bollard et al., 2017). Due to the
difference in speed between the slightly sub-Keplerian dust (and gas) and the
Keplerian embryo, in this scenario, pebbles “rain” down on the embryo as
it moves through its orbit. As the embryo grows, the efficiency of gravita-
tional focusing of pebbles increases, and the effective accretion cross section
becomes larger than the embryo itself.

The radius of dominance of the gravitational force of a planet relative to
the central star is approximately given by the Hill radius:

Ry=a (5.1)

where a is the semi-major axis of the embryo’s orbit, M, and M, are the
masses of the embryo and the central star, respectively. Particles of suitable
size, passing the embryo even as far away as the Hill radius may be accreted,
as has been shown analytically by Ormel & Klahr (2010), using test particle
integrations on top of hydrodynamical simulations by Morbidelli & Nesvorny
(2012) and using numerical simulations with particles by Lambrechts & Jo-
hansen (2012). According to these works, pebble accretion is so efficient that
it can reduce planet growth time scales to well within the lifetime of a PPD,
even at large orbital distances from the host star.

Herein, we present the first-ever high resolution simulations of gas and
pebble dynamics in the vicinity of low-mass, “rocky” planetary embryos (for
simplicity, often referred to only as ‘embryos’ in what follows) and report
on the measured accretion efficiency of pebbles. We consider three embryo
masses: 0.95 Mg, 0.5 Mg, and 0.096 Mg, and we specifically choose to study
conditions expected for pressure traps associated with inside-out-scenarios
of planet formation (e.g. Tan et al., 2016). The embryos are thus assumed
to be embedded in disks that have a local pressure maximum at the orbital
radius of the embryo. The presence of a local pressure maximum has two
important effects on the particle dynamics: It eliminates the head wind other-
wise associated with the slightly sub-Keplerian motion of the gas and it helps
to trap particles drifting inwards from larger orbital radii (Whipple, 1972;
Paardekooper & Mellema, 2006).

The structure of the paper is as follows. In Section 5.2 we describe the
simulation set up, including initial conditions and their dynamic relaxation
to a quasi-stationary state. We then describe, in Section 5.3, our treatment of
particles, their equations of motion and how they are injected into the simu-
lation domain. In Section 5.4 we describe the gas dynamics that develops in
our simulations and compare our results to other studies. In Section 5.5 we
present our main results regarding particle dynamics and accretion efficiency
onto planetary embryos. In Section 5.6 we present the first results of simula-
tions of accretion-driven convection in the primordial atmospheres of rocky
planets. Finally, in Section 5.7, we summarize our main results, discuss their
implications and indicate future work.
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5.2 SIMULATION SET UP

This study is carried out using the new DISPATCH framework (Nordlund et al.,
2018) in a three-dimensional, Cartesian (shearing box) domain, with a set of
static, nested patches. We employ a variation of the finite-difference STAG-
GER solver (Nordlund et al., 1994; Kritsuk et al., 2011) that, in principle
(apart from the effects of transformation to a rotating coordinate system de-
tailed below), solves the following set of partial differential equations:

ap .
L~ v (pu); (5:2)
P
%:—V-(puu—i—z)—V(p—i—pa)—pVCD; (5.3)
ds
E — —V * (Sll), (5.4)

on a staggered mesh, where @ is the gas density, u is the gas velocity, p is the
gas pressure, p, is a stabilising artificial pressure term, 7 is a viscous stress

tensor, s = plog(p/p”)/(y—1) is the entropy density per unit volume, ¥ is
the ratio of specific heats and & is the gravitational potential. The viscous
stress tensor is taken to be

du;  Jdu;
T=1,= ViAx(cs+u)p <8x; + ax:> , (5.5)
where Ax is the grid resolution, ¢ is the sound speed, and the coefficient v
is a small fraction of unity. The artificial pressure is computed as:

Pa = Vapmin(0,Ax(V-u))?, (5.6)

where v, is a coefficient ~ 1.

This allows a discretisation that explicitly conserves mass, momentum and
entropy. The viscous stress tensor stabilizes the code in general, while the
artificial pressure term ensures that shocks are marginally resolved.

The EOS considered herein is that of an ideal gas with adiabatic index
Y= 1.4 and molecular weight u = 2. Although not considered here, in a forth-
coming paper we include radiative energy transfer and adopt a more realistic,
table-based EOS (Popovas et al., in prep.).

We use code units where length is measured in Earth radii, mass is meas-
ured in Earth masses, and velocity is measured in units of 1 km s~!.

Partly because the time step is determined locally in each patch, and partly
because of the small number of cells per patch (333 in this case), the hy-
dro solver operates near its optimal speed—updating on the order of 1.4 mil-
lion cells per core per second—we performed these simulations using only a
single, 20-core Intel Ivy Bridge node for each experiment.

5.2.1 Grid set up

We use nested sets of Cartesian patches centred on the embryo. With the
embryo as the origin of our coordinate system, the x-axis is parallel to the
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cylindrical radial direction and points away from the central star, while the y-
and z- axes are oriented along the azimuthal and vertical directions, respect-
ively. The 4y-axis lies along the direction of orbital rotation. The embryo is
assumed to move in a circular orbit. Patches are arranged in a nested, hierarch-
ical ‘Rubik’s Cube’ arrangement,with 216 patches arranged into a 6 X 6 X 6
cube. The central 8 patches are then split recursively into 6 x 6 x 6 child
patches, which have a three times finer resolution than the previous level.
This is repeated for up to 7 levels of refinement (8 levels for the smallest
embryo mass), while the coarsest set is duplicated 5 times in the y-direction.
The size of the innermost, central, patch, exceeds the embryo radius Rp by
10-30%. With 7 levels in the hierarchy, the outer scale in the vertical and ra-
dial directions is then ~ 5000Rp, which is about 4 times a typical disk scale
height for an Earth-mass planet, and ~20x larger than the Hill radius. In the y-
direction, the model extends to ~25000Rp. Each patch contains 33 x 33 x 33
cells, leading to a maximum resolution in our simulations, near the embryo’s
surface, of =~ 3%Rp.

5.2.2 Initial conditions

We consider a local shearing flow in the reference frame that co-moves with
the embryo at the local Keplerian frequency, Qk. We ignore the slight curvature
of the partial orbit but include the Coriolis force resulting from the orbital mo-
tion. The origin of the co-moving frame is, depending on the simulation run,
placed at either 1 or 1.5 astronomical units (AU). The initial gas velocity is
then given by:

3
u(t=0)=— (2 + c,,) Q. (5.7)

where §,, is a pressure trap parameter, defined below. In this study, we do not
consider a systematic accretion flow towards the central star, nor the head-
wind that an embryo experiences when the gas is slightly sub-Keplerian. In
analytically constructed accretion disks, with pressure decreasing systematic-
ally with radius, the headwind is typically on the order of one percent of the
Keplerian velocity, but when an embryo is embedded in a local pressure bump
there is no headwind. A systematic accretion flow would allow the smallest
size particles to escape the pressure trap, and would thus tend to increase the
fraction of large size particles, but since we are mainly concerned with meas-
uring the accretion efficiency of different size particles, the possible evolution
of the grain size distribution is not of direct importance for our study.

The background vertical density stratification is set by the balance between
the stellar gravity and the gradient of the gas pressure:

_Q]z(zz + ZCpx2>

5.8
2po/ Po >-8)

P2 =poenp -

where pp and po are the disk midplane density and pressure, respectively,
and are estimated from the 2D radiative disk models of Bitsch et al. (2015a).
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The {, term gives rise to a pressure gradient that balances the extra shear
introduced in Eq. 5.7 above.

With typical dust opacities' on the order of 0.1 - 1 cm? g~!, disks with
surface densities similar to the Minimum Mass Solar Nebula (MMSN; Hay-
ashi, 1981) are optically thick in the vertical direction, since the MMSN nom-
inally has 1700 g/cm? at 1 AU. If early hydrostatic atmospheres that surround
planetary embryos are assumed to be nearly adiabatic one can predict their
approximate vertical structure from knowledge of only the density, pg, and
temperature, Ty, at the outer boundary. The pressure at the outer boundary
of the atmosphere is assumed to match the local pressure of the surrounding
disk. Therefore, for reasonable initial conditions, we approximate an adia-
batic atmosphere profile outside-in to the embryo. From the EOS we have the
pressure at the outer boundary:

Py = M’ (5.9)

Uny

where kg is the Boltzmann constant and m, is the atomic mass unit. For each
layer of the atmosphere, r;, we iterate over the set of equations:

Piumy
= : 5.10
pi ks, (5.10)
GM . -
AlnP = Alnr; —2 (p’“ + L >; (5.11)
2 \Pqiriy1  Pr
—1
AInT, :AlnP,-yy, (5.12)

where Alnr; = 2(riy1 —ri)/(rig1 + r;). The temperature and pressure for
each layer are then simply 7; = Tl-+1eA T and P, = R+1eA nf; respectively.
We use 500 logarithmically-spaced layers between half the embryo radius and
the Hill radius. We then do a polynomial interpolation between these layers
to map the density, pressure and temperature to each cell in the simulation
box in order to construct the initial conditions in the vicinity of the embryo.

For the purposes of this study, an ideal gas EOS (y = 1.4) is sufficient. As
demonstrated by Fig. 5.1, the thermal profiles of the atmosphere surrounding
an M = 0.95Mg embryo given by an ideal gas EOS and a realistic, tabular EOS
(Tomida et al. 2013, updated by Tomida & Hori 2016) are only significantly
different close to the surface of the embryo. Gas flows in the vicinity of the
Hill sphere, as well as embryo particle accretion rates, are insensitive to these
differences.

With constant opacities and an internal heating source (due to the accre-
tion of solids) such an atmosphere is convective, and hence has a nearly
adiabatic structure (Stevenson, 1982). The atmosphere might have a radiat-
ive outer shell — cf. the works by Piso et al. (2015) on giant planets and by
Inaba & Tkoma (2003) for a terrestrial mass planet — but this shell would not
substantially change the physical structure of the atmosphere, and ignoring

Chondritic meteorites typically have a fair fraction of “matrix”, which corresponds to essen-
tially unprocessed dust. This demonstrates that, at least during the epoch when chondritic
parent bodies formed, dust provided substantial opacity per unit mass in the proto-Solar disk.
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Figure 5.1: Radial temperature profile for a planetary embryo atmosphere using an
ideal gas EOS (Y = 1.4, blue curve) and a realistic, tabular EOS (red curve).

it is a reasonable approximation when constructing the initial conditions. In
forthcoming work, however, we include radiative energy transfer in our sim-
ulations, and there the initial conditions take this radiative shell into account.

The effective, dynamical boundary between the disk and the embryo atmo-
sphere occurs at distances from the planetary embryo somewhere in the range
between the Hill radius and the Bondi radius,

Rg = ——, (5.13)

iso

where ¢Z_ is the isothermal sound speed. In fluid dynamics, the Bondi ra-
dius has no particular dynamical significance, other than being the radius
where the pressure scale height of the atmosphere becomes comparable to the
distance from the embryo, and the radius where trans-sonic bulk gas speeds
would become unbound.

Note that the mass in such an adiabatic atmosphere is completely determ-
ined (apart from the equation of state) by the pressure and temperature at the
outer boundary, and that if the external pressure is reduced the resulting mass
is smaller. This implies that mass must be lost from such atmospheres if /
when the disk evolves to lower densities (Nordlund, 2011; Schlichting et al.,
2015; Ginzburg et al., 2016; Rubanenko et al., 2017).

5.2.2.1 Parameter space

In this study, we consider 8 cases: 3 different embryo masses (M, = {0.95,
0.5, 0.096} Mg) at 2 distances from the central star (a = {1.0, 1.5} AU), with
different disk midplane densities (pp = {1 107!°, 4 107"} g cm™>) and tem-
peratures (7o = {230, 300} K), as well as with/without a pressure bump (), =
{0.0, 0.05, 0.1}). The basic parameters for all cases are summarised in Table
5.1
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Table 5.1: Basic parameters for the different simulation runs. See the text for more

details.

Run My Mgl Rp[Rol  alAUL  To[KI  polgem™] Pyl & xgwp  Atin [Rol box [Re]

mO95t00 0.95 0.988 1.0 300 110710 1.0 0.0 700 0.037 5186 x 5186 x 25930
me95t05 0.95 0.988 1.0 300 110710 1.0 0.05 700 0.037 5186 x 5186 x 25930
mO95t10 0.95 0.988 1.0 300 110710 1.0 0.1 700 0.037 5186 x 5186 x 25930
mO5t00 0.5 0.83 1.0 300 110710 1.0 0.0 500 0.031 4360 x 4360 x 21801
mo5t05 0.5 0.83 1.0 300 110710 1.0 0.05 500 0.031 4360 x 4360 x 21801
mo5t10 0.5 0.83 1.0 300 11010 1.0 0.1 500 0.031 4360 x 4360 x 21801
mo1teo 0.096 0.532 1.5 230 41071 0.5433 0.0 400 0.023 9773 x 9773 x 48866
mo1t10 0.096 0.532 15 230 410711 0.5433 0.1 400 0.023 9773 x 9773 x 48866
me95t10-conv 0.95 0.988 1.0 300 110710 1.0 0.1 700 0.037 5186 x 5186 x 25930

The radii of the embryos are estimated using the mass-radius formula from
Zeng et al. (2016):

1/3.7
(ﬁ") = (1.07—0.21 CMF) (5) , (5.14)

® ®
where CMF stands for core mass fraction. We take CMF = (0.325, although
the exact value is not important; taking CMF = 0.0 only changes the radius
of the embryo on the order of 5%.

5.2.3  External forces (accelerations)

External forces, arising from the transformation to a rotating coordinate sys-
tem, and from linearising the force of gravity due to the central star, are added
to the hydrodynamics as source terms:

du  GMy(xX+yy +z2)

o r
where r is the distance from the embryo. The first term in Eq. 5.15 is the
two-body force from the embryo. The second term is the tidal force and has
two contributions: the centrifugal force and the differential change of the stel-
lar gravity with radius. Vertically, there is a contribution from the projection
of the force of gravity onto the z-axis (the third term). The last term is the
classical Coriolis force.

To avoid the singularity of the two-body force, rather than using a ‘soften-
ing’ of the potential (e.g. Ormel et al. 2015a; Lambrechts & Lega 2017; Xu
et al. 2017), we truncate it via r = max(r,0.1Rp). Truncation is better than
softening, since the gas outside the radius of the embryo feels the correct
force, and the spherical boundary conditions (described below) negates the

+3Q%x% — Q272 —2Qk xu,  (5.15)

effect of truncation for the innermost cells, well within the radius of the spher-
ical boundary condition/embryo.

5.2.4 Boundary conditions

Using test simulations, we have ensured that our boundary conditions re-
main stable over long periods of integration time and under rather extreme
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conditions (e.g. highly supersonic flows, low densities). The “azimuthal” y-

boundaries are set to be periodic, whereas the vertical z- and “radial” x-boundaries

are set as follows:
» Zero-gradient conditions for the entropy per unit mass.

* The x- and z-velocity components are set symmetric with respect to the
boundaries, while the y-component is extrapolated in the x-direction
and z directions.

* The density boundary condition in the x-direction is constructed from
assuming hydrostatic balance:

R%

T (xz—x?)>, (5.16)

Px = Px; €Xp (_
where p, is the density in the boundary at location x and p,, is the
density at location x;, which corresponds to the last cell inside a patch’s
active domain.

* If a pressure trap is not present we assume a vanishing derivative of the
density in the x-direction.

* In the vertical direction, we apply a similar condition:

— _Qilz( 2 2
Pz = Pz €XPp (" —2%) ), (5.17)

where p; is the density in the boundary at location z and p,, is the
density at location zp, which again corresponds to the last cell inside
the active domain.

We additionally apply the “wave-killing” prescription of de Val-Borro et al.
(2006) to reduce reflections at the x-boundaries. It is only applied over a spe-
cific range, given by Xgamp (column 9 in Table 5.1).

5.2.4.1 Spherical boundaries

In these simulations we use “jagged”, no-slip boundaries to approximate the
embryo surface. Fig. 5.2 shows a 2D representation of these boundary condi-
tions on a staggered mesh. Density and entropy are allowed to evolve freely
everywhere; only the mass flux is constrained. We deem a set of cell faces
that approximate the spherical surface to belong to the boundary. If the cell
face is inside the spherical boundary, the mass flux is set to zero, otherwise
it is allowed to evolve freely. Hence, density cannot change inside the bound-
ary and cells that have faces belonging to the boundary react exactly as they
should: inflows towards the boundary produce a positive dp / dt at the bound-
ary. The corresponding increase in pressure causes an increase in the outward
directed pressure gradient at the last ‘live’ mass flux point, as expected at
a solid boundary. This permits the system to find an equilibrium and react
to perturbations from it, and since there are never any inflows and outflows
through the boundary, mass is conserved.
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Figure 5.2: Treatment  of  spherical
boundary conditions on
a staggered mesh. Blue

and red squares represent I -
horizontal and  vertical
mass fluxes outside the EREnmnm

boundary, which evolve
freely, whereas turquoise
and magenta squares rep- R B
resent mass fluxes inside

the boundary, which are

set to zero. Green squares H =
represent density points that

are subject to change, while

yellow squares show density

points that remain constant

throughout the simulation.

5.2.5 Relaxation of initial conditions

We allow the system to relax for 30 000 time units, which corresponds to
about 6 years (given a code time unit 7 = R,/ (1kms~!) = 6371 seconds) in
order to ensure that dynamically consistent conditions are attained. Indeed, as
discussed below, tests demonstrate that it takes on the order of only one orbit
for the initial conditions to relax.

The density stratification well inside the Hill sphere is almost hydrostatic,
but with deviations and fluctuations on short time scales, and it is thus not ne-
cessary to include the detailed dynamics of this region while larger structures
are relaxing. Therefore, we begin our experiments by fixing the hydrostatic
structure there, and set the spherical boundary to a radius of 27 embryo radii.
We then ‘release’ layers (add an extra level of refinement, reduce the radius
of the spherical boundary, turn on the dynamics outside of the new spherical
boundary) at successively smaller radii (9, 3 and finally, 1 embryo radii). The
‘releases’ are typically done at times = 10 000, 20 000 and 26 000 in code
units. Successive releases are increasingly more expensive due to the smaller
cell size and larger sound speeds, but need less time in code units to adjust to
the surrounding environment (for essentially the same reasons, i.e., smaller
scales and larger sound speeds). This procedure saves significant amounts of
computing time during the initial relaxation phase.

After the last release, the simulations are allowed to relax for an additional
4000 time units before they are deemed ready for the next phase. Figures 5.3
and 5.4 show large-scale and zoomed-in density slices at the midplane for
run m095t00 at ¢ = 0 and after a relaxed state is reached at r = 30 000. Panels
on the right show the relaxed state with well established horseshoe orbits,
density wakes, and slight density perturbations ahead/behind of the embryo
at the same orbital distance (discussed in more detailed below).
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(a) Initial conditions at time = 0.

(b) Relaxed simulation at time = 30 000

Figure 5.3: Relaxation of initial conditions for the m095t00 run. The panels show
density slices and velocity streamlines at the midplane, with almost the
entire extent of the simulation box in the x-direction and 1/5 of the way
in the y-direction. Horseshoe orbits are clearly visible in panel (b). Panel
(b) is plotted with a highly enhanced contrast (the colour scale spans
only 20% in density) to show the wakes and density increase at the orbital
radius in the y-direction. The white and red circles (barely visible in these
figures) denote the Hill radius and the isothermal Bondi radius of the
embryo, respectively. The embryo itself is smaller than a pixel.
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Fig. 5.4 is a zoom-in of the same run with the Bondi radius more clearly
visible (largest red circle); the Rubik’s cube nesting of grids is also visible.
The dashed lines indicate the successive releases of the radius of the embryo
(green - 27, yellow - 9, light red - 3 embryo radii). The tiny black circle
corresponds to one embryo radii. The right panel shows the simulation when
fully relaxed and, via streamlines, demonstrates that the disk gas penetrates
deeply into Rp, down to ~20Rp. At even smaller radii the atmosphere is
nearly static, with motions that have a weak rotational tendency (see below).

Fig. 5.5 shows the physical structure of the primordial atmosphere at both
time = 0 and 30 000. The cuts are done along the x-axis in the midplane and
along the z-axis at x =y = (. As can be seen, the initial state is very close to
the final state of the atmosphere, and there are only negligible variations for
different cuts. Although the density and temperature profiles have changed
slightly, the changes are minimal and the use of these initial conditions thus
saves a lot of relaxation time (compared to, e.g., a sudden insertion of the
planet’s gravitational potential, which would require waiting tens of orbits
with the maximum level of refinement for the dynamics to relax). Although
the innermost parts of the atmosphere still retain some weak random motions,
by time = 30 000, the run has nearly reached a steady-state, when injection
of particles can commence. Note that, as has been pointed out by Ormel et al.
(2015b), a completely steady, static state will likely never be reached in the
vicinity of the embryo.

5.3 PARTICLES

The initial spatial distribution of macro-particles is chosen to be proportional
to the local gas density. The actual dust-to-gas ratio is likely characterized by
a strong settling towards the midplane, while the dust-to-gas surface density
ratio should be essentially constant in the upstream flow entering the Hill
sphere. However, rather than having to make assumptions about the settling,
we instead analyse sub-populations of our initial distribution, tagging and
following for example only the particles that initially reside within a given
distance from the midplane.

We use particle sizes normally ranging from 10 "m to 1 cm (i.e. dust
to pebbles), with a flat size distribution in logarithmic size. We include 1
cm particles for completeness, even though such large particles are typically
found only in CB chondrites (Friedrich et al., 2015, with the exception of
macro-chondrules), partly because there is no guarantee that the size distribu-
tion of chondrules in chondrites spans the entire size range that was available
at the time of pebble accretion onto planet embryos. We also made comple-
mentary experiments with even larger size particles (up to 1 m), to explore
saturation of accretion rates with size.

The shape of the distribution will be modified near the embryo, because
large particles accrete more rapidly onto the embryo, while being replenished
at the same rate as smaller size particles. The resulting change of the relative
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(a) Initial conditions at time = 0.

(b) Relaxed simulation at time = 30 000

Figure 5.4: Relaxation of initial conditions for the m095t00 run. Intermediate scale
density slices at the midplane. The large red circle is the Bondi radius.
The solid green circle in panel (a) shows the current ‘active’ radius, while
subsequent dashed circles show where future ‘releases’ will place a tem-
porary embryo surface. The tiny black circle shows the actual radius of
the embryo, which is reached after the final release.
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Figure 5.5: Physical structure of the primordial atmosphere for run m@95t00 att = 0
(initial conditions; IC) and # = 30 000 = 6.1 years (fully relaxed). The
horizontal and vertical cuts overlay each other nearly perfectly.

size distribution is a result of this study, and does not need to be anticipated
in the initial conditions.

Note that, since we do not consider particle growth and destruction in this
study, nor the back reaction of the particles on the gas, we are free to renor-
malise the size distribution a posteriori by changing the interpretation of the
statistical weight factors of the macro-particles. We can thus match any given
initial size distribution, and derive what the final distribution would be. We
also note that since the span in space and time of our models is very limited
(relative to disk extents and lifetimes), ignoring coagulation and shattering is
an excellent approximation; such effects may instead be taken into account
by modifying — a posteriori as per the remarks above — the assumed initial
size distribution.

5.3.1 Equations of motion

In these simulations, we consider macro-particles (sometimes called super-
particles; Rein et al. 2010; Ebisuzaki & Imaeda 2017), each of which rep-
resents a swarm of real, identical particles. The acceleration of the macro-
particles:

du,

= , 5.18
it ag +ag ( )

is governed by ag, the differential forces originating from the planet, the star
and the Coriolis force, which, in analogy with Eq. 5.15, are

~ GM, (xR +)y§ +22)

. +3Q%x% — Q277 —2Qk xu,  (5.19)
.

ag =
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and the acceleration from the gas drag,

Ugys — U
ag = =T, (5.20)
I
which is a product of the relative velocity of the particle, wp,, with respect
to that of the gas, ug,s, and the inverse of the stopping time, #;, which, in the

Epstein regime is:

_ pas

tS ’
PVih

(5.21)

where p, is the solid density (taken to be 3 g cm™), s is the size of the
particle, and vy, is the mean thermal velocity of the gas. We further assume
that particles are spherical.

For simplicity and speed, we parametrise the inverse stopping time as:

(%)= G (3) 52

3

where ¢g = 10712 g cm™3 is a normalisation constant, defined such that in the
sub-sonic Epstein regime, the stopping time is 1 year for a 1 cm particle in a
gas density of 107!2 g cm™3. This estimates the stopping time in the disk and
outer parts of the Hill sphere sufficiently well, while ignoring the additional
decrease of the stopping time due to the higher temperature near the surface
of the embryo. Particles that reach such depths of the potential well are in
any case doomed to accrete, so nothing is lost by ignoring the temperature
dependence, and doing so reduces the cost to compute the stopping time.

Although this approximation may overestimate the stopping time slightly,
the precise value is not critical, since there is in any case an uncertain factor
that depends on the shape and porosity of the particles, and a different value
can be compensated for by a corresponding shift of the assumed particle dis-
tribution.

In a similar vein, there is no need to expand the parameter space with dif-
ferent assumed disk densities, since that too corresponds to a rescaling of the
particle stopping time, and a corresponding rescaling of the disk and adiabatic
atmospheric structures with a constant factor in density.

Because of its dependence on gas density and particle size, the stopping
time can vary over many orders of magnitude. Given the time step, A¢, that is
necessary based on the velocity and acceleration of gravity, ag, one can thus
have both At < t; and Ar > t,. The latter case means that the differential
equation governing the particle path becomes stiff.

To handle this, particle positions and velocities are updated with a modified
kick-drift-kick leapfrog scheme (e.g. Dehnen & Read 2011), reformulated to
give the correct relative speed also in the asymptotic limit when the time
step is much larger than the stopping time. Instead of sub-cycling, which
is computationally expensive, we use the method that is commonly referred
to as “forward time differencing”, which ensures that the solution has the
correct asymptotic behaviour, both when the stopping time is very long and
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very short, and that the behaviour is also nearly the correct one in intermediate
cases.

With forward time differencing, the velocity update, assuming for now only
an acceleration due to the drag force, ag, may be written:

v(t+At) =v(t) +Av=v(t) + Araq(r + At) , (5.23)

where the acceleration is time-centred at # 4 At. The resulting update relation
is:

Av = Araq(t+At) = —(At/t;) (V+ AV —vg(t + A1), (5.24)

with solution:

Av— —Uﬂ/ttjm)(v—vg(t—kAt)). (5.25)
In the limit At/ > 1, the velocity ends up very close to the gas velocity
(as it should), but without the need to take very short time steps, resulting in
a much more efficient time integration. In the limit At /¢, < 1, one recovers
the normal kick-drift-kick behaviour.
We thus advance the velocity in the first (kick) step with:

At

(YD) (ag(ro,70) +aa(ro + VoAt +Ar)).  (5.26)

Vi =vVvo+

The particle position and time are then updated (drift step) with:

r, =ro+v24t, (5.27)
and

Iy =ty +2At . (5.28)

Finally, the third step (kick) advances the velocity using the acceleration at
the end of the full time step, with

A
vy =i+ ! jlao (o) +au(e)] (5.29)

(1+ At /1

We have tested this formulation on particle drift in disks with known solu-
tions (Weidenschilling, 1977), recovering behaviour sufficiently accurate for
our purposes for arbitrary values of Stokes numbers St = Qf,.

The particle update procedure is computationally efficient, with the aver-
age update cost per cell on an Intel Ivy Bridge core increasing from 0.65 us
without particles to 0.72 us with one particle per cell, indicating an average
update cost of about 70 nanoseconds per particle. Most of that time is spend
looking up properties needed to calculate the particle-gas drag force.
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5.3.2 Injection of pebbles

Once the simulations are considered to be fully relaxed, pebbles are injected
into the system. The probability that a particular cell in a particular patch will
spawn a macro-particle is proportional to Nppc, the number of particles per
cell (which need not be an integer). We set Nype to 0.05 in most runs, but
increase it to 1.0 in a few runs to improve the statistics when studying the
distribution of particle sizes in small volumes.

The mass carried by a macro-particle is encoded in a ‘weight factor’, w =
PAV /Nppc, where AV is the cell volume. The weight factor is thus propor-
tional to the mass of gas in the cell where the macro-particle originates di-
vided by N.. An advantage of this approach is that the sum over all particles
(or a subset defined by particle size or initial particle location) results in the
total mass of those particles (to be renormalized by a preferred initial dust-to-
gas ratio).

However, because the mass contained in any given cell can vary substan-
tially, particles may need to be split to avoid the situation where the particle
mass in a patch is represented by too few particles. For purposes of efficiency,
the need for splitting is only checked when a particle passes from one patch
to another. If an inbound particle carries more weight than, e.g., five times the
initial average in the patch, it is split into a number of “child particles”. The
child particles continue to carry, also after any additional splits, a memory of
their initial identity, which is needed for identifying sub-populations based
on initial physical location.

When a macro-particle is created, it is assigned a random position inside a
cell and a randomly chosen size:

s=10"%cm, (5.30)

where R C [0,1] is a random number. The spawned macro-particles are ini-
tially given the gas velocity of the cell. We spawn ~ 2.6 million macro-
particles in most runs, with 53 million in a few runs with Np,c = 1. We save
a complete set of particle data when a snapshot of the gas dynamics is taken,
but, for visualization purposes, we also separately save trajectory information
for a smaller subset of macro-particles (~15 000) at every particle time step.
These ‘tracer particles’ are used to accurately track the trajectories of accret-
ing particles and correspondingly to show the escape routes of particles that
enter the Hill sphere and then leave again.

5.4 RESULTS: GAS FLOWS

We begin by investigating the gas flow patterns around the different mass
cores. In the last several years, a number of authors have studied the hydro-
dynamics in the vicinity of embedded planetary embryos (e.g. D’Angelo &
Bodenheimer 2013; Ormel et al. 2015b; Fung et al. 2015; Masset & Benitez-
Llambay 2016; Cimerman et al. 2017; Lambrechts & Lega 2017; Xu et al.
2017, etc.) across a broad range of different conditions (e.g. different core
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masses, orbital distances from the parent star, disk structures), physical pro-
cesses (isothermal/adiabatic/realistic EOS, with/without radiative energy trans-
fer, magnetic fields, etc.). As illustrated below, our simulations are consistent
with these previous studies, while offering both a higher resolution and a lar-
ger domain around the embryo.

Figures 5.6 to 5.11 shows the details of the gas flow in the m095t00 run
for the M = 0.95 My planetary embryo. For clarity, we zoom-in to the Hill
radius (234 embryo radii, white circle). The red circle denotes the nominal
Bondi radius, Rg, which is =~ 49Rp. The embryo is marked by a black circle,
but it is too small to be visible in these figures. The four Figures, 5.6, 5.7,
5.8 and 5.9 show the velocity magnitude in the disk midplane (z=0), and at
z =10, 25, and 75 Rp respectively. As expected, the perturbation of the gas
due to the embryo decreases with increasing height above the midplane, as in-
dicated by the streamlines”. The velocity magnitude is nearly uniform along
the y-direction, indicating that there are no substantial perturbations close to
y=0 where the embryo is located, and is consistent with Ormel et al. (2015b).
We also observe that the width of the horseshoe orbits decrease with increas-
ing height above the midplane, which agrees with the results of Fung et al.
(2015), but contradicts the isothermal results of Masset & Benitez-Llambay
(2016). This might be attributed to the fact that we use a non-isothermal EOS,
but further analysis of the horseshoe orbits is beyond the scope of this work.
Figure 5.10 shows the vertical component of the vorticity measured relative
to the rotating coordinate system. A clear vorticity pattern can be seen, with
separators splitting the flow into regions that pass the embryo on the left and
right sides. The flows passing on the “wrong” side contribute directly to pos-
itive (prograde, counter-clockwise) vorticity, which adds to the rotation of the
flow.

Figure 5.11 shows the vertical velocity, v;, in an xz plane at y = 0. A vertical
gas flow pattern can be distinguished: gas flows towards the embryo from the
poles and moves away at the midplane. Zonal flow patterns are visible as
closed streamline loops. Vertical velocities inside Rg are of the order of a
few cm s~!, which agrees well with previous works(e.g. Ormel et al. 2015b;
Lambrechts & Lega 2017).

Qualitatively, the M = 0.5 Mg, case is very similar, thus the figures for this
mass are presented in Appendix 5.8; Fig. 5.47 to 5.52. The similarity with
the higher mass case is apparently because embryos of such masses have well
established primordial atmospheres, which are very close to being hydrostatic,
leading to very similar flows in the vicinity of the Hill sphere.

In contrast, the gas flows around the M = 0.096 Mg embryo (m01t00 run)
behave differently, as illustrated in Figures 5.12 to 5.19. The horseshoe or-
bits reach in towards the embryo surface and the core is not massive enough
to form a substantial pseudo-hydrostatic atmosphere, even though a margin-
ally stable region is seen very close to the surface (extending to about two
embryo radii). There are no consistent vorticity patterns, and the gas flow pat-

Note, however, that the streamlines does not give an entirely accurate impression of the flow
pattern because they only consider the velocity in the plane of the slice.
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Figure 5.6: Velocity magnitude in the midplane around the M = 0.95 Mg embryo in
the m095t00 run. Velocity streamlines are also shown.

Figure 5.7: Same as 5.6, but at z = 10 Rp above the midplane. The scale of the colour
bar is deliberately held constant.
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Figure 5.8: Same as 5.6, but at z = 25 Rp above the midplane. The scale of the colour
bar is deliberately held constant.

Figure 5.9: Same as 5.6, but at z =75 Rp above the midplane. The scale of the colour
bar is deliberately held constant.
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Figure 5.10: Vertical component of the vorticity in the midplane around the M = 0.95
Mg, embryo in the m095t00 run. Velocity streamlines are also shown.

Figure 5.11: xz slice of u; at y = 0 around the M = 0.95 Mg, embryo in the m095t00
run. Velocity streamlines are also shown.
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Figure 5.12: Same as Fig. 5.6, but for the M=0.096 M, embryo in the m01t00 run.

terns change with time, alternating between dominating gas inflows from the
leading/outer horseshoe flow and the trailing/inner one. The locations of the
stagnation points also vary with time. The vertical flows of the gas, mean-
while, approach the embryo without substantially slowing down before being
deflected to the sides.

5.4.1 Gas dynamics close to the planetary embryos

One reason why this work stands out relative to previous studies is that we are
able to resolve the detailed gas dynamics (and hence accurate particle paths)
in the close vicinity of the planetary embryos. Figures 5.20 to 5.22 shows the
gas velocity magnitude in the vicinity of Rp for the M = 0.096 M, (Fig. 5.20),
M = 0.5 Mg (Fig. 5.21) and M = 0.95 Mg (Fig. 5.22) embryo masses. The
M =0.096 Mg, core is not massive enough to form a hydrostatic atmosphere
— the horseshoe flows constantly flush the atmosphere and only a tiny part of
it (= 2 Rp from the embryo) is nearly static. With increasing embryo mass,
more gas becomes bound and the velocity magnitude decreases. Nevertheless,
there are always slow gas movements inside Rg due to both gas from the disk
that reaches deeper interior layers and from small scale turbulence. Therefore,
the primordial atmospheres are never fully isolated and always interact with
the surrounding disk.
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Figure 5.13: Same as Fig. 5.7, but for the M=0.096 M, embryo in the m01t00 run.

Figure 5.14: Same as Fig. 5.8, but for the M=0.096 My, embryo in the m01t00 run.
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Figure 5.15: Same as Fig. 5.9, but for the M=0.096 My, embryo in the m01t00 run.

Figure 5.16: Same as Fig. 5.10, but for the M=0.096 M, embryo in the m01t00 run.
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Figure 5.17: Same as Fig. 5.11, but for the M=0.096 Mg embryo in the m01t00 run.

Figure 5.18: Zoom-in of u; in the xz plane of Figure 5.17.
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Figure 5.19: Density slice in the midplane for the M=0.096 Mg embryo in the
m01t00 run.

Figure 5.20: Velocity magnitude in the midplane in the vicinity of the embryo of
them@1t00 run.
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Figure 5.21: Velocity magnitude in the midplane in the vicinity of the embryo of
them@5t00 run.

Figure 5.22: Velocity magnitude in the midplane in the vicinity of the embryo of
them@95t00 run.
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5.5 RESULTS: PARTICLES

An obvious advantage of our large simulation box is the large particle reser-
voir. Smaller simulation boxes, especially with non-periodic x-boundaries, of-
ten experience a depletion of macro-particles. This make the accurate evalu-
ation of accretion rates more difficult, and additional injections of particles
may be needed (e.g. Xu et al. 2017).

In Figures 5.23 to 5.26, we show time-series of particle mass density from
run mO95t10 across a range of integrated radial layers (shells) from the em-
bryo surface to twice the Hill radius. The bin width dr is 4.66Rp. For clarity,
we subdivide our macro-particles into 3 size bins: particles with size between
0.001 and 0.01 cm (Fig. 5.23), particles between 0.01 and 0.1 cm (Fig. 5.24),
and particles between 0.1 and 1 cm (Fig. 5.25). Fig. 5.26 shows the total dens-
ity of all the solids. Additionally, Fig. 5.26 shows the integrated density of the
gas, divided by 100 (the canonical gas-to-dust ratio), in cyan for the same ra-
dial bins. In each panel, black denotes the first snapshot after the injection
of the pebbles (after 40 time units) while the other lines are plotted at 4 000
time unit intervals (which corresponds to ~0.8 of an orbital period). The bot-
tom part of each panel shows the number of macro-particles in each radial
bin. Here, the initial dips on the black curves stem from changes in the level
of refinement. As time goes on, the number of macro-particles decreases due
to accretion and transport, but new particles are continuously coming from
further out. These new particles originate in patches with lower numerical
resolution (i.e. larger cell sizes), and thus carry larger representative weights.

Even after 2.4 orbits, there is no indication of depletion of solids — the
mass influx through a given shell is sufficient to replace any accreted or lost
particles. The increasing noise level and the decrease in the number of macro-
particles with time are, meanwhile, due to an increasing contribution from (a
smaller number of) higher statistical weight macro-particles. Similar trends
are seen for the other embryo masses; as the solid density is proportional to
the gas density, we choose to not show separate figures for them.

5.5.1 The distribution of particles

We initialize particles uniformly in the dust-to-gas ratio, and we therefore
assume the initial vertical stratification of particles is the same as that of the
gas. Particles then settle towards the midplane due to the vertical force of
gravity, with settling time scales of the order of 1/ (¢Q2). In panel (a) of Fig.
5.27 we show the local e-folding time of particle settling in our simulations,
assuming there are no net vertical gas flows. The figure shows that the settling
time scale for particles is long relative to the duration of our experiments for
small and intermediate size particles, while it is comparable to our run times
for the largest particles. Lacking proper turbulence in the disk, the settling of
particles is anyway not very realistic—turbulence stirs up the particles and
controls their scale height. Additionally, zonal gas flows (e.g. Fig. 5.11) close
to the Hill sphere are capable of stirring up well-coupled particles.
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Figure 5.23: Solid mass distribution close to the embryo at different times for the
m095t10 run for s < 0.01 cm size particle bin. The vertical dashed and
dotted lines show the Bondi and Hill radii, respectively. The lower panel
shows the number of macro-particles as a function of radius. As initially
local macro-particles with low weights are replaced by macro-particles
with larger weights from larger distances, the statistical noise increases.
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Figure 5.24: Same as Fig. 5.23, but for 0.01 < s < 0.1 cm size particle bin.
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Figure 5.25: Same as Fig. 5.23, but for s > 0.1 cm size particle bin.
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Figure 5.26: Solid mass distribution close to the embryo at different times for the
m095t10 run without binning. The vertical dashed and dotted lines show
the Bondi and Hill radii, respectively. The lower panel shows the num-
ber of macro-particles as a function of radius. As initially local macro-
particles with low weights are replaced by macro-particles with larger
weights from larger distances, the statistical noise increases.
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(a) Vertical settling.

(b) Radial settling.

Figure 5.27: Local e-folding time for particle settling at 1 AU orbital distance. Panel
(a) shows the vertical settling, panel (b) the radial settling (at the mid-
plane) towards the pressure maximum at 1 AU.
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Figure 5.28: Vertical distribution of pebble sizes in the m095t00 run 1.6 orbits after
the injection of macro-particles.

Therefore, instead of working with ill-defined and unknown equilibrium
populations, we choose instead well-defined, localized sub-populations with
initially constant dust-to-gas ratios for our measurements of accretion rates.
Tests have shown that it takes only ~(0.5 orbits after the injection of particles
for the measured accretion rates to stabilize. The hydrodynamic flow patterns
are established quickly as well, taking approximately the same amount of
time. This shows that our initial relaxation of the flow patterns, which was
allowed to continue for ~6 orbital periods, was certainly sufficient and allows
for accurate measurements of accretion rates.

Fig. 5.28 shows the vertical distribution of pebbles in the m095t00 run, 1.6
orbits after the injection of macro-particles. The smallest particles (s < 0.01
cm; dark colours) continue to show essentially the vertical distribution of the
gas, while larger particles (s > 0.1 cm; green to yellow) have begun to settle.
This figure also nicely illustrates how small a perturbation the Hill sphere is
relative to the size of our computational domain.

Figures 5.29 to 5.31 shows the distribution of particles and their sizes at the
midplane, two orbits after the injection of particles. This time, the particles
are splitinto 3 size bins: s < 0.01 cm (yellow), 0.01 <5 < 0.1 (red) and s > 0.1
cm (green). The vertical extent we collect particles from is limited to 1Ry in
Fig. 5.29 and 2Rp in Figures 5.30 and 5.31, above and below the midplane.
One instantly notices the two leading and trailing arms, stretching away from
the embryo. The large concentration of particles there indicates that these
particles are moving away from the embryo very slowly. The wakes are loc-
ated just inside the separatrix sheets of the horseshoe orbit, with the smallest
particles mostly concentrating in the outermost regions and the larger ones
having orbits closer to the inside of the horseshoe. These particles carry a
relatively small weight (they originate at the patches of higher level of refine-
ment), so the features are somewhat artificially enhanced in the figure (which
shows macro-particles), but the figure therefore also nicely illustrates the pre-
ferred ‘leaving’ paths of the particles. A large fraction of these particles have
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actually entered and later left the Hill sphere, and the features are therefore
concentrated in the midplane.

A zoom-in to Rp (Fig. 5.31) reveals that there is a concentration of small
particles (s < 0.1 cm) inside the Bondi sphere. Larger particles do not linger
there for long since they are effectively accreted. The Figure 5.32 shows
particle paths based on high-cadence positions of tracer-particles, sub-divided
into 3 size bins. The green colour represents 0.001 < s < 0.01 cm, blue
0.01 <5 < 0.1 cm and black s0.1 < s < 1 cm size particles. The smallest
particles spend around 0.12 ! inside the Bondi sphere before they reach the
embryo. In contrast, particles with s > 0.01 cm, are accreted on average 10
times faster, after they reach the Bondi sphere. Alternatively, some of the
smallest particles, if they linger far enough from the embryo, are later carried
out by the horseshoe gas flows.

In these runs we do not consider convection driven by the accretion heat-
ing (but see below), particle growth and evaporation. Sufficiently strong con-
vection could possibly prevent the smallest particles from reaching the core.
Also, as the gas temperature close to the embryo (= 4500 K near the M =
0.95 Mg embryo) greatly exceeds the melting point of any solid, evaporation
of solids and the resulting enrichment of the atmosphere with heavy elements
(e.g. Alibert 2017; Brouwers et al. 2017), is bound to play an important role
in models with a realistic treatment of evaporation. As shown by Fig. 5.1, a
more realistic equation of state leads to lower temperatures at the base of the
atmospheres, but still large enough to cause evaporation.

Fig. 5.33 similarly shows the distribution of pebbles close to the midplane
(inside 2Rp) in the mO1t00O run. It shows a very similar picture — escaping
particles are trapped in the leading/inner and trailing/outer horseshoe orbit
parts. The zoom-in of the figure (panel (b)) reveals an interesting, but ex-
pected difference — there is no accumulation of particles inside the Bondi
sphere. There are two reasons that could contribute to that: the gas flows may
be strong enough to readily carry small and intermediate size particles away,
and larger particles are rapidly accreted. Panel (c) in Fig. 5.32 reveals the right
answer: the stopping time, even of the smallest size particles we consider in
our runs, is short enough that the gravitation of the embryo is not damped by
the gas drag enough to prohibit particles from being accreted. The smallest
particles in our simulation take merely a 0.04 27! to be accreted. And the
number of these smallest particles crossing the Bondi sphere is much larger,
compared to the M = 0.95 Mg embryo. Here we remind the reader that we do
not trace all the particles with this high cadence, therefore only a fraction of
all the accreted particles are shown in Fig. 5.32 (we also, for greater clarity,
limit the number of traces shown in these figures to 150).

Fig. 5.32 shows evidence for a variation of hydrodynamical deflection (e.g.
Sellentin et al. 2013) - higher mass embryos are accompanied by much denser
primordial atmospheres, in which the stopping time becomes smaller for lar-
ger particles. Whereas the majority of the particles in the size distribution
we consider here have nearly ballistic orbits when being accreted by the low-
est mass embryo (Fig. 5.32, panel (c)), they become significantly affected
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Figure 5.29: Gas density and Particle distribution over a 2Ry vertical extent above/-
below the midplane in the m095t00 run. The pebbles here are split into
3 size bins: 0.001 < s <0.01 cm (yellow), 0.01 < s < 0.1 cm (red), and
0.1 <s <1 cm (green).
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Figure 5.30: Same as Fig. 5.29, but with a 2Rp vertical extent.
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Figure 5.31: A zoom-in of Fig. 5.30

by the higher gas density envelopes in panels (b) and (a). In the latter, the
highest-mass embryo case, the motion of the gas almost completely controls
the motion of particles with size s < 0.01 cm.

5.5.2 Pressure traps

Having a pressure bump instead of a flat density distribution, whilst having
no headwind, provides twofold advantages:

1. It creates a more self-contained region in the x-direction around the
embryo’s orbital radius, which retains the density wake produced by
the embryo, preventing it from causing a forceful numerical bounce at
the boundaries. This is also mitigated by the sponge-boundaries that
we use, but a less forceful wake means a smaller area at the boundaries
needs to be artificially damped.

2. High resolution observations (e.g. ALMA Partnership et al. 2015; An-
drews et al. 2016) show disks with rings and gaps, which affect the
distribution of solids in the disk. Having the pressure bump allows
particles to drift into the pressure maximum, thus mimicking the ob-
served behaviour.

Since small particles are well coupled to the gas, at our densities and time
scales only the largest particles can drift significantly towards the pressure
maximum. Panel (b) in Fig. 5.27 shows the local e-folding time of radial
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(a) m095t10 (b) m05t10

(c) m01t1o

Figure 5.32: Trajectories of accreted particles. The axes are given in units of embryo
radii. Green, blue and black paths are for particle sizes 0.001 <5 < 0.01
cm, 0.01 <5< 0.1 cm, and 0.1 < s < 1 cm, respectively.
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(a) Particle distribution over a 2Rpg vertical extent above/-
below the midplane. The black circle denotes the Hill sphere.

(b) A zoom-in of panel (a) to the Bondi sphere. The red circle
denotes the Bondi sphere.

Figure 5.33: Gas density and pebble distribution close to the midplane in the m01t00
run. The pebbles here are split into 3 size bins: yellow s < 0.01 cm, red
0.01 <s<0.lcmand s > 0.1 cm are green.
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Figure 5.34: Radial settling (in the x-direction) of particles at the midplane towards
the pressure maximum at 1 AU. Grey particles have sizes <8 cm, and
blue particles have sizes >8 cm. Q'l=0 corresponds to the time of
pebble injection.
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settling of particles towards the pressure maximum at 1 AU. Since all the
particles in the size distribution we consider have settling time scales longer
than several orbits, to validate the radial settling behaviour, we additionally
consider up to 10 cm size particles. Fig. 5.34 shows the radial settling of such
particles. The grey colour-coded particles represent particles <8 cm and the
blue ones represent particles >8 cm. As can be seen, the largest particles
settle towards the pressure maximum within several orbits, on a time scale
consistent with Fig. 5.27.

5.5.3 Accretion of pebbles

When pebbles approach an embryo they are subject to an increasing two-
body force and start to veer towards the embryo. Although from Fig. 5.32 it
might seem that they come from all over the place, the figure greatly under-
represents the particles (150 traces selected out of 15 000, again randomly
selected from /2.6 million macro-particles), and the scales are concentrated
to the closest 10-20 planetary radii around the embryos. The full ensemble
of trace-particles (best visualised interactively) show distinct inflows and out-
flows through the Hill sphere.

Figures 5.35 to 5.37 shows the mass accretion rates across the Hill sphere,
Bondi sphere and the embryo surface over the course of the m095t10 run, dis-
played as a set of Hammer projections. The macro-particles are sub-divided
into 3 representative size-bins (0.0 < s < 0.01 cm, Fig. 5.35; 0.01 <5 <0.1
cm, Fig. 5.36; and 0.1 < s < 1.0 cm, Fig. 5.37). The figures show that the
bulk of the net accretion comes from near the midplane, and predominantly
from the large size particles. As they do not feel much gas drag, some of
the largest particles can and do cross the Hill sphere from arbitrary direc-
tions. The dominating inflow regions are associated with the inner/trailing
and outer/leading horseshoe orbits, and corresponding outflows in the outer-
/trailing and inner/leading horseshoe orbits. The accretion rates at distances
Rp are much more isotropic, without clearly preferred trajectories. The mod-
est outflows are mainly close to the polar regions and the inflows are slightly
stronger closer to the midplane. Not all the mass accreted through the Rp
sphere reaches the embryo surface during the time scales we consider here.
The missing mass is contained in the smallest particles, which trace the gas
flows very closely. Having even the slightest turbulence in the primordial at-
mosphere (which is always the case, as discussed earlier) traps these particles
and prohibits them from reaching the surface over sufficiently small time
scales. The Fig. 5.35 and Fig. 5.36 also show how inefficiently the subsets
of smaller particles are accreted. Very similar trends are present in the other
two embryo mass cases we consider in this work, therefore, the figures for
M= 0.5 Mg and M = 0.096 Mg, embryos are in the appendix 5.8.

Figures 5.53 to 5.55 similarly shows the mass accretion rates over the
course of the m05t10 run. The accretion rates are about a factor of two lower
than in the m@95t10 case, and the preferred accretion paths through the Hill
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Figure 5.35: From top to bottom, the mass accretion rate of 0.0 < s < 0.01 cm size
particles across the Hill sphere, Bondi sphere and embryo surface, re-
spectively, over the course of the m095t10 run, displayed as a Hammer
projection. White regions indicates zero accretion; a longitude of 270°
corresponds to the -y-direction and a latitude of 0° corresponds to the

disc midplane.
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Figure 5.36: Same as Fig. 5.35, but of 0.01 < s < 0.1 cm size particles.
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Figure 5.37: Same as Fig. 5.35, but of 0.0 <s <0.01 cm, 0.01 <s < 0.1 cm and
0.1 < s < 1.0 cm size particles.
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Figure 5.38: Pebble accretion rates, for particle sizes within each size bin, drawn
from an initial distribution consisting of particles within =Ry from the
midplane, for the three embryo masses, 0.95 Mg(black), 0.5 Mg (red),
and 0.096 Mg (blue). The green line shows a mass accretion rate propor-
tional to particle size, s.

sphere are once again closer to the midplane and the stagnation points (separ-
ators).

Lastly, Figures 5.56 to 5.58 shows the mass accretion rates over the course
of the m01t10 run. Note that the contour levels are modified, in order to en-
hance the features. The simulation show a similar scenario to the cases with
higher mass embryos, except the mass accretion rates are once again smaller.
Also, there is nearly no mass flux leaving from the radius Rg. This is both
because the Rg for such a small mass embryo is just 12.3 embryo radii, and
because the atmosphere is too tenuous to stop the incoming particles.

5.5.4 Quantitative measurements of accretion rates

To allow selection of arbitrary sub-populations, our initial particle popula-
tion is distributed all over space, with weights proportional to the local cell
gas mass. To obtain accretion rates pertaining to a disk where particles have
settled towards the midplane, we select the sub-population that initially resides
within one Hill radius from the midplane, and subsequently measure accre-
tion rates based on only those particles, renormalising their macro-particle
weights w so they correspond to a total mass equal to the assumed dust-to-
gas ratio (0.01) times the total gas mass in the experiment.

By sub-dividing the particle distribution into 6 size bins, we can study the
dependency of the accretion rates on size. Fig. 5.38 shows that the net ac-
cretion rate onto the embryo scales linearly with the size s, as opposed to
the s2/3 scaling predicted by Lambrechts & Johansen (2012). The linear scal-
ing is valid even for larger particles, all the way to dm-sized particles, as
illustrated in Fig. 5.39. The accretion rate saturates (no longer increases with
particle size) for particles larger than about 1 meter.
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Figure 5.39: Pebble and boulder accretion rates, for particle sizes between 0.1 - 100
cm, subdivided into 6 size bins, drawn from an initial distribution con-
sisting of particles within =Ry of the midplane for the 0.95 Mg, embryo
mass.

The runs with 56 million macro-particles gives similar results as the cor-
responding runs with 2.6 million particles, with less than 10% difference in
the accretion rates through the Hill sphere and less than 1% difference at the
Bondi sphere. Thus the results are rather robust, even when using only 2.6 mil-
lion macro-particles. However, the larger the particle population, the smaller
a fraction of it one can use, while still retaining statistical significance. The
M =0.95 Mg case, for example, initially has only about 20% of the macro-
particles within one Hill radius of the midplane. Thus, to study midplane
accretion rates it is useful to have a large particle population available.

An estimate of the maximum accretion rate may be obtained by taking
the dust-to-gas ratio times the average gas mass flux through the Hill sphere.
For our M = 0.95 Mg embryo immersed in our 1/10 MMSN disk this flux is
~ 4 1073 My, yr~!. With a dust-to-gas ratios of 0.01, we thus estimate a
maximum accretion rate of about 4 107> M yr~!. This rate is exceeded by
about a factor of five in the 0.3 — 1 m size bin in Fig. 5.39. By comparison,
the ‘Hill rate’ EPQR%, is 3.9 1073 M. yr!, nearly identical to the actual, 3-
D gas mass flux. Fig. 5.40 illustrates the efficiency of accretion of particles
across a particular sphere (net accretion through a sphere normalised by the
inward solid mass flux through the same sphere) in the m095t10 simulation.
Evidently, a large fraction of all the particles, entering the Hill sphere leaves
again without being accreted. The efficiency rapidly grows for smaller radial
distances, and at ~30Rp the efficiency is nearly perfect, except for particle
sizes below 0.003 cm, which are still very well coupled to the gas there.

We do not see significant systematic differences when different pressure
bump parameters ,, are used for the same mass embryo. This is to be expec-
ted, since the results will only change when the radial settling has become
significant. One would expect on the one hand a tendency for reduction of
the accretion rates, because of the smaller y-velocities closer to the orbital
radius of the embryo, and on the other hand a tendency for increase, due to
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Figure 5.40: Pebble accretion efficiency (net accretion rate divided by total mass flux
across a sphere of a particular radius) as a function of particle size,
drawn from an initial distribution of particles within £Ry of the mid-
plane for the m095t10 run.

the accumulation of large size particles. Ultimately, the accretion rates would
be constrained by the radial influx of particles from larger orbital radii into
the pressure trap.

5.6 ACCRETION DRIVEN CONVECTION

The high resolution close to the embryo surfaces enables us to resolve convec-
tion driven by accretion heating. Accretion of solids onto the embryo releases
a lot of potential energy, which is converted to heat via the friction force. To
simulate the effects of the heating due to the accretion, we added an extra
heating term Q,cc; to one of our simulations, m095t10-conv. Considering a
shell of extent dr at some distance r from the embryo, the volume dV = Adr,
where A = 47r?, then has a potential energy difference (which is per unit
mass) given by @ (r+dr) — ®(r). To get an energy per unit volume we need
to multiply with the mass accreted per unit time:

MGM,

Qacer =
where Qqccr is the heating rate per unit volume and M is the mass accretion
rate (which we set to 10~° Mg yrfl). The heating rate, Quccr, 1 then added
to the entropy equation (Eq. 5.4) via:

ds _ P Qacer

— =.. . 5.32
ot + Pyas (5.32)

Figures 5.41 and 5.42 illustrates the consequences of the addition of the ac-
cretion heating term in the m095t10- conv run. It shows extensive convective
patterns, which considerably modify the gas flows around the embryo (Fig.
5.41). The horseshoe orbits have somewhat receded, and the weak random
flows that appear in non-convective runs are effectively overwhelmed by the
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Figure 5.41: xy slice in the midplane of the entropy per unit mass in the vicinity
of the core in a single snapshot of accretion driven convection in the
me95t10-conv run.

much stronger convective flow patterns. The Fig. 5.42 shows a vertical pro-
jection of the convective motions, which extend out to nearly 40 embryo radii.
The vicinity of the embryo is no longer in a quasi steady state - the gas flow
patterns constantly change, and the interconnection between the primordial
atmosphere and the disk is thus strengthened; i.e., no parts of the atmosphere
are effectively isolated. The convection is very dynamic, with local velocities
reaching ~1 km s~!, inducing sound waves when the convective cells reach
the outskirts of the atmosphere. The direction of the outflows are constantly
changing and now lack any significant constant patterns, but do have an ap-
proximately isotropic distribution of the velocity dispersion.

When we see or model convection at a stellar surface (e.g. in the form of
‘granulation’ on the Sun), the cellular patterns that develop are very much
constrained by conservation of mass. In a stratification where mass density
drops very rapidly with height, mass conservation forces the flows to “turn
over”, from up to down, which again forces the horizontal size to be limited
(lest the ratio of horizontal to vertical speed become very large). Here, we
have a situation that is quite different, with a “small” body at the centre of a
large spherical volume. This situation allows the flows much greater freedom,
with a possibility of expansion in all directions.

The heating driving the convection in this study, computed assuming M =
10~® M, yr~', is not consistent with the actual, about 20 times larger meas-
ured accretion rates (e.g. Fig. 5.38). Moreover, radiative energy transfer and
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Figure 5.42: yz slice at x = 0 of the entropy per unit mass in the vicinity of the core in
a single snapshot of accretion driven convection in the m@95t10-conv
run. For clarity, the gas streamlines are omitted.

a more realistic EOS would tend to change the properties of convection, so to
reach true consistency, improvements are necessary. Nevertheless, it is pos-
sible to learn already from the current experiment, which can illustrate to
what extent the convective motions are able to affect accretion rates relative
to an analogous non-convective case.

The Fig. 5.43 shows a small subset of high cadence paths for accreted
particles, colour coded by size. Although their paths are affected, the largest
particles are not significantly stirred up by the convective motions. The smal-
ler the particles are, however, the more they are affected by the convective
motions. Quantitative measurements show that the average of the unsigned
mass fluxes through spherical surfaces where convection is active is much
larger than in the non-convective case.

However, as illustrated in Fig. 5.44, we find that convection in the current
case does not significantly reduce the net accretion rates. Formally, the accre-
tion efficiency (the net accretion rate as a fraction of the unsigned solid mass
flux) is reduced significantly for the smallest subset of particles, but this only
reflects larger fluctuations in the solid mass flux (Fig. 5.45). The convective
velocities in this case are generally on the order of the free fall drift velocities
of the particles, as illustrated in Fig. 5.46, but the systematic drift of particles
relative to the gas continues, and since the convective motions do not result
in a net transport of mass, their effect on the particle drift is a second-order
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Figure 5.43: Particle paths in the vicinity of the core. Black curves show traces for
particles of size 0.1 < s < 1 cm, blue 0.01 < s < 0.1 and green 0.001 <
s < 0.01 cm, respectively.
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Figure 5.44: Pebble accretion rates when accretion driven convection
(mO95t10-conv run) is considered. Particle sizes are split into 6
representative logarithmic size bins. The green line shows a mass
accretion rate proportional to particle size, s.
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Figure 5.45: Pebble accretion efficiency when accretion driven convection is con-
sidered (m095t10-conv). Particle sizes are split into 6 representative
logarithmic size bins.

effect. It is possible, however, that this could change if the convective motions
were sufficiently resolved and included more turbulent, small-scale motions.

The effect on the particle accretion rate is also likely to increase, and
possibly become quite significant, when accretion heating is included self-
consistently by including radiative energy transfer and a realistic EOS. The
resulting, self-consistent accretion rates are likely to be lower than the current
values, but the convective motions are likely to be stronger than in our current,
nominal case.

5.7 SUMMARY AND CONCLUSIONS

In this paper, we have reported the results from high resolution, nested, 3D
hydrodynamic and particle simulations which focus on solid accretion onto
Mars- to Earth-mass planetary embryos. The primary goals of this work were
to establish realistic three-dimensional flow patterns inside and outside the
Hill sphere, to use these to determine accurate accretion rates, and to invest-
igate how the accretion rates depend on embryo mass, pebble size, and other
factors.

Our excellent spatial resolution and efficient time integration, using locally
determined time steps, made it possible—using only a single, 20-core com-
pute node per run—to perform the first-ever simulations of pebble accretion
covering scales from several disk scale heights to a few percent of a planet
radius, including atmospheres that self-consistently connect to a surrounding
accretion disk. It is also the first time that accretion heating driven convection
has been modelled in a domain with such a large dynamic range.

We conducted a series of simulations with different planetary embryo masses
and strengths of a pressure trap. To be able to accurately measure accretion
rates, and to study how they are affected by convection, we injected millions
of macro-particles with representative sizes ranging from 10 micron to 1 m.
The motion of the particles were followed, taking into account drag forces
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Figure 5.46: Free fall drag velocities of particles of size 1 cm (blue), 0.1 cm (green),

0.01 cm (red) and 0.001 cm (cyan). The velocity dispersion of the
m@95t10-conv run is shown in magenta.

relative to the gas, while feedback from the particle ensemble on the gas

was neglected—consistent with the modest dust-to-gas ratios occurring in
the models. The motions of a subset of particles were recorded in great detail,
allowing 3D visualisations of particle paths.

Our main results may be summarized as follows:

1.

Starting from approximately hydrostatic initial conditions, relaxation
periods on the order of one orbit are sufficient to establish near quasi-
stationary conditions in the vicinity of the Hill sphere.

. The relaxed atmospheric structures do not differ dramatically from

spherically symmetric hydrostatic atmospheres matched to surround-
ing disk conditions at the Hill radius.

. Adiabatic and hydrostatic atmospheres with an ideal gas and y = 1.4

do not differ substantially from atmospheres computed with a more
realistic, tabular EOS (Tomida & Hori, 2016).

. The presence of convection changes conditions well inside the Hill

sphere from near-steady flows to dynamically evolving flows, albeit
stationary statistics (e.g. velocity dispersion as a function of radius) de-
velop in less than an orbital period.

. The convective motions result in an enhanced mass exchange between

different layers inside the Hill sphere, but do not significantly affect the
mass exchange through the Hill sphere with the surroundings, nor do
they affect the net accretion rates significantly.

. In our fiducial 1/10 MMSN model, the (unsigned) gas mass flux through

the Hill sphere for our 3D horseshoe flows is about 4 107> Mg yr~!, and
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10.

11.

12.

thus agrees closely with the canonical “Hill rate”, LQR?, = 3.9 1073
M yr~! (obtained assuming X = 170 g cm~2 and Ry /Re = 231).

The gas mass flux, scaled with the dust-to-gas ratio, is reflected in sim-
ilar rates of particles passing both in and out of the Hill sphere, with
inflow increasingly dominate for increasing particle size.

. As illustrated by Figs. 5.33 and 5.35 to 5.37, the particles that are not

accreted and leave the Hill sphere have preferred paths along the separ-
ators of the horseshoe flow and are concentrated towards the midplane.

In contrast, at the canonical Bondi sphere, the particle fluxes are mainly
inward (except for the smallest particle sizes), and hence changes in the
detailed structure of the layers close to the embryo (e.g. due to the EOS,
including from evaporation of pebbles) are not important for the final
accretion rates.

The accretion rates for different size particles scale linearly with particle
size, in contrast to the 2/3 power scaling argued for by Lambrechts &
Johansen (2012) and adopted in Lambrechts & Johansen (2014).

We find that the accretion rate of 0.3 — 1 cm particles for an 0.95 My,
embryo immersed in a 1/10 MMSN disk, assuming a dust-to-gas ratio
of 0.01 and assuming that the dust has settled to a midplane layer with
height H < Ry, is about 2 107> Mg yr~!. Since the accretion rates scale
essentially linearly with particle size and inversely with gas density, the
accretion rate for the same size particles would be essentially the same
in higher density disks; the larger supply of solids in a denser disk will
tend to be cancelled by a correspondingly slower accretion speed.

For our 1/10 MMSN solar mass disk, the accretion rate saturates (no
longer increases with particles size) for particles larger than about 1
m, while for denser disks the particles can be even larger. Thus, only
for such large particle sizes will the accretion rates onto an embryo
increase with the disk surface density. Conversely, if mm-size pebbles
dominate the mass budget, the accretion rates depend only weakly on
the disk surface density.

Having such a high spatial resolution means that we could only cover a

limited parameter space and run the simulations for a relatively small number

of orbital periods. We have also relied on an ideal gas EOS, while in reality

the high temperatures near the embryo surface would lead to the dissociation

of molecular hydrogen (e.g. D’Angelo & Bodenheimer 2013), and therefore

result in a much denser and somewhat cooler inner atmosphere. This would
not significantly alter the accretion efficiency of the larger particles, however,

as these effects occur at small radii from which these particles are not able to

escape.

Given the accretion rates we have determined above, we can estimate the
growth time scales from low mass seeds to full planets, under the specified
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conditions (i.e. a gas surface density of 170 g cm >, a dust-to-gas ratio of 0.01,
and solids from within H < Ry. As per the results discussed above, to lowest
order, the effects of disk density on mass supply and accretion speed cancel.
The remaining dominant scaling is the dependence on embryo mass, which is
approximately M?/3, corresponding to a mass that grows approximately as 3.
This implies that, as long as this approximate scaling persists, growth from a
small seed takes on the order of three times the instantaneous mass divided
by the instantaneous accretion rate.

We conclude that if growth from low mass embryos to full size planets is
dominated by accretion of 0.3 — 1 cm size particles, the accretion from a low
mass seed would have taken of the order of 0.15 million years in the case of
Earth, and of the order of 0.1 million years in the case of Mars. With chon-
drule size particles—if we take them to be 0.3-1 mm—the growth times are
10 times longer. These estimates assume a local ratio of dust-to-gas surface
densities of 0.01. Increased dust-to-gas ratios, e.g., due to radial accumulation
of solids in a pressure trap, would lead to correspondingly reduced accretion
times.

During the growth phase, embryos would inevitably be surrounded by hot,
primordial atmospheres of much larger mass than the current day atmospheres
of the rocky Solar System planets. The decrease in disk densities required to
stop pebble accretion would also result in removal of much of the primor-
dial atmosphere as it expanded to match the decreasing pressure at its outer
boundary (Nordlund, 2011; Schlichting et al., 2015; Ginzburg et al., 2016).
The isotopic signatures present in noble gases in the Earth’s atmosphere may
provide indirect evidence related to this (Pepin, 1991, 1992a,b).

A decrease in gas and dust densities will lead to increased rates of radiative
cooling, at first dominated by cooling in the vertical direction. The consequen-
tial, gradual flattening of the hydrostatic structure inside the Hill sphere could
lead to the formation of a circumplanetary disk with prograde rotation (cf. Jo-
hansen & Lacerda, 2010). In order to model such an evolution, it is crucial to
realistically include the major sources of heating, energy transport, and cool-
ing: Accretion heating, the resulting convection, and radiative cooling while
also using a realistic EOS (e.g. Tomida et al. 2013; cf. Fig. 5.1) and opacities.

To this end, we are currently conducting simulations that include these ef-
fects. In the future, we will also model the accretion heating in a manner
consistent with the solid accretion rate (cf. Sect. 5.6) and include pebble de-
struction via ablation (e.g. Brouwers et al. 2017; Alibert 2017).
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Figure 5.47: Same as in Fig. 5.6, but for the M=0.5 Mg embryo from the m05t00
run.
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Figure 5.48: Same as in Fig. 5.7, but for the M=0.5 Mg embryo from the m05t00
run.

Figure 5.49: Same as in Fig. 5.8, but for the M=0.5 Mz, embryo from the m05t00
run.
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Figure 5.50: Same as in Fig. 5.9, but for the M=0.5 Mg embryo from the m05t00
run.

Figure 5.51: Same as in Fig. 5.10, but for the M=0.5 Mg, embryo from the m05t00
run.
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Figure 5.52: Same as in Fig. 5.11, but for the M=0.5 Mz embryo from the m05t00
run.
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Figure 5.53: Same as Fig. 5.35, but for the m05t10 run.
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Figure 5.54: Same as Fig. 5.36, but for the m05t10 run.
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Figure 5.55: Same as Fig. 5.37, but for the m05t10 run.
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Figure 5.56: Same as Fig. 5.35, but for the m01t10 run.
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Figure 5.57: Same as Fig. 5.36, but for the m01t10 run.
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Figure 5.58: Same as Fig. 5.37, but for the m01t10 run.
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We conduct a series of nested-grid, high-resolution hydrodynamic simula-
tions of gas and particle dynamics in the vicinity of an Earth-mass embryo.
We include radiative energy transport as well as heating resulting from the
accretion of solids. Our results affirm the robustness of the previously de-
termined linear scaling of solid accretion rates with the size of the particles.
Keeping the embryo surface temperature constant, we show that radiative en-
ergy transport results in a tendency to reduce the entropy in the primordial
atmosphere, but this tendency is, to a large extent, cancelled by an increase
in the strength of convective energy transport, triggered by a correspondingly
increased super-adiabatic temperature gradient. In the cases investigated here,
where the optical depth to the disk surface is larger than unity, the reduction of
the temperature in the outer parts of the Hill sphere relative to cases without
radiative energy transport is only ~100K, but the accumulated effect on the
mass density is on the order of a factor of two in the inner parts of the Hill
sphere.
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6.1 INTRODUCTION

Planetary embryos of sufficient mass embedded in optically thick protoplan-

etary accretion disks are necessarily accompanied by extended primordial at-

mospheres in near hydrostatic equilibrium, merging smoothly with the disk
M,

a is the semi-major axis of the embryo’s orbit, and M, and M, are the masses

of the embryo and the central star, respectively (Perri & Cameron, 1974; Bod-

enheimer & Pollack, 1986; Pollack et al., 1996; ?; Alibert, 2017).

The existence of dust and solid particles in the protoplanetary disk leads
to accretion of solids onto such embryos, resulting in growth of the em-
bryo and frictional heating of the surrounding primordial atmosphere. As
long as the embryo atmosphere and surrounding disk is optically thick, con-

background at distances on the order of the Hill radius, Ry = a+/ My where

vective motions are the most effective means of transporting heat through
the atmosphere, with efficient convective transport leading to near-adiabatic
stratification of the atmosphere (Stevenson, 1982; Wuchterl, 1993). The near-
adiabaticity implies that the inner parts of the atmosphere are relatively hot,
which, when combined with the reduction of the planet’s gravity as the square
of the distance, results in relatively low masses of atmospheres (e.g. Venturini
et al., 2015).

If, on the other hand, the optical depth of the primordial atmosphere is not
very large, radiative energy transport may be important, resulting in possibly
significant changes in the stratification of the atmosphere. Radiative cooling
tends to reduce the temperatures, which leads to lower pressures and dens-
ity scale heights, thus increasing the mass of the atmosphere. A significant
temperature drop could potentially lead to a situation where hydrostatic equi-
librium is no longer possible, resulting in gravitational collapse and the form-
ation of gas giants (e.g. Mizuno et al., 1978; Bodenheimer & Pollack, 1986;
Hori & Ikoma, 2011).

In cases where catastrophic collapse of the atmosphere does not occur, the
ultimate outcome depends crucially on the balance between removal of gas
caused by the reduction of the density and pressure of the surrounding disk,
and the tendency of increased radiative cooling—occurring for essentially
the same reason—to lead to relatively light or more heavy atmospheres. As
shown by Ginzburg et al. (2016), that balance may in the end decide if the
final outcome is a gas dwarf, or a rocky planet with only a thin remaining
atmosphere.

Properly accounting for radiative transfer of energy and the corresponding
effects on the near-hydrostatic equilibrium of the primordial atmospheres is
thus crucial for realistic and accurate modelling of early planet formation.
Such efforts are additionally complicated by effects of scattering, which are
known to be important at the wavelengths and temperatures of relevance (e.g.
Pinte et al., 2009).

In this Letter, we therefore investigate the effects of radiative energy trans-
fer on the primordial atmospheres of planetary embryos embedded in proto-
planetary disks and the resulting, secondary effects on the particle dynamics
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and pebble accretion onto rocky embryos. In Section 6.2 we briefly describe
the simulation set up and the methods used to treat radiative energy transfer.
We present and discuss the results in Section 6.3, and draw conclusions in
Section 6.4.

6.2 METHODS

As in previous work (Popovas et al., submitted, hereafter PNRO), the current
study is carried out using the new DISPATCH framework (Nordlund et al.,
2018) in a three-dimensional, Cartesian (shearing box) domain, with a set
of static, nested patches. We continue to use an ideal gas equation of state
(EOS) with adiabatic index ¥y = 1.4 and molecular weight y = 2, and a disk
with surface mass density 170 g cm~2, corresponding to 1/10 of a minimum-
mass-solar-nebula (MMSN). The grid set up is the same as in PNRO for a
M=0.95 Mg planet at 1 AU distance from the central star. We conduct a series
of radiative-convective simulations, for which the basic radiative transfer and
accretion heating parameters are summarized in Table 6.1.

The optical properties of the dust-gas mix in a hot, primordial atmospheres
are quite uncertain, mainly due to factors related to dust coagulation and
thermal processes. We choose here a combination of disk surface density and
opacity specifically aimed at investigating a situation where optical depth
effects start to become significant. To this end, we choose a total opacity
(weighted with 80% scattering and 20% absorption) of 0.1 cm? g~!. Given a
surface density of 170 g cm~2, we thus obtain a midplane optical depth in the
unperturbed disk of % x 0.1 x 170 = 8.5. The additional optical depth of the
initial, adiabatic atmosphere is =~ 6.0, and hence the optical depth is indeed
such that we may expect to begin to see the effects of radiative cooling.

6.2.1 Initial and boundary conditions

As initial conditions, we take a fiducial, fully relaxed MMSN/10 run with adia-
batic stratification (i.e. run m0@95t10 in PNRO). The external and spherical
boundary conditions for density p, entropy per unit mass and mass flux are
the same as in PNRO. However, as we now also consider the radiative energy
transport, appropriate boundary conditions must be considered. The disk is
optically thick in the radial and azimuthal directions and is initially in ra-
diative equilibrium in those directions, i.e., no heat exchange is happening
radially and azimuthally. However, protoplanetary disks can and do cool ra-
diatively in the vertical direction. Therefore the external boundaries for the
radiative transfer of energy are as follows:

* O =1—S§ =0 atexternal x- and y-boundaries;

o [incoming _ () _ gincoming — _¢ at external z-boundaries, where I is
the radiation intensity in a specific direction, and S is the local source
function.
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Table 6.1: Parameters for the simulation runs. K is the total opacity (absorption plus
scattering). € is the fraction of absorption. M is the solid accretion rate.

Run kKlem?g™ '] & M[Mgyr']
mO95 - - -
m095-conv-2e-6 - - 2 1076
m@95-conv-2e-6-rt 0.1 0.2 2 107°
m@95-conv-2e-5-rt 0.1 0.2 2 107
me95-conv-2e-6-rt-kl 1.0 0.2 2 107

6.2.1.1 Heating from the embryo

As the envelope surrounding the embryo is optically thick during most of the
disk evolution, the embryo and its atmosphere cannot radiate the heat away
effectively when solids are accreted. The atmosphere is thus expected to re-
main nearly adiabatic through most of the build-up of the embryo mass, and
the embryo must be correspondingly hot—above solidus—especially towards
the end of the build-up period. Detailed predictions of temperatures and tem-
perature histories require using realistic equations of state for the primordial
atmosphere as well as for the planet itself, in combination with modelling of
the thermal evolution over disk evolution time scales. This is a formidable
task by itself, where sequences of simulations such as the ones reported here
may be used to provide the required estimates of instantaneous cooling rates.

In any case, since the heat capacity of a planet is large the planet is expec-
ted to remain hot for a considerable time, even after the envelope becomes
optically thin (Ginzburg et al., 2016). For the relatively brief periods of time
covered by the current simulations it is thus certainly appropriate to consider
the surface temperature of the embryo to be fixed, and we therefore adopt the
surface temperature predicted from the adiabatic atmosphere model as a fixed
lower boundary condition on the temperature of all models.

6.2.2 Radiative energy transport

We use a hybrid-characteristics ray tracing scheme (Nordlund et al., 2018)
with 26 ray-directions (forward and reverse directions along 3 axes, 6 face
diagonals, and 4 space diagonals) and a single frequency bin (constant opa-
city &, measured in cm? g~!). Since scattering is an important effect at the
temperatures and wavelengths of relevance here, we split the opacity into an
absorption part €k and a scattering part (1 — &)K. At the levels of scatter-
ing albedos typically assumed—from 50% to 80%—and with the relatively
slow time evolution dictated by convective motions, scattering can be handled
with what essentially boils down to "lambda iteration"; i.e., iteratively feed-
ing back the mean intensity from previous time steps into the source function
of the next time step (Hubeny, 2003). Here, the time slices used in the DIS-
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Figure 6.1: Temperature profiles, integrated over radial shells.

PATCH code framework may be used to predict the mean intensity in the next
time step, thus efficiently reducing the time lag otherwise resulting from the
use of the previous mean intensity.

In order to avoid that the intense radiation from the embryo surface results
in narrow, parallel beams of strong radiation in the 26 angular direction used
in the diffuse radiation solver, we replace the ray-based solver with a diffusion
approximation in a region near the embryo. In the optically thick limit, the
integral solution of the radiative transfer equation along any direction may be
approximated by
_d2s
N
where I and I~ are the specific radiation intensities in the forward and re-
verse directions, and S(7) is the source function, with T the optical depth
along the ray direction. A term proportional to the first derivative of the source
function is omitted, since it cancels out when averaging the forward and re-
verse solutions along a given ray direction. Given the availability of the source
function and opacity values on the Cartesian mesh, it is trivial to evaluate this
expression in the three axis directions, and estimate the full space angle integ-
rated heat exchange rate per unit mass

S (s s s .
3 \dtz dtr} dt?)’ '

Q=%(I++I’)—S 6.1)

The ray-based diffuse radiation solver is used in all other parts of the model,
tapering over with weights w = e~ (r/10)" and (1 —w) from Eq. 6.2 to a value
of g based on averaging over the 26 forward and reverse ray directions used
in the diffuse solver,

13

4
g~ Y (0 +07). 63)
=1
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Figure 6.2: Density profiles, integrated over radial shells.

6.2.3 Particles

We use ~12 million macro-particles, each representing a swarm of identical
particles. The initial spatial distribution of macro-particles is proportional to
the local gas density, with particle sizes ranging from 10 ym to 1 cm, using
a flat distribution in logarithmic size. Rather than having to make assump-
tions about the settling and actual size distribution, we instead analyse sub-
populations of our initial distribution. Specifically, to measure accretion rate
as a function of particle size, we tag and follow only the particles in a nar-
row size range that initially reside within on Hill radius from the midplane.
For more details about the particle distribution, their motion and selection, cf.
PNRO.

6.3 RESULTS AND DISCUSSION
6.3.1 Gas dynamics

Figures 6.1 and 6.2 show thermal and density structure of the envelope, when

no accretion heating and RT is considered (m095, black curves), when accre-

tion heating, M =2 10~ M@ yr~!, driven convection is present (m095 - conv - 2e -6,
red curves), when the same accretion heating and radiative cooling (x=0.1

cm? g 1) is considered (m@95-conv-2e-6-rt, blue curves), when when the

same accretion heating and radiative cooling is considered, but xk=1.0 cm?

g~ 1(m095-conv-2e-6-rt-x1, magenta curves) and when the accretion heat-

ing is increased to rates consistent with pebble-size particle accretion, M =

2 107> M@ yr~! and radiative cooling (k=0.1 cm? g~ 1) is considered (m@95-conv-2e-5-rt,
green curves). The values are shell-averaged over radii and over extended
periods of time. Convective motions effectively transport the excess heating
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Figure 6.3: Velocity magnitude in the midplane in m@95- conv-2e-6-rt simulation.
The white circle shows the Hill sphere and the cyan circle shows the
canonical Bondi sphere. Gray streamlines indicate gas flow patterns (of
velocities projected onto the 2D plane).
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Figure 6.4: Entropy per unit mass in the midplane in m095-conv-2e-6-rt simula-
tion. The white circle shows the Hill sphere and the cyan circle shows the
canonical Bondi sphere. Gray streamlines indicate gas flow patterns (of
velocities projected onto the 2D plane).
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Figure 6.5: Time-averaged velocity dispersion profiles for convective simulations, in
magenta for the m095-conv-2e-6, in yellow for m095-conv-2e-6-rt,
and in black for m@95-conv-1le-5-rt, shown against a background of
free fall drag velocities of particles of size 1 cm (blue), 0.1 cm (green),
0.01 cm (red) and 0.001 cm (cyan).

from accretion of solids even when the RT is not considered (or x is suffi-
ciently high), thus there is no significant difference in thermal structure in
the purely convective case. The fluctuations of temperature and density as-
sociated with the convection locally and temporarily modify the gas density,
but on average the convective motions do not result in any net transport of
gas mass. When radiative energy transport is turned on, the thermal structure
near the embryo remains close to the adiabatic one, while further out the tem-
perature is reduced. As the envelope adjusts its near-hydrostatic equilibrium
to the lower temperature, it becomes on average denser. Since this is an effect
that accumulates over depth—with pressure scale height proportional to the
local temperature—the effect on the density is much larger than that on the
temperature.

Figure 6.3 shows an example of the convective velocity flow for a simula-
tion where radiative energy transfer is included (m095-conv-2e-6-rt). The
motion patterns are similar in the case with pure convection (cf. Fig 20 in
PNRO), but the velocity amplitudes are larger—especially at small radii—
when radiative energy transfer is included. The reason for the increased velo-
city amplitudes is illustrated in Fig. 6.4. The radiative cooling tends to lower
the entropy in the neighbourhood of the embryo, while simultaneously accre-
tion heating keeps adding entropy, and the temperature of the embryo surface
is held fixed. The net effect is a tendency to increase the temperature gradi-
ent, thus making it more super-adiabatic than in the case with only accretion
heating, resulting in stronger driving of the convection. Near the embryo, the
increase of the convective energy transport is largely able to compensate for
the increased radiative cooling. Further out, where the convection motions are
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Figure 6.6: Pebble accretion rates, for particle sizes within each size bin, drawn from
an initial distribution consisting of particles within Ry from the mid-
plane, for the three different simulations. The green line shows a mass
accretion rate proportional to particle size, s.

weaker and the optical depths to the vertical surfaces are smaller the effects
of radiative cooling become more visible.

The increase of convective velocity amplitudes is illustrated quantitatively
in Figure 6.5, against a background of vertical particle drift speeds. The figure
shows that the velocity amplitudes near the embryo are increased with nearly
an order of magnitude, becoming comparable to the vertical drift speed of 2-3
mm particles. Further out, where the horseshoe and shear flow patterns start
to also contribute to the velocity dispersion, the effects of radiative cooling
on the velocity dispersions diminish.

6.3.2 Solid accretion rates

In the previous paper of the series (Popovas et al., submitted, PNRO) we
determined the accretion rates of solids, and showed that they scale linearly
with the particle size. Here, we affirm that the previously determined accre-
tion rates are robust. Figure 6.6 shows the pebble accretion rates for different
simulation runs. Both with convective motions and radiative cooling these
rates do not vary much from previously determined ones; the deviations are
mainly due to increased noise as the motions of the gas stir the solids.

6.4 CONCLUSIONS AND OUTLOOK

In these first-of-a-kind, three-dimensional, radiative-convective models of hot
and extended primordial atmospheres of Earth-mass embryos, with realistic,
albeit schematic, scattering included, we find that radiative cooling is begin-
ning to be significant, leading to local increases of the shell averaged mass
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density on the order of a factor of two. For the conditions modelled here, the
cooling effects do not penetrate down to the bottom of the atmosphere, where
convection is still the dominant mechanism of energy transport. In response
to the tendency from cooling to increase the radial temperature gradient, how-
ever, the amplitude of convective motions increase by nearly an order of mag-
nitude near the embryo surface. In the radiatively cooled models, relative to
the adiabatic and purely convective models, the total mass of the atmosphere
is increased by a factor of about 4% and 27%, with k = 0.1, M= 2 1072 and
M=210"% Mg, yr—!, respectively.

We find that, even though radiative cooling begins to be significant, the ac-
cretion heating and the resulting convective energy transport are still domin-
ating near the planet embryo, where the atmosphere temperature also remains
"anchored" to the surface temperature of the planet embryo. This is encour-
aging, since it implies that planetary embryos embedded in protoplanetary
disk can retain hot and hence relatively light atmospheres throughout much
of the evolution of the disk.

When the disk and primordial atmosphere finally becomes genuinely op-
tically thin, the atmosphere that remains around low mass planetary embryos
are therefore relatively light, with their future fate depending on the relative
balance between the slow cooling of the still hot embryo, and the secular loss
of the remaining atmosphere. As argued by Ginzburg et al. (2016), it is the
outcome of this balance that ultimately determines if a planet ends up as a
gas dwarf, with a significant H+He atmosphere still remaining, or becomes
a rocky planet, with an atmosphere consisting of only heavier gas molecules,
possibly even dominated by out-gassing.

The current modelling should be seen as a pilot effort, exploring effects and
probing what is currently possible. Obvious factors that need improvement
are the ideal equation of state, the constant and grey opacity, and the spa-
tial resolution, which even if larger than in comparable published simulations
(e.g. ?), still needs to be increased in order to better resolve the convective
motions. Improving all these factors is certainly possible: The current results
were obtained with only moderate computational effort, with each model re-
quiring of the order of a few thousand core hours on a cluster with Intel Ivy
Bridge cores.

The DISPATCH code framework (?) can handle arbitrary equations of state
and opacities, using optimized table lookup, without significantly increasing
the computational cost. The radiative transfer solvers are also prepared for
multi-frequency experiments, using either representative frequencies or opa-
city distribution functions. The cost scales linearly with the number of opacity
bins. The spatial resolution cost, as always, scales with the inverse fourth or-
der power of the smallest resolution element. Although this can be partly mit-
igated by the use of local time steps (the same spatial region being split into a
larger number of local patches), the main scaling of the computing time will
remain essentially Nbiane/lf. Taking advantage of the essentially linear weak
scaling of the DISPATCH code framework (c.f. Fig. 5, Nordlund et al., 2018)
it is thus possible to perform simulations with tabular equation-of-state and
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opacities, several opacity bins, and resolutions increased with a factor of 8,
at costs per model of the order 10-20 million core hours. Alternatively one
could run, using similar amounts of computing resources, a dozen or more
models with a factor of 4 better resolution than the current one.
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SUMMARY AND OUTLOOK

In my thesis work, together with my collaborators, I have performed com-
puter simulations of the motion of gas and solids in the vicinity of Mars- to
Earth-mass planetary embryos which are embedded in a protoplanetary disk.
The goal of this work was to reduce the uncertainties, and uncertainties about
uncertainties, involved in understanding early growth of planets. It was pre-
viously already predicted that pebble accretion is a very effective mechanism
for planet formation (e.g. Ormel & Klahr 2010; Lambrechts & Johansen 2012;
Morbidelli & Nesvorny 2012; Lambrechts & Johansen 2014) and the simula-
tions presented in this thesis demonstrate the robustness of pebble accretion
rates. To lowest order, the effects of disk density on mass supply of solids
and accretion speed cancel each other out. The remaining dominant scaling
is the dependence on embryo mass, which I find is approximately M?/3, cor-
responding to an embryo mass that grows approximately as t3. This implies
that, as long as this scaling persists, and assuming a constant dust-to-gas ratio,
growth of an embryo from a small seed takes on the order of three times the
instantaneous mass divided by the instantaneous accretion rate. If the domin-
ant mass fraction of solids lies in chondrule size particles, this corresponds
to ~1.5 million years to grow from a small seed to an Earth-mass planet at 1
AU and ~1 million years to grow a Mars-mass planet at 1.5 AU.

The state-of-the-art simulations presented in this thesis indicate that, in hot
and extended primordial atmospheres, radiative cooling is significant. It leads
to local shell-averaged increases of mass density on the order of a factor of
two. The cooling effects do not, however, penetrate down to the bottom of the
atmosphere, where convection is the dominant mechanism of energy trans-
port. In response to the tendency of cooling to increase the radial temperature
gradient, the amplitude of convective motions increases by nearly an order
of magnitude near the embryo surface. Despite radiative cooling being sig-
nificant, the accretion heating and the resulting convective energy transport
still dominates over the radiative cooling near the planetary embryo. The at-
mosphere temperature also remains “anchored” to the surface temperature of
the embryo. This implies that planetary embryos embedded in protoplanetary
disks can retain hot, and hence relatively light, atmospheres throughout much
of the evolution of the disk without becoming gas dwarf planets. Eventually,
when the disk and primordial atmosphere become genuinely optically thin,
the atmosphere that remains around low-mass planetary embryos is therefore
relatively light, with its fate depending on the relative balance between the
slow cooling of the still hot embryo, and the secular loss of the remaining gas.
As argued by Ginzburg et al. (2016), it is the outcome of this balance that
ultimately determines if a planet ends up as a gas dwarf, with a significant
hydrogen and helium atmosphere still remaining, or becomes a rocky planet,
with an atmosphere consisting of only heavier molecules.
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The simulations presented in this thesis are based on an ideal gas equa-
tion of state. However, high temperatures close to the embryo (up to ~4500K
close the the surface of a 0.95Mg, core) have several important consequences.
First, molecular hydrogen (H;) dissociates and, since it is a highly endo-
thermic process, the temperature will decrease. As the gas is in hydrostatic
equilibrium, the density unavoidably increases. Second, these temperatures
are much higher than the melting point of solids. Accreted particles can
then evaporate before reaching the surface of the planet (e.g. Alibert 2017;
Brouwers et al. 2017). The resulting vapour contains a high fraction of metals
(in the astrophysical periodic table of elements, everything heavier than he-
lium is dubbed a metal), which in turn affects the local equation of state. Nat-
urally, the ideal gas equation of state does not account for these consequences
and therefore a realistic equation of state, which includes the effects from mo-
lecular hydrogen dissociation and potentially the enrichment with metals (e.g.
Venturini et al. 2016), should be used in future work. This thesis contains
calculations of highly accurate total internal partition functions for molecular
hydrogen of different flavours, which can be used to calculate the dissociation
equilibrium of hydrogen. I have also already compiled the raw data (experi-
mental and ab initio calculations) for other molecules and their isotopologues
of astrophysical interest, e.g., AIH, CN, CO, MgH, Na,, NaCl, SiO, SO, SiS,
TiO, etc., and will produce the partition functions for these elements using a
similar approach as used for H, (publication planned for late 2018). These
total internal partition functions are also useful for calculating accurate gas
opacities for radiative energy transfer. Given the known discrepancies and
errors in the calculations of total internal partition functions in the existing
literature (cf. Popovas & Jgrgensen, 2016), in future work, the new, accur-
ate total internal partition functions that I have produced (and will produce)
should be used to compute the equation of state for computer simulations of
star and planet formation.

The fundamental motivation behind this thesis was to account for environ-
mental effects on the process of pebble accretion in a more realistic manner.
Achieving it is therefore a significant stepping stone and it now becomes pos-
sible to investigate the stochastic nature of planet formation. The upcoming
era of exa-scale HPC will permit astrophysicists to conduct multi-scale, multi-
fluid simulations of protoplanetary disks with multiple embedded planets at
high resolution. The disk itself could be a zoom-in taken from a global star
formation environment (e.g. Kuffmeier et al., 2017), which would provide a
more realistic environment in which to simulate protoplanetary disk evolution
and planet formation. Furthermore, by understanding the intrinsic interplay
between the stochastic effects, like sub-structure in the disk, magnetic fields,
metallicities, chemistry, etc., we will eventually be able to directly relate the
observed properties of exoplanets and their host stars to their early histories
and formation environments.

One might consider this to be wishful thinking, but there is no reason why
it should not come to pass. It will certainly require a lot of effort by many
scientists across several disciplines, but with the current public and scientific
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interest in exoplanets, and the thirst to understand their origins only increas-
ing, I believe it is simply a matter of time.
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