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Abstract

A couple of decades ago, x-ray tomography was a technique largely reserved for a few specialists from
the hospitals’ diagnostic departments and university based reseach groups. But during the last 20 years
x-ray imaging has become much more available outside these narrow circles as a method to help the
advancement of many different academic and industrial fields.

In this thesis I describe my work on developing the techniques within the field and studying their pos-
sible applications as well as my collaboration with external researchers, applying x-ray imaging methods
to answer scientific questions within their particular fields.

For the sake of completeness I start my thesis from the electric field equation. From there I derive
the transport of intensity equation, the Fresnel propagator function and the basic formula of propa-
gated intensity used in holotomography. I also sketch the principles behind the magnification effect and
interactions between x-rays and matter.

From these fundamental formulas and principles, I move on to describe the practical aspects of x-
ray imaging in more detail. I describe the basis of the different contrast mechanisms in absorption,
holotomography and grating interferometry. I have also included a description of the basic principles
behind tomogram reconstruction.

Next, I describe my work relating to image construction from grating interferometer data, both
the adaptive-period sine fitting method and the anisotropic tomogram reconstruction algorithm I have
developed.

Thereafter I move on to describe my work investigating the applicability of the grating interferometer
dark-field signal for detecting sub-resolution sized cracks in a solid material and for detecting misaligned
fibers in a fiber composite material.

In the next chapter I introduce the ideas and main conclusions from my collaboration with researchers
from other academic fields. Finally, I sum up my work and give my view on the future possibilities and
challenges within the field.
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Dansk resumé

For blot et par årtier siden var røntgentomografi hovedsageligt en metode for f̊a indviede specialister
fra hospitalernes diagnostiske afdelinger og specialiserede forskningsgrupper ved universiteterne. Men
gennem de sidste 20 år er røntgenbilleddannelse blevet meget mere tilgængeligt uden for disse snævre
cirkler, som en metode der skaber fremskridt p̊a diverse akademiske og industrielle omr̊ader.

I denne afhandling beskriver jeg mit arbejde med at udvikle teknikker inden for feltet og undersøge
deres mulige anvendelser, samt mit samarbejde med eksterne forskere, hvor vi anvender røntgenbilleddannelsesmetoder
til at besvare videnskabelige spørgsm̊al inden for deres respektive felter.

For fuldkommenhedens skyld starter jeg min afhandling fra den elektriske feltligning. Derfra udleder
jeg intensitetsstransportligningen, Fresnels propagationsfunktion og den grundlæggende funktion for
propageret intensitet, som bruge i holotomografi. Jeg skitserer ogs̊a principperne bag forstørrelseseffekten
og vekselvirkning mellem røntgenstr̊aling og stof.

Ud fra disse fundamentale formler og principper, bevæger jeg mig videre til at beskrive de praktiske
aspeter af røntgenbilleddannelse mere grundigt. Jeg beskriver grundlaget for de forskellige kontrast-
mekanismer i absorption, holotomografi og gitterinterferometri. Jeg har ogs̊amedtaget en beskrivelse
af de grundlæggende principper bag tomogramrekonstruktion. Dernæst beskriver jeg mit arbejde med
billeddannelse fra gitterinterferometerdata, b̊ade den adaptive sinus-fit metode og den anisotropiske to-
mogramrekonstruktionsmetode jeg har udviklet.

Derefter bevæger jeg mig videre til at beskrive mit arbejde med at undersøge egnetheden af gitter-
interferometerets mørkefeltsignal til at detektere revner mindre end den rumlige opløsning i et fast stof,
samt til at detektere fejlorienterede fibre i et fiberkompositmateriale.

I det næste kapitel introducerer jeg ideerne og de vigtigste konklusioner fra mit samarbejde med
forskere fra andre akademiske omr̊ader. Til sidst opsummerer jeg mit arbejde og giver mit blik p̊afremtidens
muligheder og udfordringer inden for feltet.
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Chapter 1

Introduction

The finalization of my thesis has been delayed significantly due to a number of factors, among others the
above mentioned pursuit of new ideas. Though this delay is of course not appreciated by the university, I
have been very grateful for all the scientific and personal adventures I have experienced on my prolonged
journey through the academic world. I cannot imagine anything more exiting and challenging than
what I have experienced in the last seven years. In this thesis I have tried to give an overview of the
diverse subjects I have covered during this time. Though “New Methods in X-ray Imaging” may seem
a narrow subject to the outsider, the challenges and possibilities within this field are truly diverse, and
I have worked in many different areas within this spectrum. I have worked with different experimental
methods, optimized 2D image extraction, developed a new method for 3D reconstruction and performed
image analysis on reconstructed 3D tomograms for external ’clients’.

Figure 1.1: The thesis you are reading is an attempt to bind together the very different areas and appli-
cations of x-ray imaging that I have been working with for the last seven years. I have done so by putting
each of them into one of three categories; Image formation algorithms, Dark-field modality application
tests and Applied high resolution synchrotron imaging.

1.1 Project description

The project description for my PhD is:

New Methods in X-ray Imaging

The project will focus on work in the field of X-ray Imaging using phase contrast and dark field methods.
The aim of the project will be to develop and improve the x-ray imaging methods in these fields. These
new methods are well suited to perform imaging of soft tissue. The focus will be on developing a labora-
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tory based system at the Niels Bohr Institute for applications within meat and other food products, but
synchrotron radiation experiments at large scale international facilities must also be foreseen.

The only part of this project description that is not thoroughly covered in this thesis is the part
about food products. I have worked on imaging of food products in many different projects during
the last seven years, but in the projects that actually gave scientifically interesting results, I have only
contributed on a discussion level and by participation in beamtimes. The actual data analysis in the
successful food projects has been carried out by my colleague Mikkel Schou Nielsen, and hence I have
put the articles representing this work in the final appendix of my thesis for the sake of completeness.

1.2 Current state of the field

Originally microtomography was predominantly a synchrotron based method, using absorption as the
contrast modality. Today, the field has expanded greatly, both into other contrast modalities and away
from the synchrotrons and into the laboratories. Even in the presence of all these new possibilities, the
original synchrotron based absorption tomography method is still alive and thriving - and in my opinion,
no less impressive in its capabilities than all the other methods; synchrotron absorption tomography today
is fast, typical acquisition times are around ten minutes, but they can be done much faster if needed -
at the cost of noise, of course. In these ten minutes you typically get a 3D image with ten billion voxels
(voxel is just the fancy word for 3D pixel) with a voxel size as small as a few hundred nanometers. That
means that within a cube one mm on either side, you measure the absorption coefficient at ten billion
points within a few minutes. Isn’t that impressive?

1.2.1 Lab-source microtomography

Within the later years, x-ray microtomography equipment for laboratory use has become widely com-
mercially available. This has helped tremendously in spreading the use and general awareness of the
possibilities within x-ray imaging to a much broader audience. Several companies today offer fully func-
tional closed-hutch scanners with intuitive software interfaces. Along with a reasonable price (less than
one million euro) this has brought x-ray microtomography scanners to wide use in academic and commer-
cial circles, that most likely would otherwise not have punched through the barrier to the synchrotrons.
With a single exception, these commercial lab-microtomography scanners are all based on absorption as
the contrast mechanism, since this type of scanner is the simplest to build, and the method puts the
least requirements on stability and alignment of the equipment. The typical commercial CT-scanner has
a micro-focus source with a W-anode, a spot size of a few µm, a power of 5 - 500 W and an accelera-
tion voltage up to around 200 kV. The detector is of the scintillator-based type, and as such, offers no
tunable energy-sensitivity. Instead the software might implement some sort of beam-hardening correc-
tion. Reconstruction is performed using a standard FDK-backprojection algorithm. One manufacturer
offers a fully equiped closed-hutch grating interferometer allowing the user to retrieve phase-contrast and
dark-field tomograms. This scanner is specifically designed to image small animals such as mice. But
apart from this exception, we need to go to specialized labs and synchrotrons at universities and research
institutions in order to find applications of other imaging modalities than full-spectrum anode source
absorption contrast.

1.2.2 Grating interferometry

X-ray grating interferometers were originally developed at synchrotrons, but have quickly moved to
laboratories where the introduction of a source grating has allowed researchers to produce phase-contrast
and dark-field tomograms using low-brilliance sources that would otherwise not have the coherence
necessary for grating interferometry. The advantage of the grating interferometer is the addition of two
new contrast modalitites. One is phase contrast, which potentially offer increased sensitivity to low-Z
materials, and the other is the very interesting sub-resolution structure-sensitive dark-field modality.
The diasadvantage of the grating interferometer is the increased stability requirement and the increased
measurement times. Lately, a lot of work has been done to simplify the original 3-grating setup and the
stepwise scan procedure initially used with it. Some of this work seeks to remove one of the gratings and
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to replace the stepping procedure with a single exposure by having sufficient resolution on the detector
screen to directly map the intensity pattern created by a single absorption grating [35, 26, 5, 18]. The
grating does not necessarily have to be a regular absorption grating, you can even use sandpaper [19].
Often, these setups still require quite small source sizes, and hence still need either a micro focus source or
a source grating to produce the necessary coherence. Either way, the resulting beam intensity is reduced
compared to setups allowing for a larger spot size. The direct mapping of the interference pattern can
require quite high spatial resolution on the detector in order to get sufficient sensitivity. Since there’s a
limit to the total number of pixels in available detectors, the small pixel size requirement limits the total
field of view. To counter the small field of view allowed by this method, another single-shot approach
can be taken, which retains all of the original 3 gratings and then seeks to produce a Moiré pattern on
the detector screen through small deliberate misalignments of the gratings [31]. By analysing shifts in
the Moiré pattern, dark-field and differential phase images can be achieved.

1.2.3 Absorption tomography using directly converting detectors

Another possibility for improving the standard lab-CT setup is simply exchanging the scintillator-based
detector in commercial scanners for a directly converting and possibly energy-dispersive one. The reduced
noise and the increased energy-sensitivity offers an increased (or tunable, if you like) material-density
sensitivity. Increased sensitivity, especially to low-Z materials, has been the main motivation for many
efforts to increase the applicability of phase-contrast methods. Thus, the two methods are in some ways
competing about the future market for commercial soft matter imaging equipment. With the reduced
prices and improved availability of directly converting detectors that we have seen over the last years, the
balance of the two seems to be shifting towards the grating-free absorption contrast setup using directly
converting detectors. When detectors become energy-dispersive, as is technically possible with directly
converting systems, the polychromaticity of lab sources can suddenly become an advantage, rather than
being a disadvantage, as is the case for their scinitillator-based counterparts.

1.2.4 Raster scanning tomography methods

Methods where projections of the full sample volume are achieved in one go are called full-field methods.
Achieving very high spatial resolution with full-field imaging has some practical challenges. Typically,
the lower limit of the spatial resolution is determined by the pixel size of the detector, and since it
can be hard to construct detector systems with very small pixel sizes, this is a challenge when trying
to achieve very high spatial resolution in full-field imaging. Another practical challenge is that as the
pixel size goes down, so must the sample-detector distance in order to avoid phase effects disturbing the
projected intensities in absorption imaging. If some sort of phase contrast sensitive imaging, such as
holotomography, is applied instead of absorption, there’s an increase in the requirements for precision of
the propagation distance and an increase inmeasurement times time, because several exposure are now
necessary at every rotation angle. To avoid these challenges of full-field imaging, we can instead seek to
achieve very high spatial resolution by using some sort of raster scanning method. In these methods, the
sample is projected one bit at a time with a narrowly focused beam. Characteristic for these methods is
that the phase is generally the imaged modality. The most used raster scanning tomography technique is
ptychography [8], where the raster scanned areas are so closely spaced that they overlap. The overlapping
scan areas then counters the underdetermined nature of retrieving the phase, the so-called phase problem.
In some cases ptychography currently allows imaging down to a spatial resolution of 16 nanometers [12].
A downside to this technique is the long acquisition times; a full tomogram typically takes several hours
to acquire.

1.2.5 Holotomography

Holotomography offers the simplest conceivable full-field imaging phase-contrast setup, at least in princi-
ple. Phase-sensitivity is simply achieved by moving the detector and acquiring the intensity-distributions
at different distances behind the sample. Interference-effects will then shift the intensity-distribution as
the beam propagates downstream from the sample. The shifting intensity-distributions will indirectly
reveal the underlying phase-distribution that gives rise to the intensity shifts. In principle, all a holo-
tomography setup requires is a source, a sample rotation stage and a movable detector. But what this
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seemingly simple method lacks in hardware components it makes up for in requirements on coherence,
stability and motor precision. Especially the strict coherence-requirements exclude lab sources from be-
ing implemented in any useful realisations of this method. The method has been tested at synchrotrons,
and has attracted significant attention from people within the field of x-ray imaging. But so far it has not
been used to any significant extent by people outside the field (i.e. what you could call the users or even
customers from other scientific fields and industry), except from cases of very high resolution imaging.
The reason for the lacking breakthrough of this method is two-fold. The first reason is simply the fact
that holotomography-measurements are both cumbersome and time-consuming due to the requirement
for multi-distance measurements at very accurate positions. When synchrotron users are allocated a
certain amount of beamtime, it is essential for them to make best use of the time given, and hence
holotomography stands at a disadvantage compared to absortion tomography. The second reason is that
because holotomography can only be realised at synchrotron setups, and synchrotrons also typically offer
monochromatic light with a tunable energy within quite a broad spectrum, users have the alternative
possibility to tune the x-ray energy to fit the absorption of even very low-Z materials. Increased low-Z
sensitivity has otherwise been one of the main motivating factors in the development of phase-contrast
tomography.

1.3 Outline of the thesis

If we disregard the introduction, conclusion and outlook chapters my thesis can basically be divided
in two main parts. The first part consists of chapters 2 and 3. It gives a theoretical and practical
background for understanding my work. The second part consists of the three chapters 4, 5 and 6. It
describes the work I have done more specifically. Chapters 5 and 6 are quite brief, but they rely heavily
on referencing the various articles I have contributed to. These articles are included in Appendix A.

1.3.1 Background knowledge chapters

In chapter 2 I give a general outline of the relevant theoretical background and I derive the most necessary
formulas for describing the propagation of electromagnetic fields. I have chosen to start out from the
electric field equation, and deduce the necessary equations from there. Some might argue that this is an
unnecessarily long way back to start out, and that I could have skipped at least some of chapter 2. I have
chosen this approach for two reasons: First of all I think it is a good thing to be aware of the theoretical
background and the implicit assumptions behind the formulas we use. And even for those of us who
have done the derivations before, and have worked in the field for some time, we tend to forget the finer
details, and I think refreshing them every once in a while can be beneficial. It is my experience that
going through the basics sometimes opens up new perspectives on the broader field. The second reason is
a purely subjective one: I find it quite satisfactory to start out from one of the fundamental equations of
nature to stress that this is not all just speculations built on shaky grounds. This also makes it easier to
explain some of the derivations and assumptions in chapter 3, where I use the results from chapter 2 to
give a more specific overview of the relevant imaging techniques and contrast formation mechanisms. In
this chapter I derive the principles and formulas necessary for understanding the imaging work described
in the specific work chapters.

1.3.2 Specific work chapters

Chapter 4 contains my image formation algorithm-related work. One of the two algorithms I have
developed is a new algorithm to analyze interferometer grating scans with a four-parameter sine fitting
algorithm, rather than the traditional Fourier transform, thus avoiding the discrete-period limitation
implicitly imposed on the grating scan analysis by the Fourier transform method. This allowed us to
take the setup instabilities into account already in the first step of the initial data analysis, and thus
improve 2D and 3D image quality. The other algorithm in chapter 4 is a new image reconstruction
algorithm seeking to take the orientational dependence of the dark-field signal into account. This leaves
the reconstruction heavily underdetermined. The underdeterminedness is counteracted by imposing
heavy regularizations. In chapter 5 I focus on the exploration of possible useful applications of the
interesting new contrast modality represented by the dark-field signal. The first article in this chapter
explores the possibility of utilizing the sensibility of the dark-field signal to sub-resolution structures to
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determine cracks so small that they would have been undetectable by absorption and phase contrast
methods, unless the pixel size was very small. A small pixel size on the other hand would mean a
reduced field of view, and the dark field signal in this way may become the best method for detecting
the desired properties without sacrificing field of view. The second article in chapter 5 explores the
possible advantages of aligning the tomographic rotation axis with the probed scattering direction. Such
a geometry allows us to mask out fibrous microstructures aligned with the rotation axis, which could be
useful in settings where only deviations from a certain main fiber orientation are of interest. The final
of the three chapters presenting my work is chapter 6. All work presented in this chapter was performed
with a scientific aim outside of physics and in collaboration with people from other institutes. The articles
referenced here are aimed at an audience outside the x-ray imaging community, and x-ray imaging only
serves as a tool to explore some set of samples that are of interest to my external collaborators. All
these articles are based on synchrotron measurements, and my work here has mainly been focused on
the image analysis of the reconstructed tomograms.
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Chapter 2

X-ray theory

This chapter is focused on the fundamental theoretical background of x-ray imaging. Though all the
equations in this chapter play a role, and many build on eachother, I find the most important equation
in this chapter to be equation (2.18). This equation is the Fourier space version of the Fresnel diffraction
integral, whose last exponential term is called the paraxial wavefront propagator. This propagator
function describes how electromagnetic waves propagate through space in the paraxial regime (with
current detector technology the paraxial requirement is typically met for practically realizable full-field
x-ray imaging methods). In some form, most theoretical aspects of direct x-ray imaging revolve around
this function and the many interesting inverse problems it gives rise to.

2.1 Photonic wave functions

The behaviour of electromagnetic fields is described by the four Maxwell equations. These can be
combined to form two differential equations, one regarding the magnetic field and one regarding the
electric field. In vacuum the electric field equation is:

∇2E =
1

c2
∂E

∂t2
(2.1)

Where ∇2 is the Laplacian operator. The magnetic field-equivalent of equation (2.1) substitutes E
with B. Equation (2.1) is a vector equation, but can be separated into three equations, each depending
only on one spatial dimension and time. If we disregard polarization we can assume each of these single-
coordinate equations to be proportional to the others, and hence replace the vector field by a scalar
field:

∇2E =
1

c2
∂E

∂t2
(2.2)

For our applications polarization is not an important property, and thus the wave behaviour in our
experiments is well described by scalar fields rather than vector fields as in the original field equation.
Working with scalar fields is a great computational simplification, so from this point on we will simply
treat the electric field as a scalar field. The scalar field equation (2.2) can solved by:

E(r, t) =
Es
r
ei(kr−ωt)(ω

k
= c
) (2.3)

Where r = |r| and k is the wave number (and not a wave vector, since the propagation direction of
the spherical wave in this equation depends on position, i.e. talking about a wave vector in the context
of this wave only makes sense in a local neighbourhood where it can be approximated by a plane wave).
ω is the angular frequency (in time domain). Equation (2.3) describes the free space propagation of an
electromagnetic field from a point source. We can see that any ω can be chosen, but to maintain the

19



correct wavespeed, c, the wave length (and thus k) follows once ω is set. Equation (2.3) is not the only
solution to the wave equation, but we choose it over other solutions (e.g. a plane wave or an inward
propagating spherical wave) because it is physically meaningful; it describes the outward propagating
wave emitted from a point source. Note that it isn’t defined at the source point r=0. Before we move
on to consider more interesting solutions to the scalar field equation (2.2) we perform a separation of
variables. We do this by assuming that the solution to equation (2.2) is separable:

E(r, t) = E(r)T (t) (2.4)

The separability assumption is physically reasonable, since this is often, to good approximation, the
case for the electric field equations relevant for us; for instance all monochromatic fields, such as the
point source field in equation (2.3) are separable. If we substitute this expression into equation (2.2)
things can be rearranged so that:

∇2E(r)

E(r)
=

1

c2T

∂T

∂t2
(2.5)

Each side of this equation is only dependent on either space or time. As a result, all general solutions
must have either side equal to a constant value. For obvious reasons we will call this constant value −k2.
Setting the left side equal to our constant value we get:

∇2E(r) = −k2E(r) (2.6)

This equation is the Helmholtz wave equation, and the task of solving this equation (or similar
versions of it) for some set of boundary conditions will be the general theme for the remainder of this
chapter.

2.2 Fourier optics

In this section I introduce the concept of Fourier optics. Simply put, Fourier optics is just a shift of
basis; instead of viewing electric field waves as real space functions, we may view them as Fourier space
functions. The motivation for this basis shift is that computation of solutions to the Helmholtz wave
equation (2.6) are greatly simplified when viewing the problem in Fourier space instead of in real space.
Our first step is to recognize that all Fourier basis functions are in fact eigenvectors of the Laplacian
operator ∇2:

∇2ei2πf ·r =

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
ei2π(fx,fy,fz)·(x,y,z)

=
(
− (2πfx)

2 − (2πfy)
2 − (2πfy)

2
)
ei2π(fx,fy,fz)·(x,y,z)

= − (2πf)
2
ei2πf ·r

(2.7)

Note the use of the convention that the use of a non-bold font to annotate a vector indicates euclidean
norm; f = |f |. From equation (2.7) it is obvious that Fourier basis functions of appropriate frequency
(f = k/(2π)) have the correct eigenvalue and hence solve the Helmholtz equation. Having found an
appropriate basis to express the solution to the Helmholtz wave equation, we turn to the other restriction
on our solutions, namely the boundary conditions. We will assume that the electric field is well-defined
in some plane (in the typical imaging or diffraction setup, this plane will be defined as the plane going
through the sample while being orthogonal to the centre of the source-sample beam), but unknown
downstream from this plane (in the space between the sample and the detector), see Figure 2.1.

We will call the known electric field at the aperture Ea. Ea is a 2D function, and can be 2D Fourier
transformed. From this point on, the propagation direction, z, of the field will play a special role, and
I will treat it separately from the perpendicular plane coordinates, which will be grouped together in
the vector vector r⊥ = (x, y). Correspondingly, the Fourier space vector f⊥ = (fx, fy) will also be a 2D
vector in the corresponding plane in Fourier space. Note that both r and f still represent 3D functions.
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Figure 2.1: Sketch of typical imaging setup.

Anyway, the dimensionality of the relevant variables should hopefully also be clear from the context. I
define the Origo of the z-dimension to be at the aperture plane, which means that the Fourier transform
of the electric field in the aperture plane looks like this:

Ẽa(f⊥) =

¨
E(r⊥, z = 0)ei2πf⊥·r⊥dr⊥ (2.8)

In principle the integral goes to infinity, but since we assume the slits to only allow radiation to pass
through the narrow aperture, we only need to integrate over the aperture area. Looking at the Fourier
components of Ea individually, we can easily solve the diffraction problem (i.e. satisfy the aperture
boundary condition and behave according to the Helmholtz equation in the free space between aperture
and detector). We know that 3D exponential basis functions of appropriate frequency solve the Helmholtz
equation, so for a given set of fx and fy we only need to find the correct fz:

fz =

√(
k

2π

)2

− f⊥2 (2.9)

The z-dimension frequency above could equally well be the negative number with the same absolute
value. But a negative fz would imply a negative propagation direction, and we choose to disregard
this solution. Having found an appropriate fz we now know where in 3D Fourier space our solution is
non-zero. Now we just need to find out what it is. This is trivial because of our definition of the z-axis
as being zero at the aperture:

Ẽ(f⊥, fz) = Ẽa(f⊥) (2.10)

The Fourier basis function above solves the diffraction problem for the component of Ea represented
by Ẽa(f⊥). Since we can solve the diffraction problem for any Fourier component of Ea, the sum of all
these solutions will solve the diffraction problem for the complete aperture field (Ea). If we look at a
plane some distance downstream from the aperture (z=d), the 2D Fourier transform of the electric field
in this plane Ẽd will then be:

Ẽd(f⊥) = Ẽ(f⊥, fz)e
i2πdfz

= Ẽa(f⊥)ei2πdfz
(2.11)
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We choose to call ei2πdfz the propagator function because it allows us to propagate a plane wavefront
through free space. Before we move on to applying the propagator function to different special geometrical
cases, I will make a short remark regarding high frequencies in the aperture plane. I only do this for
the sake of completeness, since such high frequencies will neither be occuring to any significant degree
in imaging setups, nor will the effects be detectable due to the high spatial frequencies and the short
propagation distances involved (as will be seen in the following). If the wave in the aperture plane has
non-zero components for frequencies higher than the frequency dictated by the Helmholtz equation, the
wavefront can still be propagated but it will produce a decaying wave, a so-called evanescent wave. This
is easily seen by noting that for f > k

2π , equation (2.9) gives us an imaginary fz. This again means that
the propagated wave will be of the following form:

Ẽd(f) = Ẽa(f)e−2πd|fz| (2.12)

Which is an exponentially decaying function of d.

2.3 Rayleigh-Sommerfeld diffraction integral

The real space equivalent of equation(2.11) is the Rayleigh-Sommerfeld diffraction formula. To find it
we first take the inverse Fourier transform of equation(2.11):

Ed = Ea ⊗F−1
[
ei2πdfz

]
(2.13)

Where ⊗ denotes a convolution operation. The inverse fourier transform of the last term in the above
equation is not trivial, but it can be shown [11] to be:

F−1
[
ei2πdfz

]
=

¨
ei2πd

√
( k

2π )
2−f⊥2

eif⊥·r⊥dr⊥

=
2π

k

(
1

kr
− i
)
d

r

ei2πkr

r

(2.14)

Where r = |r| is the 3-Dimensional vector norm. This equation is the real space propagator function,
or what is sometimes called the impulse response of the electric field for an oscillation of time-frequenzy
ω = kc. Written out in full, the convolution in equation (2.13) then becomes:

E(r⊥, d) =

¨
E(r′⊥, 0)

2π

k

(
1

kl
− i
)
d

l

ei2πkl

l
dr′⊥(

l =
√
d2 + (x− x′)2 + (y − y′)2

) (2.15)

This is the Rayleigh-Sommerfeld diffraction formula. From it can be derived the very intuitive and
very well-known Huygen’s principle. In my own words it goes something like this: Every point on a
wavefront may be considered an emitter of a spherical second order wavefront. It is the interference of
all these second order wavefronts that determines the further propagation of the wave. The shape of
these second order wavefronts is given by the impulse response in equation (2.14). Solving the Rayleigh-
Sommerfeld diffraction integral directly is typically much harder than propagating the field using the
Fourier space propagator function, so I will not use it in the following, and its only use in the context of
my work is as an intuitive description of wave propagation (though I would argue that, as you get used
to the Fourier propagation concept, this also becomes a very intuitive framework).

2.4 Paraxial regime

So far we have looked at very general setup geometries and we have imposed no conditions on the wave-
fronts. In equation (2.12) we have even briefly considered the very exotic (and local, as we saw in that
equation) case of wavefront oscillations of higher frequencies than the natural oscillation frequency dic-
tated by the Helmholtz equation. But now we will turn to a very common assumption within optics; the
paraxial approximation. The reasoning behind the approximation comes from the fact that most optical
setups (e.g. x-ray imaging setups) have a very well determined primary propagation axis (conventionally
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called z, a convention that I adhere to in this thesis). This means that the electric field’s oscillation
frequency in the z-direction is very close to the eigenfrequency dictated by the Helmholtz equation, and
we may Taylor expand the expression for fz we found in equation (2.9):

fz =
k

2π

√
1−

(
2πf⊥
k

)2

≈ k

2π
+
πf⊥

2

k
− π3f⊥

4

k3
+ ...

(2.16)

At this point we will make the paraxial assumption that the aperture-plane frequencies are sufficiently
small compared to the Helmholtz-frequency for us to ignore the fourth-order term above. This of course
raises the question of when it is reasonable to ignore the fourth order term. When dealing with Taylor
expansion approximations in physics, the usual restriction applied is that the ignored higher-order terms
should be much smaller than the included lower-order terms. However, in our case this is not a sufficient
requirement since we are dealing with a Taylor expansion of the input to a periodic function (the expo-
nential in equation (2.11)). So in order to ignore the fourth-order term in the equation above, we must
require it to produce an input to the propagator exponential that is much smaller than 2π. I choose to
set the limit at one degree i.e. π/180 radians. Leaving a one-degree term out of a complex exponential
results in an error of 1.7 %, which I deem acceptable.

2πd
π3f⊥

4

k3
<

π

180

df⊥
4 <

k3

360π3

(2.17)

We should of course also consider all terms of higher order than 4, but since the spatial resolution
of our detector will always be much smaller than the wave number (f⊥ << k) higher order terms in
equation (2.16) will always be much smaller than the fourth-order term. The paraxial assumption in
equation (2.17) above is not a very strict requirement for most imaging setups. For instance, if we
assume we have photons with a one Å wavelength (i.e. an energy of 12 keV) and a detector with a one
µm pixel size (i.e. a maximum f of 106m−1), the paraxial assumption holds for propagation distances
smaller than 2.8 km! The reason that the paraxial assumption holds so well for typical x-ray imaging
setups is that the pixel sizes are usually much larger than the photon wavelengths. With our new second
order expression for fz and the corresponding propagator function, we can express the wavefront at some
distance d from the aperture as:

Ed = F−1
[
ei2πfzdẼa

]
≈ F−1

[
eikdeiπλdf

2
⊥Ẽa

]
= eikdF−1

[
eiπλdf

2
⊥Ẽa

] (2.18)

Where I have used that k = 2π/λ when inserting the expression for fz. The last exponential in the
equation above is called the Fresnel propagator. In real space the expression above becomes the Fresnel
diffraction integral:

E(r⊥, d) =
eikd

iλd

¨
E(r′⊥, 0)e

ik
2d |r

′
⊥−r⊥|

2

dr′⊥ (2.19)

Sometimes the Fresnel diffraction integral is derived from real space integrals such as the Rayleigh
Sommerfeld (equation 2.15) or Kirchhoff (which is an approximation of the Rayleigh Sommerfeld integral)
diffraction integrals. As the name suggests, the key assumption in the paraxial approximation is that the
propagation directions are all very close to the principal propagation axis z. This is achieved very simply
in Fourier space by requiring the frequencies in the transverse plane (f⊥) to be small. But to achieve it
in a real space derivation (i.e. to substitute the ’r⊥’-dependencies in the denominators of equation (2.15)
with d), it is necessary to assume d to be much larger than the width of the detector. This assumption
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is not necessary when using the Fourier optics approach, and thus we are allowed to view the Fresnel
propagation in equation (2.18) in the limit of infinitesimal propagation distances, which is what we will
do in the following section.

2.4.1 Paraxial wave equation

In the following I will disregard the high-frequency pre-factor eikd in equation (2.18), since this is just
a constant phase contribution across the 2D plane of the propagating wave. Let’s have a look at the
derivative of the electric field along the propagation direction:

∂E

∂d
=

∂

∂d

[
F−1

[
eiπλdf⊥

2

Ẽ
]]

= F−1
[
iπλf⊥

2eiπλdf⊥
2

Ẽ
] (2.20)

We now remember that multiplying with i2πf⊥ in Fourier space is equivalent to differentiating in
real space. We can use this to get rid of the frequency prefactor:

∂E

∂d
= F−1

[
λ

i4π
(i2πf⊥)2eiπλdf⊥

2

Ẽ

]
= − i

2k
∇⊥2E

(2.21)

The result is the paraxial wave equation. It is called so because it is the paraxial regime’s equivalent
to the Helmholtz wave equation (2.6). The paraxial wave equation is often written in the form:(

∇⊥2 + i2k
∂

∂z

)
E = 0 (2.22)

Note that the nabla (∇) in the equation above is only taken on the transverse plane, and not in z-
direction. The omission of the z-directional component of ∇ in the equation above is actually equivalent
to making the paraxial assumption. And the paraxial wave equation shows one of the reasons why the
paraxial assumption is so useful; it decouples the terms, so that one term (the curvature) only considers
the transverse plane, and the other term only considers the propagation direction. A function closely
related to the paraxial wave function is the transport of intensity function. To get from the paraxial
wave equation to the transport of intensity equation no further assumptions are necessary. All we have
to do is to separate our spatial wave modulation into its amplitude and phase parts:

E = eiφ
√
I (2.23)

Where
√
I is chosen instead of |E| for later notational simplicity and for convenience reasons, since

the intensity I is the measured property of the electric field. After a lot of rearrangements, which I will
spare the reader from, we will arrive at:

∇⊥ · (I∇⊥φ) = −k ∂
∂z
I (2.24)

This is the transport of intensity equation, which we will use for correcting our images for refraction
artefacts in section 3.1.4.

2.5 Matter

So far we have only considered free space propagation. Now we will consider what happens when x-rays
encounter matter. Matter affects the phase speed c in equation (2.2):

∇2E =
(n
c

)2 ∂E

∂t2

(n = 1 + iβ − δ)
(2.25)

Where n is the refractive index. δ and β are both real numbers. For x-rays δ and β are both quite
small, even for dense materials. They are typically on the order of 10−6 for δ and 10−9 for β. This leaves
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us with a refractive index very close to unity, and explains why x-ray reflectivity only occurs at very
shallow angles, and why x-rays penetrate matter so well. The equation above can be stated in different
forms. In the form we have chosen, the vacuum light speed, c, is kept, and we express the material-
dependency via the refractive index. Just like in section 2.1 we make the Helmholtz assumption that the
electric field can be separated into a time-dependent and a space-dependent part. The space-dependent
part becomes:

∇2E(r) = −n(r)2k2E(r) (2.26)

Where we have kept the squared refractive index in the spatial part of the equation. In other words;
for a fixed time frequency, (e.g. a constant source), the presence of matter will influence the wave
propagation as stated in the equation above. Without loss of generality we can rewrite the electric field
as the product of a plane wave travelling along z and a perturbation function, Ep:

E(r) = Ep(r)eikz (2.27)

Strictly speaking we have not required anything of Ep, but the formulation above of course implicitly
suggests that Ep is slowly varying. Now, let’s insert 2.27 in 2.26:

(
∇2Ep + 2ik

∂

∂z
Ep − k2Ep

)
eikz = −n2k2Epe

ikz (2.28)

Moving a little around, we get:

2ik
∂

∂z
Ep = (1− n2)k2Ep −∇2Ep (2.29)

Which, apart from the inclusion of the z-directional component of∇, is just the paraxial wave equation
in (2.22) generalized to apply in matter. Hence, as it was hinted at in the previous section, it follows from
the derivation in this section, that the paraxial wave function can be derived directly from the Helmholtz
wave equation by assuming the wave function to be the product of a plane wave and a perturbation
function, and then afterwards making the paraxial assumption by omitting the z-component of ∇. In
a sense, the two terms on the right of the equation above represent the two different domains of x-ray
imaging; wave-matter interaction and free space propagation. The equation also serves to demonstrate
one of the fundamental challenges in x-ray imaging; it is very hard to take both interactions on the right
side into account. This problem is typically tackled by only considering them one at a time, which is
where the thin-film-at-aperture-approximation comes into play. This approximation simply states that
we can assume all the matter in the sample to be projected onto a thin film at the aperture plane. This
film is so thin, that we don’t need to consider the propagation term (the curvature term in the equation
above) while the wave passes it, and everywhere else except within this thin aperture plane, we have
just removed all matter, so we can ignore wave-matter interactions (the left term on the right side of
the equation above). Voila, we’ve just made everything much easier! We move on by writing out n and
remembering that δ and β are both much smaller than one, so we disregard the resulting squared (iβ-δ)
term. We also get rid of the z-component of ∇ which is equivalent to making the paraxial assumption
in equation (2.21):

2ik
∂

∂z
Ep = −2(iβ − δ)k2Ep −∇2

⊥Ep (2.30)

Then we make the domain-distinction of neglecting the propagation-term on the right. First we note
that the inclusion of the x-y-curvature terms in equation (2.30) corresponds to applying a paraxial wave
propagation as done in equation (2.18). We now want to ignore the propagation altogether, meaning that
we must require the exponential in equation (2.18) to be approximately one. Adhering to the previous
standard we do this by requiring the exponent to be less than 1 degree:
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πλdf2
⊥ <

π

180

d <
1

180λf2
⊥

(2.31)

For a 12 keV beam and a one µm pixel size, this leaves us with a propagation distance smaller than 55
µm. That’s quite a thin film, and illustrates why the thin-film-at-aperture approximation is not always
sound. Assuming the approximation holds, we can ignore the curvature term in equation (2.30) and we
get:

∂

∂z
Ep = ik(iβ − δ)Ep (2.32)

This equation is easily solvable by using:

Ep = eik(iβ−δ)z (2.33)

Which leads us to the very nice aperture field for the thin-film-at-aperture-assumption:

Ep = eik(iB−D) (2.34)

(2.35)

Where:

B =

ˆ
βdz

D =

ˆ
δdz

(2.36)

The Ep in equation (2.35) is also sometimes called the transmittance function or the transmission
function, and then usually denoted by T . The thin-film-at-aperture-plane approximation can also be
reached more directly from the Helmholtz wave equation in matter in equation (2.26) by ignoring the
transverse-plane components of the curvature. But I’ve chosen the line going over equation (2.30), since
I find this equation to be quite instructive and since I will refer to it in a later section (3.2.1).

2.6 Magnification effect

Real-life beams are seldomly parallel. Even the large distances from source to sample at synchrotron
beamlines are not enough to completely erase the effect of the non-parallellity of the source beam. Luckily,
we can find a very simple mechanism, called image magnification, that decribes this effect under certain
assumptions. Unfortunately, these assumptions, are quite restrictive and in general the magnification
effect only holds for synchrotron beams. Consider a point source a distance ds from the aperture plane
(we have defined the z-axis so the aperture plane is at z=0). If the beam propagates freely from source
to aperture plane, the source will produce the following field:

E(r⊥, z = 0) = Es
eikrs

rs
(2.37)

Where we have introduced the source distance rs

rs =

√
ds

2 + r⊥2 (2.38)

At the aperture plane, the Taylor expansion of the expression above with respect to r⊥, looks like
this:

rs = ds +
r⊥

2

2ds
− r⊥

4

8ds
3 + ... (2.39)
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Let’s require the fourth order term to be sufficiently small not to produce a significant effect on the
phase, i.e. we require the input to the exponential in equation (2.37) to vary less than one degree when
we omit the fourth order term (corresponding to an error of 1.7 %):

k
r⊥

4

8ds
3 <

2π

360

r⊥ <
4

√
ds

3λ

45

(2.40)

The requirement above secures the fourth-order term in the Taylor expansion of rs to be sufficiently
small for us to ignore it. Because our wavelengths are always much smaller than the source-sample
distances, higher-order terms are always much smaller than the fourth order term, and the inequality
above is sufficient to allow us to exclude fourth-order and higher terms in the source field equation
(2.37). Note that the requirement in equation (2.40) typically doesn’t hold for lab setups. Assuming
that equation (2.40) is fullfilled, we can make the quadratic approximation of the source field:

E(r⊥, z = ds) = Es
e
ik

(
ds+

r⊥
2

2ds

)
ds

(2.41)

Where we have ignored the second order term in the denominator, since it is typically orders of
magnitude smaller than ds as long as equation (2.40) holds. Now let’s consider a thin sample with a
transmission function T. This will produce the following field just as the beams exits the sample:

Es,a(r⊥) =
eikds

ds
TEse

ik
r⊥

2

2ds (2.42)

If the frequencies of the field at the aperture plane (i.e. the product of the source field and the
transmission function) are low enough to satisfy equation (2.17), we can propagate the field expression
above using the Fresnel diffraction integral from equation (2.19):

E(r⊥, d) =
eikd

iλd

eikds

ds
Es

¨
T (r′⊥)e

ik

(
r′⊥

2

2ds
+
|r′⊥−r⊥|

2

2d

)
dr′ (2.43)

Defining the magnification as:

M ≡ d+ ds
ds

(2.44)

We can rewrite the second order distance terms in the integral of equation (2.43):

r′⊥
2

2ds
+
|r′⊥ − r⊥|2

2d
=

r2
⊥

2(d+ ds)
+

1

2dM
|r′⊥ − rM |

(2.45)

Where we have used the magnification variables:

dM ≡
d

M

rM ≡
r⊥
M

(2.46)

Making the substitution suggested by equation (2.45) in equation (2.43), we get:

E(r⊥, d) =
eikd

iλd

eikds

ds
Ese

ik
2(d+ds)

r2
⊥

¨
T (r′⊥)e

ik
2dM
|r′⊥−rM |2dr′

= Es
e
ik

(
d+ds+

r2⊥
2(d+ds)

)
d+ ds

1

iλdM

¨
T (r′⊥)e

ik
2dM
|r′⊥−rM |2dr′

(2.47)
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We see that the first part of the expression above is just the quadratic approximation of the undis-
turbed source field from equation (2.41). The last part of the equation above corresponds to equation
(2.19), i.e. it describes the propagation of a plane wave incident on the sample. This means that the
intensity distribution at distance d is just a scaled up (magnified) version of the intensity distribution
that would be seen at dM if T had been the transmission function resulting from an incident plane wave
illumination. Note however that T is not exactly the same as in the plane wave case, since the field has a
slightly different (longer or equal) propagation distance through the sample than it would have had in the
plane wave case. But this effect is negligible just as the quadratic term in the denominator of equation
(2.41) is. Due to equation (2.40) the magnification effect typically doesn’t hold for lab setups per se. But
since lab setups often have propagation distances to short for phase effects to play a significant role, we
don’t need to worry about Fresnel propagation. Regarding grating interferometers, the phase contrast
modality is based on a “local plane wave approximation”, which I will also briefly mention in section 3.3.

2.7 Intensity Fourier transform

I will now derive an expression for the Fourier transform of the intensity at the detector screen. This is
a very useful expression since the intensity, unlike the electric field E, is directly measurable. First, we
note that the intensity is the product of the electric field and its complex conjugate. Given a sufficiently
well behaved aperture field (equation (2.17)) the electric field at the detector is found using the Fresnel
propagator in equation (2.18). The complex conjugate of the electric field then becomes:

Ē(r⊥, d) = e−ikdF−1
[
e−i2πf⊥

′d ˜̄Ea

]
(2.48)

So we can find the intensity at the detector as:

Id = EdĒd

= F−1
[
Ẽae

i2πf⊥
′d
]
F−1

[
˜̄Eae
−i2πf⊥′d

]
(2.49)

The equation above suggests that me might simplify the expression by considering the Fourier trans-
form of Id:

Ĩd(f⊥) =
[
Ẽ0e

i2πf⊥
′d
]
⊗
[

˜̄E0e
−i2πf⊥′d

]
(2.50)

The next step becomes notationally simpler if we insert the full expression for f⊥
′:

Ĩd(f⊥) =
[
Ẽ0e

iπλdf2
⊥

]
⊗
[

˜̄E0e
−iπλdf2

⊥

]
(2.51)

Let’s write out the convolution integral:

Ĩd(f⊥) =

ˆ
Ẽ0(p⊥)eiπλdp

2
⊥ ˜̄E0(f⊥ − p⊥)e−iπλd|f⊥−p⊥|

2

dp⊥ (2.52)

Using that the Fourier transform of the complex conjugate is the complex conjugate of the flipped

Fourier transform ( ˜̄E(f⊥) =
¯̃

E(−f⊥)) we can rewrite the integral:

Ĩd(f⊥) = e−iπλdf
2
⊥

ˆ
Ẽ0(p⊥) ¯̃E0(p⊥ − f⊥)e2iπλdf⊥·p⊥dp⊥ (2.53)

Parseval’s theorem allows us to change an integral over Fourier space products to an integral over
real space products:

Ĩd(f⊥) = e−iπλdf
2
⊥

ˆ
F−1

[
Ẽ0(p⊥)e2iπλdf⊥·p⊥

]
(r⊥) ¯F−1

[
Ẽ0(p⊥ − f⊥)

]
(r⊥)dr⊥ (2.54)

Note that there’s a bar above the last of the two inverse Fourier transforms, meaning that after the
transformation, the function needs to be complex conjugated. To make things less messy I will write out
the two integrals from the inverse Fourier transforms above separately:
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F−1
[
Ẽ0(p⊥)e2iπλdf⊥·p⊥

]
=

ˆ
Ẽ0(p⊥)e2iπλdf⊥·p⊥ei2πp⊥·r⊥dp⊥ (2.55)

=

ˆ
Ẽ0(p⊥)ei2πp⊥·(r⊥+λdf⊥)dp⊥ (2.56)

= E0(x + λdf) (2.57)

and the other transform looks like this:

F−1
[
Ẽ0(p⊥ − f⊥)

]
=

ˆ
Ẽ0(p⊥ − f⊥)ei2πp⊥·r⊥dp⊥ (2.58)

Substituting q⊥ = p⊥ − f⊥:

F−1
[
Ẽ0(p⊥ − f⊥)

]
=

ˆ
Ẽ0(q⊥)ei2π(q⊥+f⊥)·r⊥dq⊥ (2.59)

= ei2πf⊥·r⊥E0(r⊥) (2.60)

Inserting both in equation 2.54 above:

Ĩd(f⊥) = e−iπλdf
2

ˆ
E0(r⊥ + λdf⊥) ¯E0(r⊥)e−i2πf⊥·r⊥dr⊥ (2.61)

=

ˆ
E0(r⊥ + λdf⊥) ¯E0(r⊥)e−i2πf⊥·(r⊥+

λdf⊥
2 )dr⊥ (2.62)

The exponential term is almost begging for the substitution r′⊥ = r⊥ + λdf⊥
2 :

Ĩd(f⊥) =

ˆ
E0(r⊥ +

λdf⊥
2

)Ē0(r⊥ −
λdf⊥

2
)e−i2πf⊥·r⊥dr⊥ (2.63)

And this is our final result, which directly gives us the intensity distribution after a propagation
distance d. This equation will be used in the derivation of the propagation based phase-retrieval, or
holotomography, method described in the next chapter. Now I have derived the different basic formulas
needed for the following work, and I will proceed to look more specifically at different imaging methods.
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Chapter 3

Imaging theory

Before proceeding with the imaging theory I will explain my definition of certain terms used later in this
chapter. I do this for the sake of clarity, because the meaning of these terms is not always consistent
within the field of x-ray imaging.

term definition
exposure a single detctor readout, i.e. a 2D map of photon flux
projection a 2D projection of physical properties built from a number of exposures at a

given projection angle, e.g. an absorption projection
tomogram a 3D map of physical properties built from a number of projections
image umbrella term covering both projections and tomograms
flatfield exposure or projection with no sample in the beam, used as a reference, e.g. a

differential phase contrast flatfield projection

3.1 2D absorption imaging

3.1.1 absorption assumption

Absorption imaging is both the most common and the oldest form of x-ray imaging. In absorption
imaging, interference phenomena are ignored. Under this assumption, the intensity distribution at the
detector will be the same as it was when the beam exited the sample (except for geometrical magnifica-
tion). As seen in equation (2.18) the Fresnel propagator function is close to unity for sufficiently small
propagation distances. To ignore phase effects, let’s require the exponential of the propagator function
to be less than 1 degree:

2π2f2 d

k
<

π

180

d <
k

360πf2
(3.1)

If we assume a wavelength of 1 Å, and a pixelsize of 5 µm, the apsorption assumption holds within
propagation distances less than 5 mm. For synchrotron setups, the absorption-only requirement can
usually be met, by making sure the detector is placed as close to the sample as possible. For laboratory
setups, especially micro-CT systems that have become widespread in the later years, the absorption-only
requirement can sometimes be hard to meet, but they are often saved by the relatively high energies
(and hence large wave number, k) they use.

3.1.2 Absorption projections

Two detector readouts are required to create an absorption projection; a flatfield exposure, and a sample
exposure. From the two exposures, the transmission T can be defined. Since refraction effects are
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ignored, the transmission is only dependent on the absorption coefficient distribution along the photon
path. Transmission is related to the absorption coefficient by Lambert-Beer’s law:

T =
Isample
I0

= e−
´
µdz (3.2)

If the flatfield exposure I0 is taken with nothing but air in the beam path, I0 can be assumed to be
equal to the incident photon flux. If the flatfield is taken with some sort of reference medium (e.g. a
water bath) in the beam path, the incident photon flux is unknown, and in this case the µ in equation
(3.2) is a relative absorption coefficient (µ = µsample − µ0), rather than an absolute one.

3.1.3 Absorption contrast optimization

In absorption contrast imaging, the energy is usually tunable in some way: On a synchrotron the beam
is approximately monochromatic, and the energy can be selected by tuning the monochromator. On lab
sources, the bremsstrahlung spectrum can be shifted up or down by tuning the acceleration voltage. For
simplicity, we will consider the case of a monochromatic parallel beam and a single-material sample, and
we will disregard statistical uncertainty of the count rates. The sample has a projected thickness ρ(r⊥)
and an energy-dependent absorption coefficient µ. The transmitted intensity is given by Lambert-Beer’s
law in equation (3.2):

I = I0e
−µρ (3.3)

We assume I0 to be constant across the projection plane. The transmission intensity varies across
the projection plane as:

∂I

∂r⊥
= −µI0

∂ρ

r⊥
e−µρ (3.4)

We may call this quantity the contrast variation. It is this quantity that we will try to maximize.
Let’s se what effect shifting the absorption coefficient has on the contrast variation:

∂2I

∂r⊥∂µ
= (ρµ− 1) I0

∂ρ

r⊥
e−µρ (3.5)

The maximum value of the contrast variation must be where the equation above is zero. Except for
exotic cases like constant material thickness across the projection plane or infinite absorption coefficient,
this requirement is fullfilled only for ρµ = 1, which corresponds to a transmission of:

Tmax contrast = e−1 = 37% (3.6)

A number of factors can shift the actual optimal transmission rate either up or down, e.g. counting
statistics improve for bigger counts, which pushes us towards higher count rates, whereas a very varying
sample thickness of course pushes us towards lower transmission rates in the thickest regions of the
sample. But in general, a transmission rate of 37 % is often a good number to aim for.

3.1.4 Refraction correction

Taking both refraction and absorption into account in propagation-based imaging with only a single
sample-detector distance, is generally not possible in a strict mathematical sense. Simply put, it is
not possible to know if the photon distribution across the detector screen is the result of absorption or
refraction effects, or, more realistically, to what degree it is the result of each of the two effects. If we
want to find a solution to the problem (i.e. determine both β and δ from the refractive index), we need
to make an assumption about β and δ. There are many different assumption possibilities [7]. Here we
choose to assume that the ratio of β and δ is constant [21] throughout the sample, as this is what was
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used in some of my publications. We will also apply the thin-film-at-aperture assumption from section
2.5, i.e. assume the sample to be of such a small thickness ρ that interference effects during the wave’s
propagation through the sample can be neglected. With these assumptions the electric field just as the
beam exits the sample becomes:

E(r⊥, 0) = Es(r⊥, 0)eik(iβ−δ)ρ(r⊥) (3.7)

Where Es is the undisturbed field emitted from the source and β and δ are the imaginar and real
parts of the deviation of the refractive index from unity (i.e. n = 1 + iβ − δ). From this equation it is
clear that we can express the intensity I and phase φ as the beam exits the sample like this:

φ0 = −kδρ+ φs

I0 = Ise
−2kβρ

(3.8)

Where φs and Is are the phase and intensity of the flatfield beam at the aperture plane, and ρ(r⊥) is
the projected sample thickness. Inserting these expressions in the transport of intensity equation (2.24)
we get:

− k ∂
∂z
I = ∇⊥ ·

(
Ise
−2kβρ∇⊥ [−kδρ+ φs]

)
(3.9)

If we assume the source field to be planar, we can ignore φs and move Is outside the differentiation
in the equation above:

−k ∂
∂z
I = Is∇⊥ ·

(
e−2kβρ∇⊥ (−kδρ)

)
= −kδIs∇⊥ ·

(
e−2kβρ∇⊥ρ

)
= −kδIs∇⊥ ·

(
1

−2kβ
∇⊥e−2kβρ

)
=

δ

2β
Is∇⊥2e−2kβρ

=
δ

2β
∇⊥2I0

(3.10)

Equation (3.10) gives us the first order derivative of I as it propagates downstrem. For appropriately
small propagation distances, the development in I is approximately determined by the first order con-
tribution only. To evaluate the validity region for the first order approximation, we must turn to the
derivation of the paraxial wave equation. The first order approxiation holds within 1.5 % as long as the
exponent in equation (2.20) is smaller than π/18 (i.e. “10 degrees”):

2πf⊥
′d < π/18

2π
πf⊥

2

k
d < π/18

d <
k

36πf⊥
2

(3.11)

If the condition above is fullfilled, we can express the intensity distribution at a distance d as:

Id = d
∂

∂z
I0 + I0

= −d δ

2kβ
∇⊥2I0 + I0

=

(
−d δ

µ
∇⊥2 + 1

)
e−µρ

(3.12)

Where I have inserted I0 = e−µρ. The quantity we are looking for is the projected sample thickness
ρ. Taking the Fourier transform on both sides of the equation above we get:
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Ĩ0 =

(
1− d δ

µ
(i2πf)2

)
F
[
e−µρ

]
e−µρ = F−1

[
Ĩ0

1 + d δµ (2πf⊥)2

] (3.13)

To get the projected thickness ρ we just need to take the logarithm and divide by −µ. The equaton
above is sometimes called a phase retrieval algorithm or a phase contrast method. I object to this naming,
since it is misleading. The derived quantity is not a phase projection, and the main contrast formation
mechanism is absorption, not phase. In fact, the inequality in equation (3.11) works to assure that the
propagation distance is so small that phase effects only play a minor role, even at the highest frequencies,
which are most affected by phase modulations. In a sense, the equation above is the opposite of a phase
retrieval algorithm, since what it seeks to accomplish is to remove phase-induced intensity modulations
by suppressing the higher order Fourier terms most affected by phase effects. It is also worth noting that
the equation above effectively acts as a low-pass filter, leading to reduced statistical noise at the cost of
reduced spatial resolution. This means that the filter above can sometimes serve as a convenient excuse
for applying some low-pass filtering to images.

3.2 2D non-interferometric phase imaging

Simply put, x-ray detectors count photons, but are indifferent to the phase of the photons counted. If
we want to map the δ-distribution of a sample, this poses a challenge, since the part of the x-ray wave
function directly affected by δ cannot be measured. The problem with the lacking phase information
is called the phase problem. Instead of directly measuring the phase, propagation based phase imaging
relies on phase dependent interference effects which modulate the (measurable) intensity distribution of
the beam. To map the full complex electric field at the aperture plane (see Fig. 2.1) we may choose
to place the detector at different distances from the aperture. This will allow us to map the evolution
of the wave intensity as the beam propagates. This evolution is an interference effect and it depends
on the phase of the beam. So the intensity evolution allows us to derive information about the phase
distribution. But the derivation or phase retrival is not straightforward; it requires some work to arrive
at a suitable algorithm. It is the derivation of such an algorithm that I will sketch in the following. We
will start by writing out the amplitude (A) and phase (φ) parts of the electric field, so that E = Aeiφ,
and insert this in the intensity Fourier transform in equation 2.63:

Ĩd(f⊥) =

ˆ
E0(r⊥ +

λdf⊥
2

)E0(r⊥ −
λdf⊥

2
)eiφ(r⊥−

λdf⊥
2 )−iφ(r⊥+

λdf⊥
2 )e−i2πf⊥·r⊥dr⊥ (3.14)

If the phase varies sufficiently slowly (φ(r⊥ + λdf⊥
2 ) − φ(r⊥ − λdf⊥

2 ) < π/180), we can linearize the

phase term. Note that this assumptions is often quite dubious. E.g. for a 1 Å wavelength (i.e. an energy
of 12 keV) and a detector with a 1 µm pixel size (i.e. a maximum f of almost 106m−1) and a propagation
distance of a few centimeters, λdf will be a few µm corresponding to a few pixels. If our sample varies
less than one degree over several pixels, it certainly isn’t producing much effect on the beam, and we
should probably consider increasing the contrast in some way, which would then render our assumption
of a slowly varying phase invalid - and now we’re going in circles, suddenly tied to a very low-contrast
scenario. This is one of the problems with propagation based phase contrast imaging:

Ĩd(f⊥) =

ˆ
E0(r⊥ +

λdf⊥
2

)E0(r⊥ −
λdf⊥

2
)

[
1 + iφ(r⊥ −

λdf⊥
2

)− iφ(r⊥ +
λdf⊥

2
)

]
e−i2πf⊥·r⊥dr⊥

=Iφ=0
d + ie−iπλdf

2
⊥

ˆ
E0(r⊥)E0(r⊥ + λdf⊥)φ(r⊥)e−i2πf⊥·r⊥dr⊥

− ieiπλdf
2
⊥

ˆ
E0(r⊥ − λdf⊥)E0(r⊥)φ(r⊥)e−i2πf⊥·r⊥dr⊥

(3.15)

With Iφ=0
d being the propagated beam intensity if the phase at the aperture was zero. The exponential

prefactors can be expressed by trigonometric functions rather than exponentials:
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ie−iπλdf
2
⊥ = i cos(πλdf2

⊥) + sin(πλdf2
⊥)

− ieiπλdf
2
⊥ = −i cos(πλdf2

⊥) + sin(πλdf2
⊥)

(3.16)

Inserting in equation (3.15) and rearranging:

Ĩd(f⊥) = Iφ=0
d + i cos(πλdf2

⊥)

ˆ
A0(r⊥) (A0(r⊥ − λdf⊥)−A0(r⊥ + λdf⊥))φ(r⊥)e−i2πf⊥·r⊥dr⊥

+ sin(πλdf2
⊥)

ˆ
A0(r⊥) (A0(r⊥ − λdf⊥) +A0(r⊥ + λdf⊥))φ(r⊥)e−i2πf⊥·r⊥dr⊥

(3.17)
The intensity will be assumed to have no significant contribution from higher order Fourier compo-

nents, i.e. it is slowly varying, so that:

A0(r⊥ − λdf⊥)−A0(r⊥ + λdf⊥) = 2λdf⊥ · ∇A0(r⊥)

A0(r⊥ − λdf⊥) +A0(r⊥ + λdf⊥) = 2A0(r⊥)
(3.18)

Inserting in equation (3.17):

Ĩd(f⊥) = Iφ=0
d + 2i cos(πλdf2

⊥)λdf⊥ ·
ˆ
A0φ∇A0e

−i2πf⊥·r⊥dr⊥

+ 2 sin(πλdf2
⊥)

ˆ
A2

0φe
−i2πf⊥·r⊥dr⊥

(3.19)

Where I have omitted noting the x-dependencies, since we have gotten rid of all the shifts in x-
dependencies. The two integrals can now be identified as Fourier transforms. For notational simplicity
we can introduce ψ = A2

0φ and rewrite the equation above:

Ĩd(f⊥) = Iφ=0
d + 2 sin(πλdf2

⊥)ψ̃ + 2i cos(πλdf2
⊥)λdf⊥ · F [A0φ∇A0] (3.20)

The last term can be manipulated into a more compact form by considering:

f⊥ · F [A0φ∇A0] =
1

2
f⊥ · F [φ∇I0]

=
1

i4π
F [∇ · φ∇I0]

=
1

i4π
F [∇ · ψ∇ ln(I0)]

(3.21)

Inserting in equation (3.20) we get:

Ĩd(f⊥) = Iφ=0
d + 2 sin(πλdf2

⊥)ψ̃ + cos(πλdf2
⊥)
λd

2π
F [∇ · ψ∇ ln(I0)] (3.22)

Which gives us a compact description of the intensity some distance downstream as a function of the
two distribution I0 and ψ. I0 is measured directly at the first detector distance (as close to the sample
as possible), leaving only ψ left to be determined. To do this the last term is treated as a perturbation,
which allows ψ̃ to be found directly. It is obvious that the prefactor 2 sin(πλdf2

⊥) (often called the contrast
transfer function) is zero at some critical frequencies, depending on d. Since we are dividing through
with the contrast transfer function when finding ψ̃ near-zero values of the contrast transfer function will
make our ψ̃ vulnerable to noise. We can avoid this by introducing several propagation distances with
different contrast transfer functions each having different critical frequencies.

3.2.1 The case against phase

I have included this small section as a small protest against what I feel is a sometimes overly enthusiastic
view on phase imaging. ”Phase” has become quite a buzzword, and everyone seems to want to do ”phase
contrast imaging”. In my opinion phase imaging is overrated, and absorption imaging is generally
preferable, though there are of course several cases where phase contrast is useful. I will not make any
concrete references in this section because I don’t think that would serve any constructive purpose. My
goal is merely to point out what I think is a sligtly incorrect perspective, that I often observe. I will base
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my comments on the holotomographic method, but many of the arguments also hold when considering
other phase imaging methods.

More is not always better

The first and most serious notion is the claim that because the δ-part (i.e. the phase part) of the
refractive index is typically several orders of magnitude bigger than β, phase imaging offers several
orders of magnitude ”more contrast”. But this is a very elusive contrast if you consider it. There is
no inherent rule stating that more projected δ or β is necessarily better. On the contrary, as we saw
in section 3.1.3, there exists a certain sweet spot for absorption imaging around which we are most
sensitive to variations in projected sample density. A similar thing goes for phase imaging, where phase
wrapping can become a problem (phase wrapping means that the phase is shifted an integer number
of periods. This shift is then indistinguishable from the case of any other integer number of periods).
Phase wrapping presents a problem if there is too much projected δ, which will lead to phase wrapping
in the image plane, meaning that even if we could correctly reconstruct the complex electric field at the
aperture plane, we still don’t know with certainty what absolute phase shift produced that field.

Contrast transfer

Another problem relates to the contrast transfer function 2 sin(πλdf2
⊥) of equation (3.22). Not only do

we become very dependent on correct d and f (remember that the magnification effect from equation
(2.47) means that f is not simply the frequency at the detector screen) for determining the correct
contrast transfer function, but the contrast transfer function also has zeropoints that we need to take
care of. We also need to consider that the larger the argument of the contrast transfer function gets,
the faster the transfer function oscillates, and the more sensitive we get to inaccuracies in its argument.
All these issues mean that in order to get reliable phase retrival, we must keep the argument of the
contrast transfer function within quite a narrow interval for it to be useful, which again means that we
need several different distances, d, to appropriately cover frequency space (and on a side note, we can
never determine the zero order contribution).

d-accuracy and sample thickness

As we noted above, the contrast transfer function dependence requires us to be very careful in determining
the correct propagation distance d, if we want to retrive the phase accurately. This leads to yet another
concern; the thin-film-at-aperture assumption. When propagation distance is so critical for correct
phase retrival, assuming all phase shifts happen at exactly the same z-position (the aperture plane)
is not necessarily appropriate. But shedding the thin-sample-at-aperture assumption also means the
tomographic reconstruction needs to be changed, since this typically assumes knowledge of the z-projected
distribution. I.e. the reconstruction algorithm would have to abandon the domain distinction mentioned
in section 2.5 and take both terms on the right side of equation (2.30) into account at the same time.
Considering all these points it is clear that phase imaging is inherently cumbersome, and since there is
not necessarily an advantage from it, absorption should generally be considered the superior method if
applicable.

Absorption to the rescue

Absorption on the other hand is in many ways an ideal contrast mechanism; by varying the photon
energy it is tunable (so you can usually get transmission rates around the optimal 37 %) and monotonic
in its response (i.e. no phase wrapping problems). It is also not directly propagation distance dependent.
But, propagation distance can play a role, since we need to place the detector sufficiently close to the
sample to avoid phase-induced intensity shifts. This can be difficult, and unwanted phase effects can
occur. Thus, I think of phase more as an inconvenient effect that we must take into account out of
necessity, rather than some superior imaging modality. Of course there are cases where phase contrast
is advantageous over absorption imaging. For instance, if beam damage is a big concern, e.g. in medical
imaging, we can turn the photon energy up very high, so that there’s hardly any absorption, but the
phase shift is on the order of ≈ π/2. We can also imagine cases where the added contrast modality
from phase is beneficial, and of course, when samples get very small (and frequencies very high), it can
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be hard to get the detector close enough to avoid phase effects. Raster scanning techniques such as
ptychography could be said to represent the extreme case of very high resolution, and on this scale,
phase effects inherently dominate.

3.3 2D grating interferometer imaging

The grating interferometer technique is designed to measure phase disturbances using pixel sizes much
to big to directly detect the intensity shifts associated with the phase disturbances. This is achieved by
introducing a set of gratings between the source and the detector. One grating, the phase grating (G1),
produces periodic phase shifts in the beam, leading to a well defined interference pattern downstream
from the grating. At certain characteristic fractional Talbot distances, the periodic intensity shift of the
interference pattern across the beam is at its maximum. At one such distance a second grating (G2) is
placed. This grating is an absorption grating with a period designed to match the period of the intensity
pattern of the beam. By moving the phase grating sidewards it can be positioned so that it matches the
intensity pattern, allowing either minimal or maximal intensity to pass through it. The detector is put
just after the absorption grating. Lets have a look at the interference pattern produced by G1. We vill
use the paraxial propagator function:

Ed = F−1

[
ei2

d(πf⊥)2

k ˜EG1

]
(3.23)

The grating is only periodic in one direction (let’s call it ‘x’). In the other direction (y) it is constant.
If we assume the incident field on the grating to be constant, then EG1 will also be periodic along x and
constant along y. This then means that ˜EG1 is non-zero only along fx, effectively making ˜EG1 a discrete
1-dimensional function, see Figure 3.1.

Figure 3.1: Non-zero components of the Fourier transform of some phase grating G1. If G1 is p-periodic
along x and constant along y, it will only have non-zero components at the points marked above. The
π-shift 0.5 duty cycle-pattern in Figure 3.2 only has non-zero components at the odd points along fx
above (..,-1/p,1/p,3/p,...).

If we call the period of the phase grating p, all nonzero components of ˜EG1 will be at fx-values
being integer multiples of 1/p. The periodic discreteness of ˜EG1 allows us to require the exponent of the
paraxial propagator function (equation 2.18) to be some multiple of 2π for all the interesting fx values
at the same time:
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2
dTπ

2

kp2
= 2π

dT =
p2k

π

(3.24)

The distance dT above is called the Talbot distance. At this distance the wave is exactly the same
as it was when it had just passed G1. It can easily be seen that all integer multiples of dT also produce
recurring similar wavefronts. Though it is of course an interesting phenomenon, the recurring phase
shifted wave front is in itself useless, since we cannot measure phase shifts directly. However, if the
shift-pattern produced by G1 is of the correct sort it will also produce periodic intensity-modulated
interference patterns at certain fractional Talbot distances. One such G1 phase shift pattern is an equal
length rectangular function with a relative shift of π, see Figure 3.2. We may call this pattern a π-shift
0.5 duty cycle-pattern.

Figure 3.2: Example of a phase shift introduced by G1. This is a π-shift 0.5 duty cycle-pattern

If we propagate the π-shift 0.5 duty cycle-pattern from Figure 3.2, the resulting intensity pattern will
look as seen in Figure 3.3.

Figure 3.3: Intensity of the interference pattern produced by the π-shift 0.5 duty cycle-pattern in Figure
3.2. Notice the recurring maximal intensity variations at fractional Talbot distances

In Figure 3.3, the maximum intensity variations at the fractional Talbot distances are clearly visible.
In the transverse direction, the maximum intensity-pattern has a period corresponding to half the G1-
period (i.e. it is p/2-periodic). We can see that the pattern occurs eight times between G1 and the first
Talbot distance, which leads us to define the odd fractional Talbot distances:

d =
mp2k

16π
, (m is odd) (3.25)

If we place an absorption grating G2 at a fractional distance d, and make sure its period matches the
interference pattern period, stepping G2 in the transverse direction will result in a triangular intensity
function at the detector just behind G2, see Figure 3.4

The triangular intensity transmission function in Figure 3.4 is the result of convolving the two rect-
angular functions in Figure 3.4. According to the convolution theorem, instead of convolving the two
real space functions we can multiply their Fourier transforms. Since the functions are p/2-periodic, their
Fourier transforms are discrete with non-zero components only at:
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Figure 3.4: Transverse profiles at some fractional Talbot distance d. Red line: Relative beam intensity
before G2. Blue line: Transmission profile of G2. Black line: Total intensity transmission though G2 as
it is stepped along x. Note that the beam intensity is p/2-periodic, as is also seen in Figure 3.3

fn =
2n

p
(3.26)

Where n is an integer. The Fourier transform of a rectangular function is a sinc function:

F [rectp] (f) = p sinc(πfp) (3.27)

Where I have used the definition of the sinc function (also called the cardinal sine function) without
the factor of π:

sinc(x) =

{
1 if x = 0
sin(x)
x if x 6= 0

(3.28)

The equation in (3.27) is the Fourier transform of a single p-width rectangle centered around zero.
For a periodic 0.5 duty cycle rectangular function of period p/2 (i.e. with a p/4-width rectangle as in
Figure 3.4) and a height of 1, the Fourier Transform becomes:

F
[
rect∞p/4

]
(f) =

{ p
4 sinc(

πfp
4 ) if f = 2n

p

0 else
(3.29)

Our rectangle functions differ from the rectangle function above in one way (actually, the intensity
function also differs in a second way; scaling. But that is just a matter of a constant factor of 2):
The rectangle function above is assumed to be symmetric around zero, which is not the case for the
rectangular functions in Figure 3.4. But since this is just a matter of zero-point definition, we will ignore
the shift-factors that should otherwise have been applied to the Fourier transform. So, apart from an
x-shift, the product of the Fourier transformed rectangular functions in Figure 3.4 is:

˜IG2(fn) =
2

p
Ĩd(fn) ˜TG2(fn)

=
p

4
sinc2(

πfnp

4
)

(3.30)

The factor of 2/p in the first line comes from the convolution theorem (because I divide by the
interval length (p/2 in this case) during the inverse Fourier transform. If I had instead divided during
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forward transform, as is used in some definitions, the prefactor should have been inverted (i.e. p/2)).
The squared cardinal sine function above is the Fourier transform of a triangle function, so applying the
inverse Fourier transform to ˜IG2(f) we get:

IG2 = F−1
[

˜IG2

]
= 2tri∞p/2(x) (3.31)

Which is the p/2-periodid triangle function in Figure 3.4. In reality, the wavefront intensity just
before G2 (red line in Figure 3.4) will not be a perfect step function, simply because of the non-perfect
coherence of the incident beam on G1. I.e. the pattern in Figure 3.3 will look increasingly blurred as the
beam propagates downstream. Let’s assume a Gaussianly distributed source intensity, s, with a width
ωs:

ssource(x) =
1

ωs
√

2π
e
−x2

2ωs2 (3.32)

The Gaussianly distributed source intensity will lead to a Gaussianly distributed smearing of the
intensity at G2. The width of the Gaussian smearing at G2 will depend on the distance L from the
source to G1, and the distance d from G1 to G2:

sd(x) =
1

ω
√

2π
e
−x2

2ω2 , ω =
ωsd

L (3.33)

We can now find the intensity at the detector as G2 is stepped by convolving the Gaussian distribution
in equation (3.33) with the triangular intensity function from the perfectly coherent beam in equation
3.31. Again we will use the convolution theorem and instead of actually performed the convolution, we
will multiply the Fourier transforms of the two functions. Remembering that the Fourier transform of a
Gaussian function is again a Gaussian we get:

˜IsG2(fn) = ˜IG2(fn)s̃d(fn)

=
p

4
sinc2(

πfnp

4
)e−2(πωfn)2 (3.34)

Now, we just need to inversely Fourier transform the function above:

IsG2 = F−1
[

˜IsG2

]
=

2

p

∑
fn

˜IsG2(fn)ei2πxfn

=
1

2

∞∑
n=−∞

sinc2(
πn

2
)e−8(πωnp )2

ei
4πxn
p

(3.35)

We can use that the sinc function above is only evaluated for arguments that are integer multiples
of π/2. Looking at the definition of sinc in equation 3.28 it becomes clear that except for n=0, only odd
values of n contribute to the sum above. For odd values of n we have:

sinc2(
πn

2
) =

4

(πn)2
if n is odd (3.36)

So we can rewrite the sum in equation 3.35:

IsG2 =
1

2
+

1

2

∑
n odd

4

(πn)2
e−8(πωnp )2

ei
4πxn
p (3.37)

Collecting all (n,-n)-pairs in the sum above we can rewrite the last term as a cosine:
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IsG2 =
1

2
+

1

2

∑
n = 1,3,...

4

(πn)2
e−8(πωnp )2

2 cos(
4πxn

p
)

=
1

2
+

4

π2
e−8(πωp )2

cos(
4π

p
x)

+
4

9π2
e−71(πωp )2

cos(
36π

p
x)

+
4

25π2
e−200(πωp )2

cos(
100π

p
x)

+ ...

(3.38)

From the equation above it is clear that the transmitted intensity as G2 is stepped can be approxi-
mated as a p/2-period cosine function plus the zero-order contribution. Higher order terms decay quite
rapidly. For point sources (ω = 0) higher order terms decay as the inverse square of n. For finite source
sizes they decay even faster, due to the exponential term.

3.3.1 Grating interferometer modalities

So far, we’ve assumed the wave function to be unaffected by the sample. We have also assumed the
incident wave function on G1 to be perfectly plane and of constant intensity equal to one. We now
assume that small deviations in intensity and shifts in phase and coherence occur. We will assume
these deviations to be so small that the overall mechanics of the equations remain the same (i.e. this
corresponds to assuming that the wave is still approximately plane in any local neighbourhood). Taking
such small deviations into account, we will rewrite equation (3.38) to be:

IG2 ≈ C +A cos

(
4π

p
x− φ

)
(3.39)

Three parameters have been introduced ion the equation above, each of them corresponding to one
of the three fundamental modalities or signals from a grating interferometer; Intensity, C (absorption),
amplitude, A (incoherent scattering) and phase, φ (differential phase conrast). Putting a sample any-
where in front of G2 will affect each of these three parameters. To distinguish the effect produced by
the sample from the signal from the undisturbed beam, a flatfield phase scan (i.e. a phase scan with no
sample in the beam) is taken. From the flatfield scan, the parameters C0, A0 and φ0 are found. We will
now look at how to deduce some of the physical properties of the sample by comparing the parameters
from the flatfield scan with those from the sample scan. The absorption of the sample wil affect the
average intensity, C, in the same way that we saw in section 3.1.1:

T =
C

C0
= e−

´
µdz

(3.40)

Just like the finite source spot size produces a decoherent beam in equation (3.32), any non-uniform
microstructure of the sample will have a decoherence effect on the beam. Any decoherence of the
beam leads to a reduced relative amplitude (A/C). Since A/C is the parameter directly affected by the
decoherence, this ratio has a name, and is often called the visibility, which I denote with a V. The
decoherence from the sample is often assumed to be represented by a decoherence coefficient ε, creating
a clear analogy to the absorption coefficient:

TV =
V

V0
= e−

´
εdz(

V =
A

C

)
(3.41)
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The final parameter to consider is the phase shift φ. This parameter represents small angular shifts
in the propagation direction of the beam. Such shifts can occur due to phase gradients induced by the
sample. For a phase gradient ∂Φ

∂x and a wavelength λ, the propagation angle will shift by α:

tan(α) =
∂Φ

∂x

λ

2π(
Φ =

2π

λ

ˆ
δdz

)
(3.42)

Where δ is the real part of the refractive index’s deviation from unity, see equation (2.25). We note
that a shift in φ of 2π corresponds to a physical shift of one period, p2, leading us to this expression for
the relation between α and φ:

tan(α) =
(φ− φ0)p2

2πda−G2
(3.43)

Where da−G2 is the distance from the sample (or the aperture plane), where Φ is measured, to G2.
Let’s put together equations (3.42) and (3.43):

φ− φ0 =
∂Φ

∂x

λda−G2

p2
(3.44)

Hereby, we have linked all three parameters of the grating interferometer intensity oscillation equation
(3.39) to integrals over physical constants in the sample: µ, ε and δ. This leads us naturally to the next
next section.

3.4 Tomographic reconstruction

In section 3.1.1 we saw that using Lambert-Beer’s law in equation (3.2) we can project the µ-distribution
of a 3D-object on to a 2D-plane simply be measuring the transmission rate. And in section 3.3 we saw
that we can also use x-rays to obtain integrals over other physical properties. But for simplicity I will
focus on absorption tomography in the following. If we alternate between rotating the sample a little
bit and acquiring 2D projections, we end up with a set of 2D projections from all sides of the sample
(note, we only have one rotation axis, so ’from all sides’ implicitly means ’from any direction in the plane
perpendicular to the rotation axis’). For parallel beams (i.e. plane waves), this set of 2D projections can
be shown to contain enough information to reconstruct the 3D-distribution of µ in the sample (assuming
full and continuous projection angle coverage and noiseless data). The problem of reconstructing µ
is an inverse problem, i.e. it is quite straightforward to calculate the expected projections from some
distribution of µ, but a bit harder, or at least at bit less intuitive, to perform the inverse operation. It is
this inverse problem that we will have a brief look at in this section. The most common type of tomogram
reconstruction algorithm is the filtered backprojection algorithm. It comes in several forms, the simplest
of which is the plane-wave filtered backprojection algorithm called the inverse Radon transform. All of
the more advanced forms build on the inverse Radon transform. In the following I will first go through
the inverse Radon transform and afterwards one of the more advanced forms; the so-called FDK-filtered
backprojection.

3.4.1 Inverse Radon transform

The central part in the mathematics of the inverse Radon transform is the projection-slice theorem. The
theorem works on some 2D distribution µ(x, y). It relates projection lines of this distribution (because
µ is 2D, projections are 1D) to slices through the 2D-Fourier transform of µ. Letting Pω denote the
projection operator at an angle ω, Sω the slicing operator along a line through origo at angle ω and
letting F1,F2 denote 1D and 2D fourier transforms respectively, the projection-slice theorem says that:

F1Pωµ = SωF2µ (3.45)
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I will not prove the projection-slice theorem above, but it is quite easily shown that the theorem holds
by inserting the appropriate full expressions for the operations involved. Equation (3.45) tells us that from
the projection lines of µ, we can obtain corresponding lines in fourier space. If the density of lines in fourier
space is large enough to cover the higest significant frequencies in µ well, the function is well covered
in Fourier space and we can reconstruct a map of µ from the known fourier coefficients. In practical
applications, the reconstruction is usually performed in real space through filtered backprojections of the
measured projection lines. A schematic overview of the Fourier space coverage from a set of projection
lines is shown in Figure 3.5:

Figure 3.5: Schematic overview of the points in Fourier space that have been found by applying the
projection-slice theorem in equation (3.45) to a set of 12 projection lines. Because the projection lines
are discrete (they are pixel based) and have finite width, the corresponding Fourier space lines are finite
and discrete. And beacuse the angular sampling is discrete (e.g. here we have 12 projection angles) so
is the angular coverage in Fourier space. The sampling density is higher for Fourier space points closer
to Origo, and Origo itself (i.e. the zero-order component) is probed everytime a projection is performed.

From Figure 3.5 it is obvious that the density of points is inversely proportional to the radial distance
from Origo. To avoid over-weighting low frequency components we must therefore apply a Fourier space
weighting before we backproject each line. In the continous case this Fourier space weighting is simply
a ramp-filter, g, so the reconstruction becomes the integral shown in equation (3.46):

µ =

ˆ 2π

0

(g ⊗ Pω) (y cosω − x sinω)dω

g(x) =
1

2

ˆ ∞
−∞
|f | ei2πfxdf

(3.46)

Real measurements are of course discrete and finite, so in reality the integrals above will be sums.
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Changing the integral signs to sums in the backprojection integral (the top-most of the two integrals
above) is quite trivial, but the discreteness of our sampling also has a non-trivial effect on the filter
function g (the bottom-most integral above), which must be redined. The discrete real space sampling
means that we will have a frequency cut-off. For a pixel width of ∆x the real space version of the filter
becomes [32]:

g∆x(x) =
1

2

ˆ 1
2∆x

− 1
2∆x

|f | ei2πfxdf

=
1

2(∆x)2
sinc

(
2x

2∆x

)
− 1

4(∆x)2
sinc2

( x

2∆x

) (3.47)

The expression above may look a bit overwhelming. But if we utilize the discrete sampling along x,
we can make a nice expression for the n’th pixel:

g∆x(n∆x) =


1

4(∆x)2 if n = 0

0 if n is even
− 1

(nπ∆x)2 if n is odd
(3.48)

In practical applications, the filter function is defined in real space as described above and then
Fourier transformed and applied to the projection line in Fourier space. Having found the necessary
expressions for performing filtered backprojection reconstructions, let’s look at an example. In Figure
3.6 we have projected a phantom at 128 different angles, giving ris to the sinogram in Figure 3.6b.

(a) Phantom 2D slice. (b) Sinogram of the phantom.

Figure 3.6: The phantom slice is 101x101 pixels. The rotation axis is assumed to go through the center.
Black corresponds to µ = 0, gray corresponds to µ = 1pixel−1, and white to µ = 2pixel−1. The small
circle has a radius of 10, and the big has a radius of 20. The sinogram covers 180 degrees in 128
projection. Note how the two circles in the phantom slice give rise to each a sinosoidal shape in the
sinogram and that the two sine curves are in counter-phase, since the circles are positioned opposite to
each other relative to the rotation axis in phantom slice. Also note how the small circle gives rise to a
curve of half the width of the big circle, but that the gray levels in the two curves are the same since the
small circle has twice the µ-value of the big circle.

To reconstruct the phantom slice in Figure 3.6a, we just need to filter all the projection lines in the
sinogram using the ramp filter in equation (3.48). The effect of the ramp filter is illustrated in Figure
3.7.

Having performed the filtering, it is time to backproject the results. In Figure 3.8 we look at the
result of using different numbers of backprojection angles.
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(a) A single projection line. (b) Ramp filtered projection line.

Figure 3.7: The projection line is the last line of the sinogram in Figure 3.6b. At this projection angle,
the two circle contours just meet. Note how the contour widths and projected µ-values correspond with
the radii and µ-values mentioned in the text of Figure 3.6. That the ramp filter acts as a high-pass filter
can be illustrated by the many small oscillations in Figure 3.7b.

3.4.2 Differential phase contrast reconstruction

The filtered baclprojection algorithm in section 3.4.1 assumed that we knew the projections of the
parameter we’re reconstructing (µ in the case of an absorption tomogram). But as we saw in section
3.3.1, in the case of grating interferometer imaging, we don’t retrieve the projection of the phase-part of
the refractive index δ directly. Instead we get the differential (with respect to x) of the projection (along
z) of δ. So, since the phase contrast signal from grating interferometer projections is a differential signal,
we should integrate it somewhere along the reconstruction process. One possibility would of course
be to integrate directly in the differential phase contrast projections, but another approach is usually
taken: Since we are already Fourier transforming the signal in order to apply the ramp-filter during the
reconstruction process we might as well perform the integration in Fourier space where it corresponds to
a simple multiplication:

F [Φ] =
1

i2πfx
F
[
dΦ

dx

]
(3.49)

I have included the x-index on fx to underline that it is just the x-component of the Fourier space
vector that we are considering, since this is the axis along which the grating is stepped. Introducing the
phase integration in the filtered backprojection of equation (3.46), we get the following expression for
reconstructing δ from differential phase contrast data:

δ =
λ

2π

ˆ 2π

0

(g ⊗ Pω [Φ]) (y cosω − x sinω)dω

=
λ

2π

ˆ 2π

0

(
g ⊗ hx ⊗ Pω

[
∂Φ

∂x

])
(y cosω − x sinω)dω

g =
1

2

ˆ ∞
−∞
|f | ei2πfxdf

hx =

ˆ ∞
−∞

1

i2πf
df

(3.50)

The double convolution operation in equation (3.50) suggests that we should combine g and hx to
give a single differential phase contrast backprojection filter, that we will call gx:

gx = g ⊗ hx

=

ˆ ∞
−∞

ei2πfx

i2π
df

(3.51)
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(a) 1 projection angle. (b) 4 projection angles.

(c) 8 projection angles. (d) 128 projection angles.

Figure 3.8: Ramp filtered backprojections of the sinogram in Figure 3.6b. Except from being flipped
left-right, the single-angle backprojection is just the projection line in Figure 3.7b smeared out along the
backprojection direction. Compare the 128-angle backprojection in Figure 3.8d to the original phantom
in Figure 3.6a.

We see that the two Fourier distance components, f in g and hx cancel out. Now we have a single
backprojection filter, and from here everything proceeds just like in the case of absorption contrast
tomography. The easiest way to handle the integration operator is to construct g (the normal absorption
backprojection filter) in real space as described in equation (3.48), then Fourier transform it and multiply
with the x-integration operator in Fourier space. This means that the end result for our differential phase
contrast filtered backprojection becomes:

δ =
λ

2π

ˆ 2π

0

F−1
[
g̃x ˜Pω [Φ]

]
(y cosω − x sinω)dω

g̃x = F [g∆x]
1

i2πfx

(3.52)

And this equation gives us a method for reconstructing δ from grating interferometer projection data.

3.4.3 Cone beam reconstruction

In the previous sections we looked at parallel beam projections and how to reconstruct tomograms
from such projections. But in reality, experimental setups produce perfectly parallel x-ray beams. Syn-
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chrotrons come quite close; due to their large source-detector distances and small detector sizes, the
beam cone angles at synchrotrons are typically very small, and it is approprioate to treat these mea-
surements as parallel beam measurements in the reconstruction (a bit more care should be taken when
considering propagation distances in phase retrieval, as seen from section 2.6 and 3.2.1. But we will
just assume a pure absorption contrast measurement, since this is by far the most common modality,
especially in lab source setups, which is where cone beam angles are large enough that they should be be
taken into account. There is no mathematically exact algorithm to reconstructing tomograms from cone
beam measurements (assuming a so-called circular scanning geometry, i.e. the sample is rotated around
the z-axis, as is the common case in laboratory micrCT systems). But an algorithm that comes close
if the cone beam angle is not too big is the FDK-algortihm. Arguably, this algorithm comes as close
as possible to a mathematically exact reconstruction, since in the limit of zero cone z-angle it converges
to the mathematically exact (fan-beam) back projection algorithm. The FDK-algorithm can be seen as
a generalisation of the inverse Radon transform in equation (3.46). The only difference consists of the
multiplication the cone-angular pre-weighting factor w and a flux-density post-weighting factor U:

µ =

ˆ 2π

0

U2 (g∞ ⊗ (wPω)) (y cosω − x sinω)dω

w =
R√

R2 + a2 + b2

U =
R

(R+ y sinω + x cosω)

(3.53)

It can be shown that except from possible intensity shifts in the z-direction, the FDK-algorithm is
mathematically exact, i.e. the integral alog z of the reconstructed tomogram will be correct, except for
measurement uncertainties, of course. In the case of a cone beam differential phase contrast reconstruc-
tion, the Fourier space integration multiplication in equation (3.49) is incorporated in the convolution in
above integral.
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Chapter 4

Image formation algorithms

This chapter is concerned with two algorithms applied to grating interferometer data. Unlike the previ-
ous chapters, this chapter presents my original work. The data presented in section 4.1 were acquired
at our in-house grating interferometer setup at the Niels Bohr Institute. This was the same setup used
in the experiments described in publication A.2. The measurements that produced the data used in
section 4.2 were performed at a lab-source grating interferometer at Technical University of München.
This setup was also where we acquired the data for publication A.1. The two algorithms in this chapter
are examples of attempts to optimize the quality of the images produced by the grating interferometer
without changing the physical setup. Loosely speaking, this chapter can be said to represent my sug-
gestions for improvements of the existing proposed solution to the optimization problem that could be
framed: given a set of detector readouts from a grating interferometer setup, how do we produce the im-
ages of highest possible quality? One algorithm attempts to increase the image quality by improving the
way the sinusoidal intensity oscillation is described. The other algorithm proposes a new tomographic
reconstruction technique that takes the anisotropic nature of the dark-field signal into account without
imposing extra complexity on the experimental setup.

4.1 Reducing the effects of instabilities in x-ray grating inter-
ferometers

The algorithm that is the subject of this section is the product of my attempts to solve a practical problem
originating from the observed mechanical instability of our setup (see Figure 4.1). So, interestingly,
this could said to be a case of inferior equipment leading to a new methodological development. The
algorithm improves image quality in 2- and 3-dimensional x-ray grating interferometer based images. I
have substituted the normally used Fourier transform of the grating stepping images with an iterative
4-parameter sine fit. The sine fit model provides a better representation of the photon counts measured
in the detector than the sinusoidal curve represented by the Fourier transform (The Fourier transform
is just a linear transformation and not necessarily a good best fit estimator for a single sine curve). In
a series of 2D test images, the photon counts modelled with the fitting method yielded a 53% lower
deviation from the measurement. When comparing tomographic reconstructions produced by the two
methods, the fitting method reduced the noise in the reconstructed phase image by up to 10%. However,
the computation time of the fitting method is approximately 30 times longer that of the Fourier based
method.

4.1.1 Algorithm

Let’s have a look at the intensity oscillation described in equation (3.39). This equation tells us that we
should expect a sinusoidal behaviour of the beam intensity I, as we step one of the gratings (it could be
any of the three gratings, but here we’ll just assume that we are stepping G2). Let’s perform a number
of equidistant phase steps. In this case, the image intensity in the n’th grating position can be described
as:
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IG2 (n) ≈ C +A cos

(
4π

p
∆x · n− φ

)
= C +A cos (ω∆ · n− φ)

(4.1)

Where ∆x is the step length. Note that by building on equation (3.39), we have assumed that this
is a parallel beam setup. If we want to adapt to a cone beam case, the G1 period (p) in equation (4.1)
should magnified by (d+L)/L, where d is the distance from G1 to G2 and L is the distance from source
to G1. In the latter part of equation (4.1) we have introduced the phase step length ω∆. In real-world
experiments, it can often be very difficult to control the step length ∆x, meaning that we need to fit it
(along with A, C and φ) in our algorithm. For this purpose, the last part of equation (4.1) is the most
convenient form. In the Fourier transform method, the steps in a phase scan are usually assumed to
cover an integer number of grating periods (typically one period), and the step length is assumed known
and constant throughout the entire scan, which could last for hours in the case of a tomography scan.
In this case, the oscillation in photon counts can be described by just two (complex) Fourier coefficients,
or, alternatively, by the three real numbers (A, C and φ). But keeping ω∆ constant throughout a whole
tomography scan, which may last for hours, can be hard in an experimental setup due to mechanical
instabilities and variations in temperature (see Figure 4.1).
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Figure 4.1: Plot of the phase step length ω∆ from equation (4.1) as a function of phase scan number
during a tomogram measurement. The first axis gives the phase scan number (i.e. it is an approximate
measure of time - each scan is approximately two minutes). The second axis gives the phase step length
for the oscillations of the photon counts in the detector. Each scan consisted of four grating steps. The
ω plotted here is the result of the fitting routine described later in this article. The median phase step
length is 1.96, corresponding to an oscillation period of 3.21. As seen, the oscillation frequency is far
from stable over time. The variations have a general periodic structure, which was later determined to
match the periodicity with which the thermostatically controlled air condition in the laboratory was turned
on.

To account for an unknown, and possibly time-varying, phase step length, I propose to replace the
Fourier transform by a fitting method taking the variations in ω∆ over time into account. The parameter
ω∆ is not used directly in the image construction, but it is used as a helping parameter in the fitting
routine, improving the estimates of the three relevant parameters A, C and φ. The routine fits all three
parameters A, C and φ for each pixel, and furthermore fits one global ω∆ (i.e. the fitting model forces all
pixel oscillation frequencies in a given phase scan to be identical, so the model only introduces a single
extra degree of freedom in a system which typically has on the order of 100.000 degrees of freedom - each
pixel has three degrees of freedom coming from A, C and φ). The fitted phase step lengths are shown in
Figure 4.1.
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The fitting method

The sine fitting algorithm is an extension of the fitting method described in [13]. It builds on a lineariza-
tion of a rewritten form of equation (4.1). We extend the algorithm outlined in [13] by imposing the
requirement of constant ω∆ across the entire detector screen. Each phase scan is treated independently.
First, we rewrite equation (4.1) to make it a product of two real sinusoidal functions:

IG2 (n) = a cos (ω∆ · n) + b sin (ω∆ · n) + C

a = A sin (φ)

b = A cos (φ)

(4.2)

Keeping equation (4.2) in mind, we introduce the matrix D:

D =


cos (ω∆) sin (ω∆) 1
cos (2ω∆) sin (2ω∆) 1

... ... ...
cos (Nω∆) sin (Nω∆) 1

 (4.3)

Using D, we can expres the beam intensity by Imodel = D · v, where v = (a, b, C) is the parameter
vector. If ωDelta is known, the the least squares solution to a set of measured intensities can be found
(for N ≥ 3) by solving the matrix equation I ≈ D · v:

v = (DTD)−1DT Imeasured (4.4)

Equation (4.4) gives the best fit of v for a known phase step length. If we want to take the variable
ω∆ into account, equation (4.2) is no longer linear in all parameters, and the least squares minimization
problem can no longer be solved analytically (for over-determined systems). Instead of trying to solve
equation (4.2) for unknown phase step lengths directly, we expand equation it to first order with respect
to ω∆:

IG2 (n) = a cos (ω∆,jn) + b sin (ω∆,jn) + C + ∆ω∆ (−an sin (ω∆,jn) + bn cos (ω∆,jn)) (4.5)

With the expanded expression above, we can define the corresponding matrix Dj :

Dj =


cos (ω∆,j) sin (ω∆,j) 1 −aj−1 sin (ω∆,j) + bj−1 cos (ω∆,j)
cos (2ω∆,j) sin (2ω∆,j) 1 −2aj−1 sin (2ω∆,j) + 2bj−1 cos (2ω∆,j)

... ... ... ...
cos (Nω∆,j) sin (Nω∆,j) 1 −Naj−1 sin (Nω∆,j) +Nbj−1 cos (Nω∆,j)

 (4.6)

The system Imodel,j = Dj · vj is linear in the four parameters vj = (a, b, C,∆ω∆), and like previously,
we can solve the minimization the squared deviation from some measured set of intensities by:

vj = (DT
j Dj)

−1DT
j Imeasured (4.7)

vj above solves equation (4.5). But we still need to estimate the values ω∆,j , aj−1 and bj−1 to
construct Dj . As hinted by the indexing, this is done in an iterative manner. The process of finding
(a, b, C, φ) can be described by the following schematic:

Algorithm 1 Interferometer intensity sine fit algorithm

1: Set initial phase step length guess ω∆,0

2: Find initial (a, b, C) estimate using equation (4.4)
3: Set ∆ω∆ = 0 for all pixels
4: Check convergence criteria
5: while Convergence criteria not met do
6: j=j+1
7: Set ω∆,j = ω∆,j−1 +median (∆ω∆,j−1)
8: Set Dj from equation 4.6 using the estimates ω∆,j , aj−1 and bj−1

9: From equation (4.7), estimate vj
10: Check convergence criteria
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For my analysis, the convergence criterion iss met if the 49th percentile of the ∆ω∆,j-values are
negative and the 51st percentile of the ∆ω∆,j-values are positive (i.e. for the latest ω∆ at least 49 percent
of the pixels returned negative ∆ω∆-values and at least 49 percent of the pixels returned positive ∆ω∆-
values). The algorithm converges quite fast (usually around 4 iterations is enough). Sometimes it can
get stuck in an infinite loop of shifting over- and underestimating ω∆. This can be helped by introducing
a relaxation parameter in the estimation of ω∆ (line 7 of the algorithm) after a set number of iterations.

4.1.2 Method test

As a test sample we used a a polyopropylene (PP) cylinder (see Figure 4.2). The sample was chosen
because the geometry is simple, and the material is stable and uniform. The polypropylene in our sample
has an electron density of 0.514 mol/cm3.

Figure 4.2: The polypropylene (PP) cylinder used as sample in the sine fit algorithm test experiment.

The experiments were carried out at the x-ray tomography lab at the Niels Bohr Institute. The
Rigaku rotating anode tube had a copper target and was set at an acceleration voltage of 40 kV and a
filament current of 150 mA. Due to a downward angle of the setup of 6 degrees the source of size 1 mm x
10 mm had a reduced footprint giving an effective source size of 1 mm x 1 mm. The interferometer used
a π-phase grating with a duty cycle of 0.5 and a period of 3.5 µm for G1. The G0 and G2 gratings had
periods of 14.1 m and 2.0 m. In the setup the G0-to-G1 distance was 139 cm. The G1-to-G2 distance
was 20 cm, which matched the fifth fractional Talbot distance. The phase grating was optimized for
28 keV (i.e. this is the photon energy at which the Talbot pattern produced by G1 has interference
maximum exactly at the position of G2). 28 keV is approximately the peak flux photon energy at 40
kV acceleration voltage. The images were recorded with a 300 µm Dectris Pilatus 100k detector with
195x487 pixels. An example of a raw detector readout is seen in Figure 4.3.

401 phase scans were recorded: First 20 reference phase scans with no sample (for flat field correction)
were recorded, then 361 phase scans with the sample covering 360 degrees of rotation, and finally another
20 reference phase scans with no sample. Each phase scan consisted of four grating steps. Each exposure
lasted 10 seconds. For each of the 401 phase scans (40 flatfields and 361 rotational scans), both the
iterative fitting method and the Fourier transform method were applied, see Figure 4.4. The transmission,
dark field and phase contrast images were constructed for the 361 sample phase scans using the 40 flatfield
phase scans as reference.

Differential phase contrast images from the two methods are compared in Figure 4.5. The images
in Figure 4.5 are from the 95th phase scan, which, according to the ITER algorithm, had ω∆ = 1.883
corresponding to a period of 3.34 grating steps. The Fourier transform method requires an integer
oscillation, so an assumed period of 3 steps was used. Note how the Fourier image has some more or less
periodic noise that might come from the Moiré shifts. Also note how this noise is reduced in the sine fit
image.

From the differential phase contrast projections phase tomograms were reconstructed for both meth-
ods. As the sample was homogeneous, all the tomogram voxels in the sample should have the same
electron density, and thereby the same value in the phase tomogram. The values of the plastic voxels
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Figure 4.3: Photon count in one of the sample exposures. The exposure time was 10 seconds. The
completely black area in the top center of the image is the steel sample holder, which has almost no x-ray
penetration. The plastic sample is the two rectangular areas that are slightly darker than the surrounding
pixels. Note the nice Moiré fringe pattern across the whole detector screen stemming from the slight
misalignment of the gratings relative to eachother.
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Figure 4.4: Intensity oscillation in a single pixel. The results for the traditional Fourier transform method
and the proposed fitting method are plotted with solid lines. The first axis is the step number, n, and the
second axis is the photon count number. Standard deviations for the four pixel counts for the fitted curve
and the Fourier curve were 42 and 246 photons respectively.

in the phase tomograms were normalised to the expected electron density for the polypropylene in our
sample (ρe = 0.514NA/cm3 , where NA is Avogadro’s number)). To compare the two tomograms, a
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Figure 4.5: Comparison of differential phase contrast projections of the sample in Figure 4.2. The
projection are constructed based on the same phase scan data, the only difference lies in the analysis,
which is done using a traditional fast Fourier transform algorithm for one image and using the previously
sketched iterative sine fitting algorithm for the other.

histogram of voxel values within the upper half of the plastic sample is shown in Figure 4.6.
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Figure 4.6: Histogram of the voxel values in the sample. The first axis is the electron density in units
of NA/cm3 The two methods were normalised to give the same mean voxel values (0.514 NA/cm3 ).
The tomogram from fitting method had a lower standard deviation in the voxel values (0.0358 NA/cm3
compared to 0.0396 NA/cm3 for the Fourier method).

Table 4.1 gives the computation times and two measures of the accuracy of the two analysis methods.
The models’ deviations from the photon counts (I) measure how close the sinusoidal curves corresponding
to the analysis method comes to the actual photon counts (see Figure 4.4). The standard deviations
of the sample voxels indicates how uniformly dispersed the voxels values of the sample voxels were in
the reconstructed phase tomograms. Computation times are also included to show that the improved
performance of the fitting method comes at the price of an increased computation time. The analysis
was performed on a 2GHz laptop using a MATLAB script. Analysis time could be optimized both soft-
and hardwarewise, however that is not the scope of this article. The purpose is just to give an idea of the
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method Analysis time from I of sample voxels
FFT 59 s 215 photons 0.0358
ITER 1743 s 100 photons 0.0396

Table 4.1: Key numbers for the two algorithms. The analysis time gives the time it took to perform
the construction of modality projections for all 401 phase scans. Thus, this number does not include the
time for reconstructing the tomogram, which is the same for both methods. The standard deviation of the
photon counts for all exposures in the 401 phase scans is given, and so is the standard deviation of the
voxel values in the sample. The analysis was performed on a 2GHz laptop and using a MATLAB script.
Analysis time could probably be optimized both soft- and hardwarewise, however that is not the scope of
this article. The purpose is just to give an idea of the differences in computation time.

differences in computation time. The fitting method is clearly superior to the FFT-method in creating
smaller standard deviations, but also more costly in computation time. But since the acquisition time is
typically much longer than the 30 minutes calculation time in the fitting method, this will usually not
be a problem.

4.1.3 Conclusion and outlook

Using an iterative sine fitting we were able to reduce the noise in a reconstructed tomogram from a
grating based interferometry setup but increasing the computation time relative to the traditional Fourier
transform method by a factor of 5. The fitting method allows us to take varying and non-integer stepping
periods into account. These variations can occur as a result of temperature variations and mechanical
instabilities. This could lead to lower stability requirements and reduce the need for time conmsuming
alignments, and thereby allow installation in less controlled and stable environments than the typical
x-ray lab, for instance in a production line for non-destructive testing. The iterative fitting method
presented in this article might help introducing the x-ray grating interferometer to a wider commercial
use than seen today, where commercial systems are available, but only in the form of closed-cabinet
scanners. Production line applications have not yet been realized, but the analysis method described in
this article might be a step in that direction. It is worth noting that the method could also be relevant
for synchrotron measurements with non-integer stepping periods.
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4.2 Regularized iterative reconstruction of an angularly depen-
dent x-ray dark-field tomogram

In this section I present a tomographic reconstruction method, which takes into account the anisotropic
nature of the decoherence measure known as the grating interferometer dark-field signal. I demonstrate
that the method is superior to the traditional FDK-reconstruction method [9] in describing the measured
data. Unlike the tensor field reconstruction method [17, 33], this method requires only one sample
rotation axis, thus the setup and the acquired measured dataset are just the same as used for the
absorption and phase tomogram reconstruction methods, keeping measurement times lower than what
would be needed for reconstructing the full tensor field distribution. The simplicity of the experiemental
setup relative to the tensor field method comes at the cost of reduced sample information; the method
only maps scattering as a function of orientation within the rotation plane of the sample, instead of the full
spherical angular dependency mapped by the tensor field method. A method to describe the anisotropic
dark-field signal produced by a sample in a classical single-rotation-axis setup has been proposed before
[3]. However, this method only includes zeroth and first-order components, which I show is insufficient
to describe the measured data. In this method, I include higher order frequency-components, which in
turn makes the reconstruction problem severely underdetermined. I counter the underdetermination of
the problem by enforcing regularizations and restrictions on the tomogram.

4.2.1 Introduction

The grating interferometer dark-field signal has been shown to be able to detect sub-pixel sized non-
uniformities [24, 36, 16]. The magnitude of the dark-field signal is dependent on variations in the
projected refractive index [38]. As a given non-uniform feature is projected at different angles, the fluc-
tuations in the projected refractive index will vary[2], and hence the dark-field signal will be dependent
on the projection angle. So far the problem of reconstructing the angularly varying tomogram has been
solved by taking one of two approaches; either ignoring the angular dependency, which is a feasible
assumption for some samples (By choosing an appropriate rotation axis, the error introduced by this
assumption may be minimized [15]), or increasing the volume of the angular space covered by the mea-
surement by introducing more angular dimensions in the form of rotation axes to the scanning procedure
[17]. We propose a different approach, retaining the simplicity of the experimental setup from the first
approach, while giving some information about the angular dependence as in the second approach. The
problem of solving the angularly dependency in this case becomes heavily underdetermined, and hence
relies on heavy regularizations to provide useful results.

The paper is organized as follows. Our measurement setup and test sample are described in sections
4.2.2 and 4.2.3. The tomogram model and the algorithm used to construct it is described in section 4.2.4.
In section 4.2.8, the tomograms constructed using the algorithm are evaluated.

4.2.2 Experimental setup

The measurement setup is a standard lab-based x-ray grating interferometer tomography setup at Tech-
nische Universität München, E17, Lehrstuhl für Medizinische Physik [22, 4, 34, 23] with a single sample
rotation axis. The source was a rotating Mo-anode run at 40 kV and 70 mA. The design energy of the
gratings was 23 keV. Three gratings are used in order to produce the dark-field and differential phase-
contrast signals. In order of appearance for the propagating photon, the gratings are: G0, or the source
grating, is an Au-based absorption grating placed close to the x-ray source, in order to increase beam
coherence. G1, or the phase grating, is a Ni-grating introducing a periodic pattern of relative phase
shifts of π. G2, or the detector grating, is an Au-based absorption grating just in front of the detector.
All three gratings had a grating pattern period of 5.4µm. The detector was a photon-counting Pilatus
II (Dectris, Switzerland) with a pixel size of 172x172 µm2 and a resolution of 487 x 195 (horizontal x
vertical).

To produce a tomogram, the sample was imaged at 801 equidistantly spaced rotation angles (θrot,
see Fig. 4.7) covering 2π. At each angle a phase scan is made by stepping G1 in the horizontal direction
transverse to the beam propagation direction. Each phase scan consisted of detector readouts at 12
equidustantly placed G1 positions covering one grating period. Stepping the phase grating in this
direction shifts the interference pattern produced by G1 correspondingly. The shifted interference pattern
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Figure 4.7: Sketch of the x-ray grating interferometer setup. Three gratings are used: The source grating
(G0) is placed close to the source. It functions to decrease the effective source size. The phase grating
(G1) creates a characteristic interference pattern called a Talbot pattern downstream from G1. G1 can
be stepped transversely to the beam propagation direction which then again shifts the Talbot pattern.
The detector grating (G2) is an absorption grating designed to match the interference pattern produced
by G1, so that the transmitted intensity through G2 oscillates as the Talbot patterns shifts when G1 is
stepped. The distance from source to G0 was 50 cm, and the distance from G2 to the detector was 8 cm.
The lab coordinate system (x’,y’,z’) is shown along with the sample coordinate system (x,y,z), which is
rotated by θrot around y.

will then in turn result in oscillating intensity transmissions at the absorption grating G2. It is the
shift and relative amplitude of this oscillation that creates the differential phase-contrast and dark-field
images respectively. If the decoherence is represented by Gaussian distributed phase shifts, the intensity
oscillation in a given detector pixel is well modelled by a sinusoidal function [22]:

I(x′g) = a0 + a1sin(kx′g + φ) (4.8)

Where x′g is the position of grating G1 as it is stepped transversely to the beam direction. a0 is
the average photon count, a1 is the amplitude of the intensity oscillation, k is the angular oscillation
frequency (2 π / G1-period) and φ is the phase shift of the intensity oscillation. The visibility is defined
as the relative oscillation amplitude in Eq. 4.8:

V =
a1

a0
(4.9)

And the dark-field signal is defined from the relative visibility according to Eq. 4.9:

df = −ln V

Vref
(4.10)

Where Vref is the reference image without sample, a.k.a. the flatfield image. We will assume the
dark-field signal to be introduced by a linear diffusion coefficient ε [4, 25, 2]:

df =

ˆ
εdt (4.11)

Where the integral is taken along the beam propagation path, parametrized by t (for a parallel beam
setup t would be equal to z’). This makes the measured visibility an exponentially decaying function of
the integral over ε (see Eq. 4.10). With this exponential dependence, visibility (V) and ε are dark-field
analogs to intensity (I) and absorption coefficient µ, see Eq. 4.12 where the two are compared:

V = Vref exp

(
−
ˆ
εdt

)
I = Iref exp

(
−
ˆ
µdt

) (4.12)
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The only respect in which the analogy breaks down is that ε is angularly dependent and µ is not.

4.2.3 Sample

Figure 4.8: The imaged sample was a LEGO Toy car. The car has many internal (plastic-plastic) and
external (plastic-air) interfaces which produce a decoherence signal.

The sample was a toy LEGO car (see Fig. 4.8). The car is a well defined and, due to the many edges
and interfaces, quite anisotropically scattering sample [37], making it difficult to model. To illustrate
the degree of anisotropy we can plot the total projected dark-field signal, E (see Eq. 4.13), as a function
of the sample’s rotation angle. E is found as the integral of df (see Eq. 4.11) across the entire detector
screen, as shown below:

E =

¨
dfdx

′dy′

=

¨ [ˆ
εdt

]
dx′dy′

≈
˚

εdV

(4.13)

Since the beam in our lab setup is not parallel, the integral in Eq. 4.11 is not along z, but it does
come quite close. For our setup, the beam cone angle at the detector corners is 1.5 degrees, making the
total projected dark-field signal a good estimate of the total linear diffusion coefficient in the sample at
the current projection angles. The total projected dark-field signal as a function of sample rotation angle
is shown in Fig. 4.9.

The signal shows distinct peaks for each π/2 rotation. This is in accordance with the basic rectangular
shape of the LEGO blocks. By close examination it can be seen that each of the π/2-periodic peaks is
split into two narrowly spaced peaks. This peak splitting effect arises from the decoherence signal being
largest for beam proagation angles slightly different from the orientation of the plane surfaces in the car.
This effect is more closely examined in Fig. 4.10.

As seen in Fig. 4.10 it seems that the dark-field signal has at least a very prominent refraction
contribution. Seen in Fig. 4.9 the total projected dark-field signal varied by up to a factor of 2 depending
on the sample rotation, meaning that the signal produced by the individual volume elements (voxels)
within the sample must also be expected to vary with at least the same factor of 2 (at least on average:
It is of course possible that some voxels produce a constant non-zero contribution, which would then be
countered by other voxels producing a signal varying by more than a factor of 2). Furthermore, the curve
in Fig. 4.9 is obviously not sinusoidal, and thus can not be the sum of a number of sinusoidal functions
of the same period, as would be expected from the (first order only) model in [3, 25, 2]. Due to the large
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Figure 4.9: Total projected dark-field signal, ε, (see Eq. 4.12) integrated over the whole detector screen,
as a function of sample rotation, θ. The signal is not sinusoidal as would be expected from the pure zero-
and first-order model from [3, 25, 2]. Simply by observing the shape of this curve we thus have a strong
argument for the inclusion of higher-order terms.

(a) cutout projections

(b) total df of cutout section

Figure 4.10: Illustration of the peak splitting effect. The projections in 4.10a combine the absorption
projections (in grayscale) with the dark-field projections df (in red). The projection cutouts cover a
small section of the rear end of the Lego car. The three projections represent the two peak orientations
and the minimum in between them. The plot in 4.10b shows the total df signal for the whole cutout as a
function of θ. The projection angles represented in 4.10a are marked with red. It is clear from the figures
above that the maximal value of df is not encountered when the beam propagation is parallel to the brick
surfaces, but rather when it is at a very shallow angle to the surface.

higher order contribution to the total signal, our sample could be said to be “more anisotropic” than the
first order model allows. Thus, due to the strong anisotropy, this sample provides quite a challenging
(higher order) test dataset.

4.2.4 Method

Our method only differs from standard grating interferometer tomography methods in the reconstruction
algorithm, which takes the angular dependence of the produced dark-field signal into account. Since only
a single rotation axis is used, the dark-field signal for each voxel is only probed in a single (1D) curve
through the (2D) spherical angle space. In the case of a parallel beam or fan beam setup, the probed
(1D) curve is simply a circle in the plane perpendicular to the orientation of the rotation axis. In the
more general case of a cone beam setup, the curve deviates from this rotation axis-perpendicular circle.
The larger the cone angle, the bigger the deviation is. Since only scattering along directions in this
1D-curve through angle space is probed, our model will only depend on a single angular variable.
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4.2.5 Tomogram model

In this section, we will introduce the sample coordinate system (x,y,z) and the photon propagation
direction θ in the sample coordinate system. We will also introduce the detector coordinates (x’,y’,z’).
To avoid coordinate system confusion, all the equations in this section are centered around the tomogram
coordinate system (x,y,z) and the fourth tomgram dimension, θ. The detector coordinates are only
used for illustrating the backward and forward projection operations. The transition from tomogram
coordinate system to the lab (and detector) coordinate system is straightforward (and exactly the same
as for other cone-beam tomography setups), but tends to make equations messy, so these have been
absorbed in the forward and backward projection operators. To accomodate for the angular dependence
of the dark-field signal we introduce the dimension θ, to the tomogram model. θ describes the propagation
direction of the x-rays through a given volume element (voxel). Since we only rotate the sample around
a single rotation axis, only one angular variable is needed. The introduction of a θ-dependence makes
our tomogram, ε, four-dimensional (three spatial dimensions, and one angular), rather than just three-
dimensional (only spatial dimensions) as is the case for traditional absorption tomograms. We can expand
ε into its θ-Fourier components, essentially giving us a set of 3D-spatial tomograms εf :

εf (x, y, z) =
1

2π

ˆ 2π

0

ε(x, y, z, θ)e−iθfdθ (4.14a)

ε(x, y, z, θ) = ε0(x, y, z) +

N−1∑
f=1

2Re
[
εf (x, y, z)eiθf

]
(4.14b)

The equations above are the Fourier transform (Eq. 4.14a) and inverse Fourier transform (Eq. 4.14b)
with respect to θ. In Eq. 4.14b we utilize the fact that ε is real (and hence that its Fourier transform is
hermitian) by omitting negative f’s and instead taking the real part and multiplying with two. Since ε is
periodic, its Fourier transform is discrete (aka. a Fourier series). For the case N=2 Eq. 4.14b is similar
to the model in [3, 25, 2]. Note that θ is the actual propagation angle through the sample coordinate
system at a given point in space, and not simply the sample rotation angle (in cases of a parallel beam
the two are identical, except for the sign (θprop = −θrot), but in the general cone beam case the cone
angle should be taken into account; θprop = −θrot + θcone).

4.2.6 Algorithm

The 4D-tomogram model is iteratively optimized through a residual backprojection process similar to
the Simultaneous Algebraic Reconstruction Technique (SART) algorithm [1], sometimes used in recon-
struction of traditional absorption-tomograms:

µres(x, y, z) =
R

R+ xcosθ + ysinθ
Pres(x

′(x, y, z, θ), y′(x, y, z, θ)) (4.15)

The relationship between the projetion coordinates on the detector screen (x′, y′) and the sample
coordinates (x, y, z) depend on the sample rotation θ:

x′(x, y, z, θ) = Ddet
xcosθ + zsinθ

Ds − xsinθ + zcosθ
(4.16a)

y′(x, y, z, θ) = Ddet
y

Ds − xsinθ + zcosθ
(4.16b)

Where Ddet is the source-detector distance and Ds is the source-sample distance. Eq. 4.15 describes
the spatial backprojection in the SART algorithm, where Pres is the residual of the current model
projection, R is the source-sample distance and (a,b) are the detector coordinates. The only difference
between our new algorithm and SART is the modifications necessitated by the introduction of a fourth
dependent variable .

To accommodate for the angular dependence, we backproject the residuals from many projection
angles at once (either the full set of recorded angles or a subset evenly distributed over θrot. The
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backprojection operation is both a spatial and angular-Fourier-component (see Eq. 4.14b) distributor.
Expressed in continuous variables, the backprojection looks like:

εf,res(x, y, z) =

ˆ
R

R+ xcosθ + ysinθ
Pres(x

′(x, y, z, θ), y′(x, y, z, θ))e−iθfdθ (4.17)

Comparing Eq. 4.17 and 4.15, we see that Eq. 4.17 is just an angular Fourier transform of the tra-
ditional spatial SART-backprojector. For practical implementations we have a finite number of discrete
measurements, and the integral in Eq. 4.17 is substituted with a summation. The model optimization
algorithm is sketched below:

Algorithm 2 tomogram optimization

Check convergence criteria
while Convergence criteria not meet do

Choose set of M projection angles
for M projection angles do

forward project the current 4D-model at the m’th projection angle
compare with the measured projection and calculate residual
backproject the projection residual according to Eq. 4.17

Update the 4D-model according to the results of all M residual backprojections
Apply regularizations
Check convergence criteria

4.2.7 Reqularizations

The 4D-tomogram in Eq. 4.14b is heavily underdetermined (by a factor of app. 100) by the 3D measured
dataset (2 spatial detector dimensions and one angular dimension). So, to reduce overfitting and restrict
the solution space, we can introduce a number of regularizations. Since our model is so heavily underde-
termined, regularization is absolutely necessary, and careful selection of the appropriate regularizations
is key to arriving at meaningful solutions.

Frequency cut-off

As a first general regularization, we will assume the dark-field signal to be sufficiently ”well-behaved”
for it to be well represented by the first few elements in the Fourier series of Eq. 4.14b. Our tests have
shown as low as 5’th order models to be able to describe the measured data quite well, with only a few
percent improvement in the tomogram’s ability to model the measured data achieved by increasing the
frequency cut-off from 5 to 10. The frequency cut-off represents a significant reduction of the solution
space volume (from possibly several hundred Fourier components representing the hundreds of projection
angles to only around a handful of Fourier components).

Positivity constraint

We also impose a positivity constraint, requiring ε to be positive for all angles and spatial coordinates.
This constraint is considered generally sound for all types of samples, since negative ε-values would imply
increased beam coherence, which is unphysical, except in the case of carefully designed x-ray optics.

Higher order Fourier component suppression

To reduce overfitting, we can penalize the higher order Fourier components. To penalize according to
real space (θ-space) curvature of the given Fourier component contribution, we penalize according to
the square of the Fourier component number (f). For each algorithm iteration we introduce a driving
force lowering the higher order Fourier components. The magnitude of the force is controlled by the
suppresion parameter s:

εf , s(x, y, z) = εf (x, y, z)e−sf
2

(4.18)
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Periodicity requirement

As an appendix to the assumption of a Gaussian-spread angular distribution lying behind the introduction
of the linear diffusion coefficient in Eq. 4.11, we will also assume the Gaussian spread to be the same
for parallel but opposite propagation angles. For parallel beams this assumption translates to requiring
ε to be π-periodic with respect to θ.

For cone-beam geometries, this reverse-propagation-angle-similarity assumption generally doesn’t
translate to a π-periodic ε (due to the out-of-plane deviations of the probed propagation angles, as
discussed in section 4.2.4), but if the cone angles are small enough (or if the sample is invariant with
respect to angular heights), the deviations may be small enough for the periodicity-assumption to hold.

Symmetry requirement

We can impose a symmetry requirement, so the signal from a given voxel is required to have some
symmetry angle θsym. This is equivalent to requiring the Fourier Components to be purely real after
rotating them according to s and their Fourier component number f:

εf = eiθsymfRe
[
εfe

iθsymf
]

(4.19)

Note that θsym and εf in Eq. 4.19 are of course both dependent on the spatial coordinates (x,y,z),
which have been omitted in order to reduce notational complexity.

Similarity constraint

If the sample is sufficiently “uniform” we may introduce a similarity constraint, requiring all voxels to
be of a similar ”type”. E.g. they must all be identical up to rotation and scaling. This is of course
a very strict requirement, reducing the model parameters to just two spatially dependent parameters
(rotation and scaling) and the (spatially independent) Fourier components describing the generic angular
dependence of ε on θ.

Absorption and phase-regularization

We can utilize the fact that the grating interferometer images inherently come in sets of three modalities;
phase-shift, absorption and dark-field, and regularize our dark-field tomogram using information from
the two other modalities, e.g. requiring absorption or phase-tomogram values above some threshold
in order to allow non-zero . This requirement would be founded in the fact that a decoherence effect
can only be introduced by the sample material (air also introduces some small decoherence, but this is
already accounted for in the flatfield images used to normalise the sample images).

4.2.8 Experimental results

After a number of iterations (typically around 10, depending on how strongly regularized the model is),
the model converges at a stable 4D-model. This convergence limit will be referred to as the 4D-tomogram.
A 2D slice through the first order tomogram and the corresponding FDK-filtered backprojection-reconstructed
tomogram are shown in Fig. 4.11

In the absorption tomogram slice in Fig. 4.11c, two graytone levels can be identified. The part
with the lightest gray color consists of a rectangular shape, six circular disks and two circles. All these
shapes have a lot of interfaces. Two of these interfaces are crossed by the red line. From the absorption
tomogram it can be hard to see if the different shapes are actually connected or not. Plotting the line
profile along the red line through the absorption tomogram, the disk shapes seem to be connected to the
rectangular shape (see the red line in Fig. 4.12), i.e. the interfaces seem to actually be connections and
not interfaces. Plotting the corresponding line profile through the first order dark-field tomogram (black
line in Fig. 4.12), two large peaks reveal that the shapes are actually not connected.

The model fit was evaluated using the standard deviation of the projected -model in Eq. 4.11 from
the measured dark-field signal calculated as in Eq. 4.10. The standard deviation is simply the square
root of the variance, which is described in Eq. 4.20:

σ2
df

=
∑
x′,y′,θ

(df,measured − df,model)2
(4.20)
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(a) FDK dark-field tomogram (b) iterative dark-field tomogram (c) absorption tomogram

Figure 4.11: Corresponding 2D-slices through three different tomographic reconstructions Left: the tra-
ditional scalar FDK-filtered backprojected tomogram of the dark-field signal. Middle: The first order
component of the regularized iteratively reconstructed 4D-tomogram of the dark-field signal. Right: FDK-
reconstructed absorption tomogram. As can be seen, the 4D dark-field tomogram suffers less from streak
artefacts than the corresponding FDK-tomogram. In the two latter slices, the line profile plotted in Fig.
4.12 is marked.

The projection model errors were reduced in the 4D-tomogram (σ = 0.05191) model when compared
to the FDK-reconstruction model (σ = 0.07535).

Virtual phantom test

The iterative reconstruction method was tested on a virtual dataset. First, an anisotropic virtual sample
was created. The sample had fifth order angular variations in the voxel signals, see Fig. 4.13. The
virtual sample simulated a rectangular structure producing a large signal at angles parallel (or close to
parallel) to the propagation axis.

The virtual tomogram was forward projected at 101 angles. The resulting projection stack was used as
input to two reconstruction algorithms; the FDK-algorithm and the iterative anisotropic reconstruction
method described in this paper. To compare the two methods we only looked at the zero-order part of
the iteratively reconstructed tomogram. The centre slice of all three tomograms is shown in Fig. 4.14.

As is seen from Fig. 4.14, the FDK-tomogram overestimates the positive values of the samples edges,
while underestimating the values of the neighbouring voxels. This effect is due to the backprojections
at edge-parallel propagation angles dominating the reconstructed tomogram. The standard deviation of
the reconstructed tomograms were 0.257 and 0.017 for the FDK and iterative methods respectively. The
iterative method was able to model the angular dependence on the phantom tomogram voxels quite well,
as is seen in Fig. 4.13.

4.2.9 Conclusion and Outlook

Our sample produced a very angle dependent dark-field signal. The signal is strongest at shallow beam
propagation angles relative to the surface, indication that refraction effects contribute to the decoherence.
This angular dependence poses a challenging reconstruction problem. We have demonstrated an improved
data modelling capability using an angle sensitive tomogram model. Using an iterative optimization, we
arrived at a local minimum in the solution space, which represented a weighted compromise between data
modelling capability and model “niceness” measured as the degree of anisotropy. Visual inspection of
the resulting angularly dependent tomogram confirmed that this tomogram had reduced streak artifacts
compared to the traditional FDK-filtered backprojected tomogram. A virtual phantom tomogram test
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Figure 4.12: Profile plot of a line through the FDK-filtered backprojected absorption tomogram and the
first order component of the regularized 4D-tomogram of the dark-field signal (i.e. ε1 from Eq. 4.14a).
The dark-field tomogram reveals two interfaces (i.e. peaks) not visible in the absorption tomogram

Figure 4.13: Angular dependence of the dark-field signal from a single voxel in the virtual sample (red)
and the reconstructed tomogram (blue) respectively.
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(a) virtual sample (b) FDK tomogram (c) iterative tomogram

Figure 4.14: Phantom test tomograms. Left: original virtual phantom. Middle: FDK-reconstruction.
Right: iterative anisotropic reconstruction. Only zero-order components are shown here. Color scale is
the same for all images.

showed more than a 10-fold increase in reconstruction precision compared to the FDK-method. Another
aspect of the algorithm’s applicability is the convergence of the iterative fitting algorithm, both in terms
of speed and stability. Improving convergence speed and reducing sensitivity to noise through smarter
iterative optimization would be obvious goals for further developments.
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Chapter 5

Dark-field modality application tests

The hard x-ray grating interferometer based dark-field contrast modality was described for the first
time 10 years ago [22]. With it’s relatively recent first demonstration, the full spectrum of possible
applications of this interesting new image formation modality is still being explored. Further adding to
a lack of a complete overview of it’s possible applications is its unique nature. Unlike the the differential
phase contrast signal, which also is a product of the newly demonstrated grating interferometer, the
physical contrast formation mechanism behind dark field signal is not simply a density property of the
sample in question (i.e. phase and absorption contrast mechanisms depend on electron and elemental
densities: They can both be calculated if you know the elemental densities of the sample). The ’density
modalities’, phase and absorption, are based on an implicit uniformity assumption; we assume that the
relevant densities are uniform within the individual voxel. This assumption holds quite well, simply
for statistical reasons; What ever sub-resolution density variations that exist will approximately cancel
each other out on average. In contrast to the two density modalities, the contrast mechanism behind
the dark-field modality is directly micro-structurally dependent[38]. More precisely, it is dependent on
transverse micrometer-scale scattering length density variations. This fundamentally different contrast
formation mechanism gives some interesting new possibilities for applications of the dark-field imaging
modality. The two publications in the following are examples of such possible applications.

5.1 Introduction to publication A.1

Detection of sub-pixel fractures in X-ray dark-field tomography

My contribution to the work

The idea to this study was conceived by Robert Feidenhans’l and me. The measurements were per-
formed at one of the lab setups at Technische Universität München, with the help of Marian Willner,
Martin Bech and Franz Pfeiffer. Upon return from Munich, I performed all the data analysis and I
produced all the figures. I was the main author of the paper we submitted to Applied Physics A.

In this article I have utilized the microstructural origin of the dark-field signal to detect sub-resolution-
sized crack formation in a solid material. In order to be visible with density-contrast methods such as
phase and absorption tomography, cracks must be of such a large size that the overall density of the
individual voxel has changed enough to be detectable. In other words, the voxel size, along with the
sensitivity of the setup, sets a lower limit to the size of cracks that can be detected in a tomogram. This
lower size limit means that the desire to detect the formation of very small cracks in a sample sets a
limit to the size of the sample that can be scanned, since using detector resolutions above approximately
2048x2048 pixels (detectors with a width of 2560 pixels have started to appear at synchrotron imaging
beamlines) produces a lot of difficulties. By utilizing the microstructural sensitivity I have shown that
the dark-field signal can push the lower limit on crack detectability size lower than the density contrast
modalities of the same setup, and thus allow a larger sample to be scanned for a given critical crack size
limit.
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Figure 5.1: Corresponding absorption (left) and dark-field (right) tomogram slices. Many cracks clearly
visible in the dark-field slice are hardly seen in the absorption slice. Illustrations from publication A.1

5.2 Introduction to publication A.2

Mapping misoriented fibers using X-ray dark field tomography

My contribution to the work

The design of this study was conceived jointly by Erik Mejdal Lauridsen, Robert Feidenhans’l and
me. The measurements were performed at our own grating interferometer lab setup at the Niels Bohr
Institute. Erik delivered the samples and I performed the setup modification and the measurements. I
performed the data analysis and produced all the figures. Erik and Robert contributed extensively, but I
was the main author of the paper we submitted to Applied Physics A.

In this publication I have tried to utilize the angular dependence of the dark-field signal to mask out
a certain fiber orientation in the sample. This is done by changing the rotation axis in the setup, see
Figure 5.2.

Figure 5.2: Dark-field projection of a carbon fiber sample. The sample consists of five identical layers.
Within each layer, the fibers are all aligned. Layers 1, 3 and 5 have fibers aligned parallel to the beam
propagation direction. Layers 2 and 4 have fibers aligned parallel to the grating stepping position. The
fiber orientations are illustrated in the left part of the figure. Note that layers 2 and 4 produce almost no
dark-field signal. Illustration from publication A.2

As stated in the beginning of this chapter the dark-field signal originates from transverse density
variations. The “transverse” part of the previous sentence refers to the beam propagation direction and
the grating slit direction. Since, in tomography measurements, we rotate the sample, the beam propaga-
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tion direction relative to the sample changes during measurement. In traditional grating interferometer
tomography setups the rotation axis is parallel to the grating slits. This means that the transverse
density variations, and hence also the dark-field signal, must generally be expected to vary during the
measurements. By changing the rotation axis, so it was parallel with the probed scattering direction, we
were able to mask out all fibers aligned along the rotation axis; due to their 1-dimensional shape, fibers
have no density variations along their length-dimension, and thus produce no dark field signal when their
are oriented along the probed scattering direction.
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Chapter 6

Applied high resolution synchrotron
imaging

A part of my work has been on what I have called “Applied” imaging. Another description could be
“servicing” or “requested scientific work”. This work is characterized by being performed on the intiative
of some external “client”. By definition, the scientific aim of this kind of work lies outside of the area
of x-ray imaging (in the cases I present here it even lies outside the field of physics and relates to such
exotic scientific fields as biology, odontology and neurology). Though imaging in this kind of work merely
serves as a tool to investigate the subject of “real” academic interest, it can still be of interest to the
x-ray imaging expert (e.g. me) both because the analysis often brings up interesting challenges and new
question I would not otherwise have found a reason to ask, and because imaging is by it’s nature very
“client-driven”: The big synhrotrons around the world are not spending millions of euro, yen and dollars
because x-ray imaging is inherently interesting (Though I think it is inherently interesting, this is not
the reason for the big spendings around the world), but rather because imaging can serve as a tool to
advance other scientific fields. With the emergence of the state-of-the-art synchrotron MAX IV in Lund,
Sweden just across the water from my office in Copenhagen and the planned construction of at least a
couple of dedicated full-field imaging beamlines, one of these being build for danish money, the “client
service”-aspect of x-ray imaging seems extra relevant.

6.1 Introduction to publication A.3

Visualisation by high resolution synchrotron X-ray phase contrast micro-tomography of
gas films on submerged superhydrophobic leaves

My contribution to the work

Most of the people in the author list contributed to the discussion about the design of this study. The
measurements were performed at the TOMCAT beamline at SLS. All the authors contributed to the mea-
surements. Upon return from Switzerland, I performed all the tomogram data analysis and I produced
all the x-ray related figures. Ole was the main author of most of the paper’s text, though I was the main
contributor to the x-ray relevant parts. We submitted this paper to the Journal of Structural Biology.

Publication A.3 represents my collaboration with a number of biologists from within the field of
freshwater biology, most notably professor Ole Pedersen from the Freshwater Biological Laboratory at
the University of Copenhagen. Ole studies gas and water transport in periodically submerged plants. We
performed our measurements on submerged Spartina leaves at the TOMCAT beamline at the Swiss Light
Source. During the initial attempts to derive qualitative results from the pure absorption tomograms
in this data set, it became clear that heavy refraction artefacts prevented a good segmentation, at
least without involving advanced segmentation algorithms. The solution became to apply the refraction
correction algorithm described in section 3.1.4 (a.k.a. the “Paganin” method), which proved to give
satisfactory segmentation results using only thresholding.
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6.1.1 scientific motivation

The project studied plants of the genus Spartina (danish name: vadehavsgræs) native to the salt marshes
of the Wadden Sea of southwestern Denmark. The salt marsh is a type of biological region found in
some coastal areas. It is characterized by frequent flooding due to tidal changes in the water level. As an
adaptation to the frequent floodings, the plant has developed mechanisms to preserve some amount of air
within the plant itself as well as at its surface. The presence of free air increases the plants respiratory
capacity while submerged at high tide, since oxygen diffusion across the cellular walls is faster in air
than in water. The internal air pockets are simply cavities within the plants structure, i.e. a hollow
stem or leave. The external air pockets are found on the bottom side of the leaves. The bottom side of
these leaves is highly hydrophobic and quite curved. The curvature of the leaves is shaped such that it
creates ridges along the leaves in which air is trapped when the plant is submerged. The primary goal
of the analysis was to make a 3-dimensional in-situ visualisation of the plant and its air pockets when
submerged in water.

6.1.2 Experimental setup

The TOMCAT beamline at SLS receives its photons from a bending magnet. It has a double crystal mul-
tilayer monochromator which for these measurements was set to select an energy of 12 keV. Multilayer
monochromators typically give energy bandwidths of a couple of percent, which is fine for imaging pur-
poses, and gives a much higher flux and, as a result of the higher flux, a shorter measurement time than
what would have been achieved with the typical 10−4 energy bandwidths of single crystal monochroma-
tors. The detector resolution was 2048x2048, and the visible light opstics behind the scinitillator screen
of the detector system included a 20X magnification resulting in an effective pixel size of 0.375 µm.

6.1.3 Reconstruction

The SLS software provided us with both the unprocessed detector readouts, and corresponding tomo-
gram reconstructions. These reconstructions were traditional absorption-only reconstructions, using a
Parzen-filter (also known as a de la Vallée Poussin filter) [10]. The reconstructions showed quite heavy
refraction artefacts (see Figure 6.1), which made a good segmentation difficult, because the refraction
edges shadowed out the details of the leaf and air pocket interfaces.

To get rid of the refraction artefacts, we attempted to take refraction effects into account during
the reconstruction by applying equation (3.13). Since the leaf was submerged in water, and the main
constituent of plant cells is water, we assumed a δ/β ratio corresponding to that of water. When first
testing the refraction correction algorithm it became clear that in addition to this we needed what was
essentially a “locality correction”: In order for the inverse Radon transform in equation (3.46) to work,
the mapped (absorption)-field must be go to zero at the tomogram edges, i.e. the entire sample should be
contained in the tomogram. This criterion was not met in our case, since during measurements, the leaf
was contained in a water filled plastic tube with a diameter of approximately 6 mm. With a detector pixel
size of 0.375 µm, we had a 0.77 mm field of view, far less than the width of the sample container, making
the tomography local. The locality results in what can be considered a low order additive background
contribution to the projection images. Essentially the background is just a projection of the cylindrical
container added to the leaf signal. In the radon transform, the tomogram is assumed to go to zero at
the edges of the tomogram, so the locality will give rise to low order errors as well as high frequency
oscillations at the tomogram edge. Furthermore, when a paganin filter is applied, the locality error is
wrapped across the image edges if no zero padding is applied (e.g. if there is a discontinuity going from
the left side of a projection image to the right, this discontinuity will be smeared out, distorting the edges
of the projection). This edge wrapping will affect the reconstruction, leading to further low order errors
in the tomogram, complicating a meaningfull analysis. The simplest and most genereal correction for this
error would be to fit some low order polynomial to the projection edge values. This fit would then act as
a background model, which could be subtracted from the projection image. But since the background in
our case was so well-defined, I chose to apply a more specific model. In order to compensate for locality
effects, a cylindrical background model was fitted to the full projections. Since the absorption from the
cylinder was by far the dominating contribution to the total absorption signal, the cylinder model was
simply fitted to the full absorption signal, ignoring the leaf’s contribution.
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Figure 6.1: Corresponding slices through an absorption-only tomogram (left slice) and a refraction cor-
rected tomogram (right slice). The darker areas correspond to air pockets. The lighter areas in the top
are plant cells, and the grey area in the bottom is surrounding water. The cllular walls are visible, espe-
cially in the absorption-only tommogram. Refraction artefacts in the form of edge-enhacement are quite
pronounced in the absorption-only tomogram, especially at air pocket edges.

6.1.4 Data analysis and results

Segmentation was basically performed as a simple threshold algorithm, except for a few logical and
morphological postprocessing steps. The following data analysis derived a number of more or less trivial
parameters for the internal and external air distribution. A distinction was made between internal and
external air, and relative fractions of the two were compared at different positions along the leaf. Mean
and maximal gas film thicknesses were also derived, and compared between the different leaf segments.
Some of the derived parameters had been estimad before using other techniques such as visible light
microscopy, others had never been measured before. The found values for the previously estimated
parameters were in agreement with most literature values, and thus worked to confirm the validity of
our results.

6.2 Introduction to publication A.4

Virtual histology uncertainty in Synchrotron x-ray micro-Computed Tomography evalua-
tion

My contribution to the work

The scannings at ESRF were performed before we decided on this study. After having seen the to-
mograms, and the results of the analysis presented in papers A.4 and A.5 we decided to perform this
investigation. The analysis methods were discussed between all three authors, but the actual analysis was
performed by me. I also produced all the figures. Else was the primary author of most of the text, though
I also contributed extensively.

Note that at the time of writing this article has gone through first review and a revised manuscript has
been submitted, but the article has not yet been accepted for publication. Publication A.4 represents one
of the three articles resulting from my collaboration with researchers within the field of dental surgery,
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most notably Else Pinholt. Like the two other dental implant-related articles I contributed to, this article
studies the integration of dental implants in the native bone of the jaw and maxilla (i.e. the lower and
upper bones of the mouth, where the teeth have their roots). In this article we focused on examining
the advantage of using a 3D sampling such as in x-ray tomography, instead of a 2D sampling technique
such as microscopic histology, which is traditionaly used for evaluating dental implant integration.

6.2.1 scientific motivation

Figure 6.2: Horizontal slice through one of the samples. The diameter of the image disc is 10.3 mm.
The implant is the white part in the middle, and the bone is the lighter gray surrounding the implant.
The darker gray areas are the cavities. The red line illustrates one possible histology cross section.

The traditional evaluation method for studying the integration of dental implants in bone is by mi-
croscopy of histological cross sections [6]. This method has the disadvantage that it is both 2-dimensional
and destructive; the sample is cut or grounded to expose an internal cross-section through the implant.
The exposed cross-section can then be investigated by traditional visible-light microscopy. Typically, the
sample is coloured using different colouring agents sensitive to different tissues in the sample. In this way
it is possible to get very accurate images of the distribution of some particular tissue. Unfortunately,
once the sample has been cut and ground, we cannot go back and choose another cross section for our
analysis. If we examine the bone surrounding the implant in Figure 6.2 closely, we can see that in some
areas the bone follows the implant closely, but in other areas, there is quite a big gap between the two.
If we had only investigated one cross section, we might have ended might either a very narrow or a very
wide gap. In either way, we would not be able to tell whether our result was a good representation of
the full implant surface. The tomogram allows us to construct many different virtual histology cross
sections, and for each of them we can derive relevant parameters. If we then compare these parameters
across different cross sections, we can get an idea how much the histology results can be expected to
deviate depending on choice of cross section.

6.2.2 Experimental setup

The measurements were done at the ID19 beamline at the European Synchrotron Radiation Facility
(ESRF). ID19 receives its photons from one of five different insertion devices (four undulators and a
wiggler). ESRF is a 6 GeV storage ring. Such a high electron energy allows the beamline to produce
quite high energy radiation. For these experiments, we used a 67 keV peak energy and a multilayer
double monochromator. The samples were prepared by surgically placing implants in a goat mandible
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for 20 weeks. The implants were placed in different environments; some were simply just screwed into
the jaw bone, some were partially covered with autologous bone (i.e. bone taken from the hip bone of the
same goat). Half the autologous bone implants were also covered by a membrane to keep the autologous
bone in place. 20 weeks after implementation, the goats were sacrificed; and the samples were harvested,
cleaned and embedded in acryllic material.

6.2.3 Results

Unless there is no variation across different choices of cross sections, a full 3D analysis will always give a
better representation of the data than a single 2D cross section. The question then is how much better
the 3D analysis will be than the 2D analysis. This will depend on how much the samples vary as a
function of cross section choice. We examined this difference by studing the variations in bone fraction.
For the 6 samples with uncovered implants, the mean bone fraction was 50.9%. When comparing the six
full volume results the standard deviation was 7.6%. For the virtual histology cross sections the standard
deviation was 14.9%. For the implants covered with autologous bone, but with no membrane the mean
bone fraction was 56.1%. The standard deviations for the full volume results and the histology results
respectively were 10.6% and 14.4%. Assuming these numbers to be constant, we investigated how many
samples would be necessary to produce statistically significant differences between the two sample types.
We assumed the results to be normal distributed with different variances for the two sample types. To
determine whether two such sample sets are significantly different, a Welch t-test is used. The p-values
as a function of number of samples is plotted in Figure 6.3.

Figure 6.3: Expected p-values for Welch’s t-test, based on the means and the unbiased variance estimates
from the analysis of our six samples. Analysing a given sample set using either 2D histology or 3D CT,
the 3-dimensinal CT analysis gives less variance than the 2D histology. For a fixed number of samples,
the lower variance of the CT analysis produces increased p-values, and a 95 % confidence will be reached
with 32 samples. For histology analysis, it must be expected that 48 samples would be necessary to reach
95 % confidence.

For a 95% confidence interval, we need 32 full volume analyses or 48 histological analyses, i.e. we
will need 16 extra samples if we only perform the analysis in 2D.

6.3 Introduction to publication A.5

Application of high resolution synchrotron micro-CT radiation in dental implant osseoin-
tegration
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My contribution to the work

I did not contribute to the measurements at ESRF, on which this project was based, but I performed
all the tomogram analysis, after discussing the methods with Camilla, Tore, Robert and Else. I also pro-
duced the tomogram-related figures. I contributed to some of the tomography-relevant parts of the article
text.

This and the following publication are both based on the same dataset as the one investigated in the
article described in the previous section. In this study we looked at the volumetric bone fraction as a
function of distance from the implants. The study found a much lower bone fraction close to the implant
than what the litterature traditionally suggests. We found bone fractions as low as 3-4 % right at the
interface, where some studies find bone-to-implant contact ratios as high as 60-80%. This difference
could be explained by segmentation errors induced by the refraction-induced edge-enhancement: The
interface between the low-density bone/cavity segment and the comparatively very dense Titanium
implant presents quite a strong electron-density gradient, and thus must be expected to give rise to
refraction artefacts, see section 3.1.4. But the refraction effect can hardly explain the dip in bone fraction
beginning typically extending all the way to a distance of 200 µm. By examining the tomograms visually
(see Figure 6.3 for an example slice), I also see no suspicious features. Furthermore, there obviously
is an increased occurency of cavities close to the implant. Actually these cavities seem to almost fully
enclose the implant at short distances. This tendency might be slightly visible if Figure 6.3 is inspected
closely. So, my conclusion is that the bone fraction certainly seems to be much lower near the implant,
though the contact value of 4% might be to low due to edge-enhancement artefects. To my knowledge,
this effect has not been described previously. As mentioned in the article, this previously undescribed
effect might be a result of the design of this particular study.

6.4 Introduction to publication A.6

Synchrotron radiation µCT and histology evaluation of bone-to-implant contact

My contribution to the work

For this project, my contribution to the analysis was solely on a discussion level. I also contributed
some to the article text.

Again, the same dataset was used as in the previous two publications. Motivated by the findings
in article A.5, the focus in this study was on the comparison between traditional 2D histology and 3D
tomography. Since the tomography analysis in article A.5 produced results that were very different
from what is traditionally found using 2D histology we wanted to compare the two methods directly
by analysing the same samples using both methods. The study also sought to investigate and compare
the quality of the implant integration for different sample types. Unfortunately, the study found quite a
week correlation between the two analysis methods (r=0.34 for one area of the implants and r=0.39 for
the other). One explanation for the weak correlation is the sampling effect; the histology method only
investigated a cross section of the sample, whereas the tomography investigated the full volume. We
would be very lucky if these cross sections all were perfectly representative of the full volumes. So the
sampling effect alone must be expected to result in a lowered correlation even if the measurements were
perfectly noise free. The problem of the limited sampling in 2D histology was the subject of the latest
study of this dataset described in publication A.5. A further factor that must be taken into account is
that the tomogram analysis for these particular samples used a 4-binned version of the data, i.e. the
voxel size was 20 µm rather than the original 5 µm.

6.5 Introduction to publication A.7

Injection of high dose botulinum-toxin A leads to impaired skeletal muscle function and
damage of the fibrilar and non-fibrilar structures
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My contribution to the work

I participated in the discussions about design of this study as well as the measurements. But for the
analysis my contribution was solely on a discussion level. I also contributed some to the article text.

During our work related to this study I learned, to my surprise, that Botulinum-toxin A, commonly
known as Botox, is one of the strongest toxins known. It is apparently so toxic that a working group on
civilian biodefense has published an article describing the possible threat from using it as a biological
weapon [29]. With a lethal dose of around a few nanogram per kilogram of bodyweight (i.e. a single
gram could kill the entire population of Denmark) you might wonder how such a compound has ever
been approved for medical use. And furthermore, the fact that this compund is even used for purely
cosmetical purposes was quite thought provoking, at least to me. The reason for the approval of the use
of botox in medical treatments is that it offers relief to patients suffering from sometimes very impairing,
and otherwise untreatable, illnesses, such as cerebral palsy, migraine and depression. However, the relief
offered by botox treatment might come at a high price, as we showed in this study, where 60 picograms
(i.e. 60 · 10−12g) were injected to onje of the the triceps surae (the calf mucle of the lower leg) of a
number of rats. Only one leg was injected with botox, the other functioned as a control. 21 days after
the injections, the rats were sacrificed and their triceps surae were harvested.

6.5.1 Experiment and results

We went to the TOMCAT beamline to perform the absorption tomography measurements. The to-
mograms allowed us to distinguish the higher density fibrillar tissue (i.e. the mucle fibers) from the
non-fibrillar tissue (i.e. veins, fat, and other tissue). A strong and healthy muscle is characterized by
a higher fraction of fibrillar tissue. The botox-injected legs showed a significantly reduced fraction of
fibrous tissue and a correspondingly increased fraction of non-fibrous tissue. Furthermore, the weight
of the botox-injected muscles was reduced by 45%. To measure the anisotropy of the muscles, a star
length distribution [28] was mapped for a small subvolume of each tomogram. A start length distribution
simply records how long you can move in a given direction before you hit an interface, in this case an
interface between fibrous and non-fibrous tissue. These lengths are than recorded for a lot of different
directions and a lot of different random points (or simply all voxel points in a given volume). From
the star length distributions a number of parameters can be derived [20]. One of them is the isotropy
index [14], which basically just fits an ellipsoid to the star length distribution and divides the length of
the ellipsoid’s minor axis with the legth of its major axis. This results in a number between 0 and 1,
with 0 representing an infinitely long rod and 1 representing a perfect sphere. The isotropy index is a
relevant measure of muscle tissue quality, since, as mentioned above, strong and healthy muscle tissue
is dominated by r̈od-likem̈ucle fibers. So we would expect healthy mucle tissue to score lower in the
isotropy index than unhealthy mucle tissue. The botox-injected muscles showed a significantly increased
isotropy index, indicating that these mucles had been negatively affected by the botox injection.
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Chapter 7

Conclusion

In this thesis I have suggested two algorithms for improving the image formation from grating interfer-
ometer data. One is directly concerned with the fundamental derivation of the oscillation parameters
that give rise to the three distinct grating interferometer signals. By replacing the traditional Fourier
transform with a sine fit, the restrictions on the data acquisition are relaxed a bit, and the derived model
is shown to be a better representation of the data. The other algorithm deals with the problem of the
angular dependence of the dark-field signal. Since traditional reconstruction algorithms rely upon an
assumption of the sample as a scalar field independent of propagation angle, this angular dependence
renders these algorithms invalid. I have shown that it is possible to derive a better tomogram by shedding
the scalar field-assumption, and countering the resulting underdetermination of the reconstruction prob-
lem by heavy regularisations. I have also tested two practical applications of the dark-field signal, where
the unique structural origin of this contrast modality might be of use. In the first application, I have
shown that we can use the sub-resolution structure dependence of the dark-field signal to image cracks
in a solid material at a scale below the spatial resolution of the tomogram. In the other application, I
introduced a slight modification to the grating interferometer tomography setup by shifting the rotation
axis, to become aligned with the stepping direction of the grating. This shift of rotation axis removes the
dark-field signal at all projection angles from fibers oriented along the stepping direction, leaving only
a signal from any fibers not oriented along this direction. Finally, through my external collaborations,
I have demonstrated the usefulness of synchrotron based absorption tomography in a number of fields.
I have shown that synchrotron tomography allows us to visualize and quantify the very thin gas films
at the leaves of certain periodically water-submerged plants in-situ. Within the field of dental implant
integration evaluation, I have contributed to a couple of studies, most notably a study evaluating the
effect of the decreased statistical uncertainty that is achieved when traditional 2-dimensional evaluation
methods are replaced by high-resolution tomography.
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Chapter 8

Outlook

As you have seen from the previous chapters, I believe that absorption is generally the preferable contrast
modality in full-field x-ray imaging, and I expect absorption to remain the most widespread contrast
modality in the imediate future, though I also expect that we will see both single-shot grating methods
and raster scanning techniques being used for samples requiring either special contrast modalities or very
high spatial resolution. If prices continue to go down, I also expect that directly converting detectors
could be introduced in many lab-scale CT systems, which would offer improved contrast through reduced
statistical noise and beam hardening artefacts. But most likely the biggest challenge as well as the biggest
potential scientific gain lies in improving the data analysis. Already today, surveys show that by far the
most time consuming part of the total work hours spent on a scientific project regarding a tomographic
investigation at a synchrotron are spent on the data analysis. And unless the processes are somehow
standardized and made more efficient, the time required for performing the data analysis will most likely
only increase in the future, due to the increases in the size of datasets and the number of samples. A final
point I have not touched upon is the possibility for the introduction of greatly improved lab scale x-ray
sources. At this point, the most probable breakthrough of a radically new technology in this field seems
to be the compact light source [27, 30]. The possibilities within this field have been investigated for some
years without a decisive breakthrough, but the perspectives are very big if the efforts are successful. In
the best case, this technology could essentially offer a lab-sized synchrotron source. The brilliance of
such a source would of course be much lower than what full-scale synchrotrons can offer, but it could still
be orders of magnitude higher than what traditional anode sources can offer. I’m aware of at least two
projects currently working experimentally with a compact light source system, one at a private company
in California, USA and one at the Technincal University of Munich, Germany.

8.1 Lab tomography

One simple improvement of the typical commercial lab-based CT-scanner would be the exchange of the
scintillator-based detector for a directly converting type. These detectors inherently come with some
degree of energy-tunability in the form of at least one energy-threshold. Photons with energies below the
selected threshold will not be included in the detector counts. Running several scans at different energy-
thresholds would allow the user to measure photon flux for several different energy-intervals. The energy
dispersivity will reduce the problem of beam-hardening artefacts that can severely distort the gray values
of lab-source tomograms. This will be especially valuable for tomograms of samples spanning a wide
spectrum of atomic numbers. In such tomograms, the beam-hardening artefacts between high-Z or high-
density regions will tend to dominate the low-Z or low-density regions in between them, shadowing out
the features of the low-Z (/-density) areas. Thus, the exchange of the scintillator detector for a directly
converting one will significantly improve the imaging capabilities of such scanners. It is also feasible that
some of the single-shot phase and dark-field methods could be implemented in mass produced laboratory
CT-scanners, although I don’t expect these methods to become the norm; their possible application will
probably be limited to special cases where absorption contrast doesn’t suffice. One such case could be the
mapping of a sample with sub-resolution structural features not detectable in absorption tomography.
For such a case dark-field tomography could prove useful. An exciting project that should be mentioned
here is the Modular Dark Field Detector project hosted at Teknologisk Institut, Høje Taastrup, Denmark,
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where an industry-ready dark field detector is being produced. The detector is being designed to function
in an industrial production line environment, which is far from having the high stabilities we are used to
in the labs.

8.2 Synchrotron tomography

Though synchrotron radiation, due to its high coherence and possible monochromaticity, offers the possi-
bility of various elaborate phase-contrast techniques, these techniques are rarely applied. In most cases,
simple absorption contrast tomography suffices to map the structural features of the sample, making the
cumbersome and time-consuming phase-contrast techniques irrelevant. In most cases, the high brilliance
offered at a synchrotron beamline is best utilized by reducing measurement times (i.e. increasing sam-
ple throughput) and increasing spatial resolution (i.e. decreasing pixel size) of an absorption contrast
measurement. I don’t expect voxel resolutions at synchrotrons to increase rapidly in the future. The
beamlines of today typically use detectors with a resolution between 2000 and 3000 pixels, and going
much higher puts some high demands on computation and storage ressources. E.g. a typical tomo-
gram of 2048x2048x2048 voxels (i.e. a 2k cubed tomogram) using a 32-bit float datatype requires 32
GB of storage space. If we increase the resolution to 4k cubed, the tomogram will require 256 GB of
storage space. The storage itself of such a tomogram (or a series of tomograms, often several dozens of
tomograms are obtained at a single beamtime) would probably not be our biggest challenge. The very
large tomogram size would put huge demands on any computing ressource performing calculations on
it. Most calculations become orders of magnitude slower if we are not able to hold the entire tomogram
(and possibly several versions or transforms of it) in memory, meaning that we now need a computing
ressource with at the very least half a TB of memory. Along with the large memory we will need a very
powerful array of CPUs or GPUs to perform calculations. All of this trouble will only yield an increase
in resolution of a factor of two, and for most cases will probably not be worth the effort. Instead, our
efforts are probably best spent on tackling the challenges of high-throughput tomography. Automatiza-
tion of sample exchanges has already been implemented in some preliminary form on some beamlines,
but it still isn’t the norm and there is still much throughput to be gained by making automatic sample
exchange a standard. This potential for improvement increases as the measurement times go down due
to the increasing brilliance at beamlines. E.g on a typical beamtime the measurement time for a single
tomogram could be ten minutes. But the time it takes to close the shutter, walk into the experiment
hutch, exchange samples, perform the hutch search and open the shutter easily takes several minutes
as well. In addition to this comes the time it takes to align the new sample, typically several minutes.
Because of all these tasks relating to the sample exchange, we often end up spending less than half
the beamtime actually doing measurements. Last, but not least, the very high resoluion of the raster
scanning techniques become increasingly attractive as measurement times go down due to the increasing
brilliance, and I imagine that we will see an increase in the number of publications using ptychography
and similar methods in the future. The combination of traditional full-field imaging with ptychography
offers interesting multiscale mapping that will probably also produce interesting results.

8.3 Data analysis challenges

I have included the small subsection your are now reading to elaborate on the solutions I see to the chal-
lenges regarding data amounts mentioned in section 8.2. The large data sizes and number of tomograms
pose challenges to both the hardware and the analysis running on the hardware. I will focus here on
the analysis. Today, tomogram analysis is largely ad hoc; segmentation methods and their variables are
typically chosen based on a combination of experience, currently available methods and visual evalua-
tion of their results. Likewise, the quantification parameters derived from the segmented tomogram are
largely up to the individual authors, without any agreed standards within the individual scientific fields.
It is obvious that for the sake of result comparison and reproducibility, it is higly preferable to have
some standardization of the analysis methods. The lack of such methods can probably to a large degree
be explained by the relatively recent introduction of x-ray tomography in many fields. By time, some
methods will probably be generally accepted as the de facto standards within different fields. But there
is nothing wrong with us x-ray scientists speeding up this process by encouraging this standardization
both within individual fields and across different fields that share themes in their analysis. Especially
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the last point of standardization across sample types offers great potential for improving data analysis
efficiency. And, notably, this standardization must, at least partly, be up to us as x-ray scientists, since
we can not expect the experts within individual sample types to have the necessary overview and expe-
rience to decide on the optimal analysis strategies across very general investigation fields. Along with
this standardization comes the potential for automatization.
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Appendix A

Main publications

This appendix contains the publications that represent the bulk of my work during my PhD-study. I
have first-authored all of them except one. I have been the sole contributor to the actual analysis of
x-ray imaging data in all of them (i.e. I have written the Matlab/Python code), but I have of course been
guided by all the people around me in deciding the course of analysis. Four of the listed seven articles
are published, and the remaining three are submitted at the time of writing. I have also contributed to a
few other articles than the ones mentioned in this chapter. These secondary articles are listed in chapter
B.
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Abstract We present a new method for detecting frac-

tures in solid materials below the resolution given by the

detector pixel size by using grating-based X-ray interfer-

ometry. The technique is particularly useful for detecting

sub-pixel cracks in large samples where the size of the

sample is preventing high-resolution lCT studies of the

entire sample. The X-ray grating interferometer produces

three distinct modality signals: absorption, phase and dark

field. The method utilizes the unique scattering features of

the dark-field signal. We have used tomograms recon-

structed from each of the three signals to detect cracks in a

model sample consisting of stearin.

1 Introduction

Computer aided X-ray tomography (also called CT scan-

ning) is a powerful technique for revealing the three-di-

mensional structure of materials and is used in a

widespread range of technical applications [1–4]. However,

the lateral resolution of the reconstructed images is limited

by the pixel size of the X-ray detector, typically 50 microns

or more. CT systems offering smaller pixel sizes exist, but

a smaller pixel size results in a correspondingly smaller

field of view. Thus, the desire to scan large objects (on the

order of several cm) leads to large pixel sizes, limiting the

sensitivity of CT scanning to detect failures like cracks in

materials or delaminations in the junction between two

materials. Having a technique that could detect such fail-

ures at a very small scale while retaining a large field of

view would give new possibilities, e.g. for improving the

lifetime of functional materials.

Grating-based interferometry offers this possibility [5–

9]. In normal CT scanning, the X-ray absorption signal is

used to reconstruct the three-dimensional structure of the

sample using variations in the materials’ X-ray absorption

coefficients as contrast mechanism. In grating-based

interferometry, two more signals can be obtained: the dif-

ferential phase contrast and the dark-field signal [10, 11].

The differential phase contrast is measured indirectly by

detecting small distortions in an interference pattern that is

produced by an X-ray grating placed in the beam path [12–

16]. This contrast modality can further be used to quantify

the electron density distribution of the material [17–19].

The dark-field signal is a measure of the visibility of this

interference pattern. If a strongly scattering sample is

placed behind the grating, the visibility of the interference

pattern is reduced, which can be used to obtain information

about variations in the microstructure of the sample [5–9,

20, 21]. Hence, it is sensitive to sub-pixel phase structures,

such as air bubbles in metal which give rise to scattering

[8]. The degree of decoherence introduced by a given small

volume is generally anisotropic. A sub-pixel crack will

scatter the X-ray beam at certain orientations and produce a

different dark-field signal, depending on whether the X-ray

beam passes along the crack orientation or perpendicular to

it. This anisotropy is opposite to the absorption signal,

which is isotropic for homogenous volumes. The isotropy

of the absorption signal is a prerequisite of the filtered

back-projection algorithm used for the reconstruction of

absorption tomograms. In this paper, we have neglected the
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anisotropy of the dark-field signal and performed a filtered

back-projection of the dark-field signal. This approach has

been shown to lead to meaningful dark-field tomograms in

earlier studies [6–8]. It has been shown [22] that it is

possible to reconstruct an orientation tensor map of the

dark-field signal, but the method is time-consuming. Here,

we demonstrate that the filtered back-projection dark-field

tomogram reveals sub-pixel cracks much more efficiently

than the absorption signal and, hence, justifies its applica-

tion in technical areas.

2 Experimental

2.1 Sample

As a model sample, we have chosen stearin, which is easy

to handle and makes many cracks upon rapid cooling. The

stearic acid (C18H36O2) was heated to 70 �C (melting

point is 69.6 �C). Molten stearic acid was poured in an

aluminium container placed in a liquid nitrogen bath

(boiling temperature is 196 �C). The rapid freezing causes

the stearin to form cracks as it deforms under the tension

created by the molecular rearrangements at low tempera-

tures [23–25]. The resulting piece of stearic acid (size

*2 9 2 9 4 cm3) was scanned in the X-ray grating

interferometer. During measurements, the sample was held

in a cylindrical plastic container.

2.2 Set-up

The X-ray grating interferometer laboratory set-up consists

of three gratings (G0, G1 and G2), an X-ray source and a

detector (see Fig. 1).

The first grating, G0, is placed close to the source and

represents an array of slits, which increases the beam

coherence. The second grating, G1, is a phase grating that

creates an interference pattern downstream by inducing a

periodically varying phase shift to the X-rays. The resulting

intensity modulations can be resolved by another absorp-

tion grating, G2, which is installed in front of the detector.

It is of the same period as the interference pattern and

translated perpendicular to the beam, while several images

are acquired. During this phase-stepping process, a sinu-

soidal intensity oscillation is recorded in each detector

pixel and small shifts in the interference pattern arising

from refraction effects in the sample can be mapped. A

detailed description of the principle of X-ray grating

interferometry at laboratory X-ray sources is given by [26].

A rotating molybdenum anode X-ray tube with an

acceleration voltage of 40 kV and a current of 70 mA was

used in the measurements. A photon-counting Pilatus II

(Dectris, Switzerland) with a pixel size of 172 9 172 lm2

was employed as detector. The gratings were fabricated by

the Karlsruhe Institute of Technology and Microworks

GmbH (Karlsruhe, Germany) and are described in Table 1.

The set-up distances are listed in Table 2.

2.3 Scan procedure

Each phase scan consisted of 12 detector exposures, each

exposure lasting 3 s. For each exposure, the phase grating

was stepped one-eleventh of the grating period, making the

first and last exposure identical. Fifty flat-field phase scans

were performed before the sample scans and another 50

Fig. 1 Experimental set-up. X-ray photons enter through the source

grating G0, pass the phase grating G1 and the sample before exiting

through the absorption grating G2 and hit the detector screen. Grating

periods are not to scale, and the figure disregards magnification and

intensity loss in the interference pattern due to incoherence. The

translation direction for the phase scanning motion of G2 is marked

by an arrow

Table 1 Descriptions of the three gratings used

Gratings G0 G1 G2

Period 5.4 lm 5.4 lm 5.4 lm

Material Au Ni Au

Table 2 Set-up distances

G0–G1 G1–G2 Sample mount G2 G2 detector

80 cm 80 cm 16 cm 8 cm
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after the sample scans. The sample was scanned in 501

phase scans, covering 360� of sample rotation.

2.4 Theory

2.4.1 Reconstruction

To reconstruct the dark-field signal of the stearin sample,

we have assumed a Gaussian angular distribution of the

beam. The sample is considered as a distribution of a

divergence-introducing coefficient e, named the linear

diffusion coefficient, giving rise to a Gaussianly distributed

increase in beam divergence [10]. For X-rays passing

through a certain distance of the sample, the resulting

angular beam distribution will be a convolution of the

initial distribution and the distribution introduced by the

linear diffusion coefficient e [10]. Since both distributions

are assumed to be Gaussian, the convolution product will

be another Gaussian with a divergence given by an integral

along the beam path z:

r2 ¼ r20 þ
Z

ε zð Þdz ð1Þ

In the ideal case of no beam divergence, the phase step

scan function of the grating interferometer will be a tri-

angle function. But in the presence of beam divergence,

this triangular function should be convoluted with the

angular beam distribution, which we have assumed to be

Gaussian. The convolution of a triangle function and a

Gaussian distribution is:

I xð Þ
I0

¼ 1þ 8

p2
e�p22 r=pð Þ2 cos

2p
p
x

� �
þ � � � ð2Þ

where I0 is the average beam intensity across the phase step

scan, and x is the grating position in the scanning direction.

Thenext term in the sum is the third-order term,which ismuch

smaller than the first-order term, and is hence disregarded, as

are all higher-order terms. The amplitude of the cosine

oscillation in Eq. (2) is called the visibility. As can be seen

from Eq. (2), it falls of with increased beam decoherence (r).
To quantify the decoherence-induced visibility loss, the dark-

field signal is defined as the relative visibility (using a phase

step scan with no sample, i.e. a flat field, as reference). Using

this dark field definition and Eq. (2), we get:

DF ¼ Vsample

Vflat

¼ e�p22 rsample=pð Þ2

e�p22 rflat=pð Þ2

¼ e�p22 rsample�rflatð Þ=pð Þ2

ð3Þ

This result is analogous to the absorption signal, and

hence, the filtered back-projection procedure used for

retrieving the absorption coefficient distribution can also be

used to find the linear diffusion coefficient distribution.

The reconstruction was performed with an inverse radon

transform and a Hamming filter. Figure 2 illustrates two

reconstructions of the same slice, mapping the absorption

coefficient and the linear diffusion coefficient, respectively.

2.4.2 Detecting cracks

It is clear from both slices in Fig. 2 that structures have

formed within the stearin sample. From the absorption

slice, we can see that these structures have lower

Fig. 2 Reconstructions of a 2D slice. Left: absorption signal, right: dark-field signal. The circular object surrounding the stearin sample is the

sample container. The resolution is (among other factors) limited by the pixel size of the detector, which is 172 lm
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absorption coefficients than the surrounding stearin, and in

some cases, the coefficient is as low as in the air sur-

rounding the stearin. This indicates that the structures we

see in the absorption slice are indeed cracks. Absorption

coefficient values in an absorption reconstruction can be

considered volume averages. As a consequence, sub-pixel

variations in the absorption coefficient are not resolved in

the reconstruction. Instead the reconstruction gives the

average absorption coefficient over the particular pixel

volumes. This means that small cracks only taking up a

fraction of the pixel volume will only reduce the signal by

a corresponding fraction. This explains the very different

absorption coefficients seen in the cracks in the absorption

slice. Some cracks are so wide that they span entire pixels

and give the absorption coefficient of the pixels the same

value as the surrounding air. Other cracks are so narrow

that the absorption coefficient reduction is so small that it is

not detectable. Detecting cracks by absorption lCT of the

entire sample would be a formidably time-consuming task

and would lead to impractically large data sets that cannot

be handled efficiently by today’s computers.

By comparing the dark-field slice with the absorption

slice, we can see that there is a large overlap between the

crack structure in the absorption slice and the structures in

the dark-field image. It is also clear that the diffusion

coefficient intensities of these cracks are not proportional

to the absorption coefficient reductions in the correspond-

ing pixels in the absorption slice: some cracks that are

barely visible in the absorption slice are clearly visible in

the dark-field slice. For some cracks, this tendency is so

strong that these cracks are not visible in the absorption

slice at all, but clearly visible in the dark-field slice. Other

cracks are clearly visible in the absorption image, but

barely visible in the dark-field image. These cracks typi-

cally have a width spanning a pixel length or more. Such

wide cracks will have a very low absorption coefficient in

the centre (i.e. the absorption coefficient of air), but pro-

duce no dark-field signal in terms of decoherence of the

X-ray beam from the scattering.

2.4.3 Origin of the dark-field signal

Our interpretation is that the dark-field signal created by

the cracks originates from a scattering from edges (in-

cluding surface roughness) at the sub-pixel length scale at

the crack/stearin interface [8, 9] and hence gives rise to a

loss of coherence.

It is obvious from Fig. 3 that the degree of decoherence

introduced by scattering from a crack is anisotropic. If the

sample is rotated 90� (corresponding to the X-ray beam

being horizontal in Fig. 3), only some of the photons will

cross the stearin/air interface. This means that the majority

of the X-ray beam will not experience a coherence loss,

and the dark-field signal induced by the pixels at this

sample orientation will probably be lower than in the ori-

entation depicted in Fig. 3. This is the anisotropy we have

disregarded by using a traditional radon transform in the

reconstruction of the dark-field slice. Generally, the cracks

Fig. 3 Illustration of our sub-pixel surface roughness model.

According to this model, surface roughness at the crack/stearin

interface creates scattering in the beam direction. Pixel a has a narrow
crack and will have an absorption coefficient close to that of stearin.

Pixel b has a wide crack, which will lower its absorption coefficient

more than for pixel a. Though the cracks have different widths, their

surface roughness in the figure is assumed to be the same. This means

that the roughness-induced scattering in the beam is the same for the

two pixels (illustrated by the arrows). Thus, the coherence loss will be

the same for the two pixels, and the dark-field signal will hence also

be the same. In the study at hand, the effective pixel size was 147 lm
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have no preferred orientation, and furthermore, all larger

cracks seem to have smaller perpendicular cracks running

away from them. This complex structure of cracks with

many different directions, even on a small length scale,

suggests that the assumption of anisotropy is approximately

valid.

2.5 Calculations

2.5.1 Masking

To detect the cracks in the reconstructed slices, we first

have to determine the outer edge of the stearin sample (i.e.

the mask). This was done by applying a threshold seg-

mentation to the absorption slice. Pixels having an

absorption coefficient above a certain value were seg-

mented as ones, the rest as zeroes. A dilation operation

was then performed to connect all stearin components.

Finally, the plastic tube pixels were removed manually.

This gave a binary mask defining the outer extent of the

stearin sample.

2.5.2 Crack segmentation

Having determined the outer edge of the stearin sample, we

now segment the cracks by applying a threshold filter to

either the absorption slice or the dark-field slice. Pixels

having an absorption coefficient below a certain value or a

linear diffusion coefficient above a certain value were

segmented as cracks if they lay within the stearin mask. To

determine the relevant threshold values, we investigated

the histograms of the pixel value distributions within the

masked volume.

A simple threshold segmentation was applied to each of

the two tomograms (dark field and absorption) to identify the

crack pixels. The thresholds were chosen based on the level

of skewness of the histogram distributions of the masked

pixels (the blue lines in Fig. 4). To determine a segmentation

threshold value, we made two assumptions: the first

assumption was that the narrow side of each histogram only

contained values from pixels with insignificant levels of

crack formation. The other assumption was that the experi-

mental uncertainty leads to Gaussian distributed values for a

homogeneous sample. Based on these assumptions, we could

fit a Gaussian distribution to the narrow side of each his-

togram (the red lines in Fig. 4). From the Gaussian distri-

butions and the total histograms, the crack pixel histograms

could be estimated (yellow lines in Fig. 4), and from the

estimated crack pixel histograms, the number of crack pixels

could be found as the integrated area under the curves. The

threshold values were now chosen so that they led to the

estimated number of crack pixels.

3 Results

The segmentations led to the number of detected crack

voxels shown in Table 3.

As can be seen from the numbers in Table 3, there is a

big overlap between the segmentations of each of the two

tomograms. Of all the absorption-segmented pixels, 83 %

are also found in the dark-field segmentation (Table 4). A

2D histogram of the distribution of absorption and dark-

field values within the sample is shown in Fig. 5.

From the histogram in Fig. 5 and the numbers in

Table 3, it is clear that the dark-field segmentation contains

Fig. 4 Histograms of the pixel value distributions within the masked

volume (left: absorption histograms, right: dark-field histograms). The

blue line is the actual pixel value histogram. The red line is the fitted

Gaussian distribution, and the yellow line is the residual histogram

(the difference between the actual histogram and the Gaussian

model.)
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a lot of voxels with relatively high absorption coefficient

values. These voxels can be interpreted as narrow-gapped

cracks with a width too small to be recognizable in the

absorption tomogram. This interpretation seems to be in

agreement with the impression from Fig. 6, where the

bigger central cracks are generally detected by both seg-

mentations, but the smaller more peripheral cracks are only

detected in the dark-field segmentation. These smaller

dark-field-detected cracks tend to lie in connection with the

absorption-detected ones, indicating that they are probably

just narrower continuations of the broader absorption-de-

tected parts of the same crack lines. This interpretation is

further supported by the numbers in Table 4, which show

that the dark-field-detected cracks are generally more

interconnected than their absorption-detected counterparts.

The cracks in all tomograms are highly connected, as

can be seen from Table 4. For the dark-field tomogram,

98.7 % of the segmented crack pixels are within the same

connected component. The corresponding number for the

absorption tomogram is 96.6 %. Each voxel has 6 faces,

each of which has one neighbouring voxel. These neigh-

bouring voxels can either be segmented as cracks or not

cracks. A voxel face is considered exposed if its neighbour

is not a crack voxel. It should be noted that one-voxel thin

2D structures are expected to have approximately 2

exposed surfaces per voxel, depending on the orientation

and curvature of the 2D surface. In our case, the cracks are

often thicker than one voxel, and we have frequent crack

intersections, both effects leading to lower average expo-

sures. Thus, a crack voxel can have anywhere between 0

and 6 (both numbers included) exposed faces. The dark-

field-detected crack voxels on average had 1.83 exposed

faces. The absorption-detected voxels had 2.36 exposed

faces on average.

3.1 Volume renderings

The volume renderings of the segmented results shown in

Figs. 7 and 8 support the interpretation of the results in

Table 4 and Fig. 6 of two higly interconnected segmen-

tations. Figure 7 shows the intersection of dark-field and

absorbtion-detected pixels. These are clearly highly

Table 3 Number of segmented pixels

Absorption only Dark field only Both

No. of crack pixels 92.623 446.243 449.220

Left: number of segmented pixels found in the absorption segmen-

tation, but not the dark-field segmentation. Centre: number of seg-

mented pixels found in the dark-field segmentation, but not the

absorption segmentation. Right: number of segmented pixels found in

both the absorption segmentation and the dark-field segmentation

Table 4 Connectivities and average number of exposed voxel faces

for the two segmentation methods. Each voxel has 6 faces, and each

voxel face is considered exposed if its neighbouring voxel is not a

crack voxel

Absorption-

detected voxels

Dark-field-

detected voxels

Rel. size of largest conn

comp

96.6 % 98.7 %

Average number of exposed

faces per voxel

2.36 1.83

Fig. 5 2D Histogram showing the distribution of absorption and

dark-field values within the tomograms. Segmentation threshold

values are indicated with red lines

Fig. 6 One slice combining the segmented dark field and absorption

tomograms. The slice is the same as shown in Fig. 2
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interconnected. Figure 8 shows a high level of intercon-

nection of the ‘‘pure’’ dark-field-segmented pixels (red),

and a seemingly lesser degree of interconnection of the

‘‘pure’’ absorbtion-detected pixels (blue), which is in

agreement with the results in Table 4.

4 Discussion

The dark-field signal from an X-ray grating interferometer

can be used as a measure of the scattering properties of a

sample. We have used this scattering signal to reconstruct a

3D map of the scattering properties of the sample. The

sample was a bulk piece of highly crack-affected stearin.

Our investigations show that dark-field imaging reveals a

larger total crack volume than traditional absorption

imaging. Using the dark-field signal, we classified 1.65

times as many crack voxels as we did with the absorption

signal. The uniquely dark-field-detected voxels (those only

detected by the dark-field signal) tend to lie in continuation

of the absorption-detected crack lines. Thus, we interpret

them as being part of the same crack lines as their

absorption-detected continuations, but too narrow to be

detected in the absorption signal. The dark-field-detected

crack voxels on average are less exposed to not-crack

voxels than the absorption-detected ones, with both num-

bers being quite low (1.83 and 2.36, respectively). Toge-

ther with visual inspection of the volume renderings, these

numbers indicate that the crack voxels in both segmenta-

tions tend to cluster together in 2D-like structures.

5 Conclusion

We have shown that X-ray dark-field tomography is sen-

sitive to detect cracks that in size are below the resolution

of the absorption tomogram (and hence invisible). Hence,

the scattering from fine cracks detected in the dark-field

signal can be used to visualize the finer crack structure

invisible to the absorption technique due to resolution

limitations typical for large samples. This opens up new

possibilities to detect the formation of cracks in materials

under wear and stress much earlier than today with tradi-

tional X-ray inspection.
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Abstract X-ray grating interferometers produce three

distinct signals; an absorption signal, a differential phase

signal and a dark field signal. Until now a method for

successfully creating dark field tomograms of nonisotropic

samples has not been demonstrated. In this paper we test a

method for creating such tomograms on a highly noniso-

tropic sample, i.e. a five layer ‘‘sandwich’’ of oriented

carbon fibers. The fibers are parallel within the individual

sandwich layers, but perpendicular to the fibers in the

adjacent layers. We show that by choosing a rotation axis

parallel to the grating stepping direction (i.e. a horizontal

rotation axis in most setup configurations) it is possible to

produce a darkfield tomogram where fibers parallel to the

probed scattering direction appear to have no dark field

signal. The method produces a tomogram in the form of a

scalar field of dark field scattering values.

1 Introduction

Fiber reinforced materials have many applications in

today’s society. In products where stiffness and low weight

are crucial (e.g. wind turbine blades, high end bicycle

frames and car chassis) glass- or carbon-fibers reinforced

materials are often applied. To maximize strength and

stiffness the fiber orientation of the fibers is crucial. Misa-

ligned fibers have a devastating impact on the compressive

strength of such materials, and the detection of misaligned

fibers is therefore of great interest [1]. Visual inspection by

microscopy gives only the fiber orientation distribution at

the surface [2] and not the fiber orientation distribution in

the interior. 3D techniques based on X-ray absorption

microtomography have been developed [3, 4, 8] allowing

for determination of interior fiber orientations. However, as

typical sizes of glass- and carbon-fibers are in the range of

5–20 lm, and every fiber needs to be resolved with such

techniques, it quickly becomes impractical for sample sizes

exceeding a few millimeters. Grating interferometry based

X-ray tomography uses the microstructure of the material as

a contrast mechanism for dark field imaging. The method is

sensitive to small structures (e.g. carbon fibers a few

micrometers wide) decreasing the coherence of the X-ray

beam, but images the resulting coherence signal with a pixel

size much larger than the microstructure (e.g. a hundred

micrometers or more), thus allowing us to map average

scattering in samples much larger than what would have

been possible if every component (e.g. individual carbon

fibers) of the microstructure had to be within the resolution

range of our detector. With this technique it has been

demonstrated that the overall orientational characteristics in

materials can be visualized but so far only in two-dimen-

sional projections [5]. Here we propose a new setup of the

grating interferometry method that utilizes the insensitivity

of the grating interferometry setup for fibers oriented along

the grating direction. This is achieved by a simple tilt of the

sample rotation axis 90� relative to the traditional setup

geometry. With this new setup aligned fibers become

almost invisible to the grating interferometer dark field

signal, whilst non-aligned fibers clearly stand out, thereby

allowing 3D tomographic reconstructions of the spatial

distribution of fibers misoriented with respect to the main

axis given by the grating.
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2 Sample

2.1 Experimental method

In the X-ray grating interferometer a partially coherent

X-ray beam produces a Talbot interference pattern by

passing through an X-ray phase grating [6]. The interfer-

ence pattern amplitude relative to the total beam intensity

is called the visibility, and will depend on the coherence of

the beam. The sample will introduce distortions in the

interference pattern. The total intensity in the interference

pattern will be lowered due to absorption, the fringes will

be distorted due to refraction in the sample and the fringe

visibility in the pattern will be lowered due to small angle

scattering from the sample [7]. Hence, imaging the low-

ering of the visibility is a measure of the small angle

scattering strength and hence the technique is called X-ray

dark field imaging [7], which we will focus on the

remaining part of the paper.

Briefly, the experimental setup consisted of six main

components in a laboratory-based X-ray grating interfer-

ometer as shown in the top part of Fig. 1. The source was a

rotating Cu anode with an effective spot size of 1 9 1 mm.

The source grating was an Au slit grating introduced to

minimize the effective source size of the X-rays. The

period of the source grating was 14.1 lm. The phase

grating was a Si grating introducing a p phase shift in half

the beam, and thus producing a Talbot interference pattern.

The period of this grating was 3.5 lm. The sample was

mounted on a rotation stage between the phase grating and

the absorption grating. The absorption grating was a Au

absorption grating with a period of 2.0 lm matched to the

period of the phase grating, while taking magnification of

the beam into account. The detector was a Pilatus two-

dimensional detector with a pixel size of 172 lm. The

distance from the source grating to the phase grating was

140 cm, and the distance from the phase grating to the

absorption grating was 20 cm. The center of the rotation

stage was placed 10 cm from both phase and absorption

grating.

The absorption grating in front of the detector is stepped

along the grating direction in order to detect changes in the

interference pattern. Changes in the visibility can only be

observed along this direction and not perpendicular to it.

Hence the sensitivity is highly directional and well suited

to detect, i.e. the orientation of fibers [5]. In the standard

setup the sample rotation axis is perpendicular to the

grating stepping direction, see Fig. 1, left image. We pro-

posed a modified setup for tomographic mapping of mis-

oriented fibers, see Fig. 1, right image. Since the grating

stepping direction is the direction along which the inco-

herent scattering is probed in a dark field image, this setup

Fig. 1 Sketch of a traditional setup (left) and a horizontal rotation axis

setup (right). The sample shown has two different fiber orientations.

The absorption grating is shown above the sample and to the right. The

probed scattering direction is marked by an arrow. In the horizontal

axis setup, the rotation axis is parallel to the probed scattering direction.

The fiber orientations in the five layers of the sample are indicated with

green lines. For three of the layers (layers 1, 3 and 5), the fibers are

perpendicular to the rotation axis in either setup, and for two of the

layers (layers 2 and 4), the fibers are parallel to the rotation axis, but

only in the horizontal rotation axis setup. It is seen that the fibers of

layers 2 and 4 remain parallel to the probed scattering direction in the

horizontal rotation axis setup and hence invisible in the dark field image
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kept the probed scattering direction constant within the

sample, as the sample is rotated, which is not the case in a

traditional vertical rotation axis setup. Beam decoherence

occurs in the direction perpendicular to the fibers. Hence,

in order to make a main direction of fibers invisible in dark

field imaging, the fibers must be oriented along the grating

direction and keep this direction during sample orientation.

Hence, the rotation axis must be rotated 90� as shown in

Fig. 1, right.

Although the probed scattering direction remains con-

stant under sample rotation, the beam propagation direction

through the sample does not. The aligned fibers in layers 2

and 4 are kept parallel with respect to the rotation axis and

hence remain invisible. But the fibers in layers 1, 3 and 5

are not parallel with the rotation axis. This means that the

magnitude of the scattering produced by these layers may

fluctuate as the sample is rotated. This may violate the

basic assumption in the reconstruction algorithm used to

produce the tomogram. But if the fluctuations are suffi-

ciently small compared to the difference between the signal

from the aligned and misaligned fibers, this may not

compromise the validity of reconstruction of the

tomogram.

As a reference, a scan with a traditional vertical rotation

axis setup, was also performed. The setup and the geometry

used for the two scans were exactly the same, except for

the changed rotation axis.

In the setup with a horizontal rotation axis, the fiber

orientations in layers 2 and 4 were parallel to the grating

stepping direction regardless of the rotation angle of the

sample (see Fig. 1, right). This meant that the magnitude of

the scattering was always probed along the fibers’ longi-

tudinal direction. In layers 1, 3 and 5 the fibers were per-

pendicular to the probed incoherent scattering direction,

meaning that the incoherent scattering was always probed

perpendicular to the fibers’ longitudinal direction (see

Fig. 1), which is the direction that produces small angle

(Fig. 2) scattering.

3 Results

The dark field signal is computed as the relative visibility

in a given pixel in the detector (the visibility in the sample

image divided by the visibility in a flat field image). Sin-

ograms were produced by plotting the dark field signals in

individual vertical pixel lines as a function of rotation

angle. A typical sinogram is shown in Fig. 3.

Fig. 2 Visibility projection of the sample. The projection is taken

when the sample is rotated so that the five layers in the sample are

horizontally aligned (See Fig. 1, right). The fiber orientations of the

individual layers are sketched to the left of the image. The fibers in

layers 2 and 4 are invisible due to their orientation, while the layers 1,

3 and 5 scatter strongly

Fig. 3 Sinogram of vertical pixel line number 100. Note how the

non-scattering layers 2 and 4 are visible at two different angles (15�
and 195�, with 180� between them, marked with red arrows). These

two angles produce visibility images similar to the one in Fig. 3
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The reconstruction was done by performing a filtered

back projection of the negative logarithm of the sinogram

values.

A 3D-rendering of the dark field tomogram from the

vertical rotation axis setup is seen in Fig. 4, bottom. This

tomogram is more noisy than the corresponding horizontal

axis tomogram, and the different fiber orientations are

harder to detect.

4 Discussion

The assumption of the filtered back projection is that the

signal (in our case the signal is the beam decoherence)

from each voxel volume of the sample is constant under

rotation. This is not generally true for dark field scattering,

but despite this, the reconstructions in our case are of a

quality good enough to distinguish fibers of different

orientations.

5 Conclusion

We have shown that horizontal axis setup allows us to map

misaligned fibers. Specifically, we were able to distinguish

volumes of misaligned fibers from volumes of aligned

fibers within our sample.

6 Outlook

The scalar field this method produces can easily be

extended to give a tensor field of the incoherent scattering

in various directions for each volume element. This would

only be a matter of rotating the sample along another axis

than the sample stage rotation axis (in order to probe

scattering in another direction), and then perform the

tomogram measurement for the new scattering direction.

This would enable us to probe incoherent scattering in

several directions, and in this way investigate more com-

plicated samples than the current, or alternatively for the

sample used in this experiment, we could map not only the

location of the misoriented fibers, but also their

orientation.
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a b s t r a c t

Floods can completely submerge terrestrial plants but some wetland species can sustain O2 and CO2

exchange with the environment via gas films forming on superhydrophobic leaf surfaces. We used high
resolution synchrotron X-ray phase contrast micro-tomography in a novel approach to visualise gas films
on submerged leaves of common cordgrass (Spartina anglica). 3D tomograms enabled a hitherto
unmatched level of detail regarding the micro-topography of leaf gas films. Gas films formed only on
the superhydrophobic adaxial leaf side (water droplet contact angle, U = 162�) but not on the abaxial side
(U = 135�). The adaxial side of the leaves of common cordgrass is plicate with a longitudinal system of
parallel grooves and ridges and the vast majority of the gas film volume was found in large �180 lm deep
elongated triangular volumes in the grooves and these volumes were connected to each neighbouring
groove via a fine network of gas tubules (�1.7 lm diameter) across the ridges. In addition to the gas film
retained on the leaf exterior, the X-ray phase contrast micro-tomography also successfully distinguished
gas spaces internally in the leaf tissues, and the tissue porosity (gas volume per unit tissue volume) ran-
ged from 6.3% to 20.3% in tip and base leaf segments, respectively. We conclude that X-ray phase contrast
micro-tomography is a powerful tool to obtain quantitative data of exterior gas features on biological
samples because of the significant difference in electron density between air, biological tissues and water.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

X-ray micro-tomography is a powerful non-destructive visual-
isation tool in biological sciences. Within plant sciences, visualisa-
tion of plant roots in soils in situ in pots is an example of
application of X-ray micro-tomography to reveal 3D plant struc-
tures in an otherwise hidden environment (Mooney et al., 2012).
Sand and clay soil particles are both highly X-ray attenuating as
compared with the water-filled cells of roots, and so absorption-
based X-ray micro-tomography shows contrast between roots

and soil (Kuka et al., 2013; Tracy et al., 2010). X-ray micro-tomog-
raphy has also been used to visualise porosity (gas volume per unit
tissue volume) of plant tissues (Mendoza et al., 2007) where the
contrast is achieved between water-filled cells and gas-filled inter-
cellular spaces. 3D visualisation is required to model e.g., O2 diffu-
sion and distribution in tissues since gases diffuse 10,000-fold
faster in air than in water; examples include studies of O2 distribu-
tion in fruits (e.g., Ho et al., 2009) and in roots (e.g., Verboven et al.,
2012). However in contrast to studies of 3D root architecture in
soils, alternative techniques, such as conventional light micros-
copy, can also enable assessments of tissue structure to underpin
modelling of O2 movement in plants (e.g., Armstrong, 1979)
although visualisation of light microscopy slides and their 3D
reconstruction is a time-consuming process and lacks the sophisti-

http://dx.doi.org/10.1016/j.jsb.2014.08.003
1047-8477/� 2014 Elsevier Inc. All rights reserved.
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cated software now available for the tomographic reconstructions
and interpretations (Mendoza et al., 2007; Verboven et al., 2012,
2013).

In the present study, we used high resolution synchrotron X-ray
phase contrast micro-tomography in a novel approach to visualise
gas films retained on superhydrophobic leaves when submerged.
In plant science, water repellence is characterised using the contact
angle of a water droplet with the underlying surface (Adam, 1963;
Brewer and Smith, 1997); contact angles above 150� implies super-
hydrophobicity (Koch et al., 2008; Neinhuis and Barthlott, 1997).
The leaves of many wetland plants possess superhydrophobic leaf
cuticles and during submergence, which can happen in the tidal
zone (Winkel et al., 2011) as well as during overland floods (e.g.,
rice Colmer et al., 2014), such leaves are covered in a thin gas film
(Pedersen and Colmer, 2012; Raskin and Kende, 1983). Leaf gas
films greatly enhance the gas exchange between leaf surface and
floodwater (CO2 and O2 in the light and O2 during darkness) and
hence, contribute to the flood tolerance of these wetland plants
(Colmer et al., 2011; Verboven et al., 2014). During the day, the
better CO2 uptake from the floodwater results in enhanced rates
of underwater photosynthesis (production of carbohydrates as
well as O2) and during the night, the better O2 uptake sustains
internal aeration of the shoot as well as of belowground tissues
via internal O2 movement via aerenchyma (Colmer and Pedersen,
2008; Pedersen and Colmer, 2012; Teakle et al., 2014; Winkel
et al., 2011, 2013). Interestingly, the crop species rice (Oryza sativa)
possesses superhydrophobic leaves (Pedersen et al., 2009; Winkel
et al., 2013) and so do many wetland plants of ecological interest
e.g., Spartina anglica, Phragmites australis, Thypha latifolia, and Pha-
laris arundinacea (Colmer and Pedersen, 2008; Winkel et al., 2011),
so an in-depth understanding of the functioning and structure of
leaf gas films is of importance to understand plant submergence
tolerance in agricultural and ecological systems.

Characterisation of leaf gas film dimensions has previously been
achieved using two contrasting approaches. The most accessible
method involves buoyancy measurements of leaf segments before
and after removal of the gas film; the hydrophobicity of the leaf
surface can be greatly reduced by brushing it with a dilute deter-
gent (Colmer and Pedersen, 2008; Raskin and Kende, 1983). The
difference in buoyancy corresponds to the volume of gas film,
and the average gas film thickness can then be estimated from
the total area of the leaf segment – either for both surfaces
(Pedersen et al., 2009) or one surface (Winkel et al., 2011), as
appropriate. Application of the buoyancy method has shown that
the average gas film thickness varies between 50 and 67 lm for
the two species measured, S. anglica and rice (Pedersen et al.,
2009; Winkel et al., 2011, 2013). However, an estimate of gas film
thickness based upon this approach is unable to account for the
surface microtopography, which likely results in great variation
in actual gas film thickness. The spatial variation in gas film thick-
ness can partly be captured using microelectrodes (Pedersen et al.,
2009; Verboven et al., 2014). Pedersen et al. (2009) showed that
gas film thickness of rice ranged from 10 to 140 lm by using O2

microelectrodes to profile various locations on the leaf surface.
Because of the high diffusivity in air, the gas film could be detected
as a layer with no O2 concentration gradient just above the leaf sur-
face when submerged in darkness so that respiratory activity was
consuming O2 (Pedersen et al., 2009; Verboven et al., 2014).

In order to achieve improved characterisation of leaf gas films,
here we used high resolution X-ray phase contrast micro-tomogra-
phy to visualise the external gas layer on the superhydrophobic
leaves of common cordgrass (S. anglica) when submerged. Using
phase contrast micro-tomography instead of the conventional
absorption-based methods resulted in much better contrast allow-
ing for a more robust segmentation. Common cordgrass possesses
a gas film only on the adaxial side of its leaves as the abaxial side is

not sufficiently hydrophobic to retain a gas layer when under
water (Winkel et al., 2011). The average gas film thickness on
leaves of common cordgrass is approximately 50 lm (Winkel
et al., 2011) so in order to capture any effects of leaf microtopogra-
phy upon gas layer thickness, we aimed for lm resolution to match
data obtained with O2 microelectrodes from rice (see above). We
hypothesised that with such a sample, despite relatively low differ-
ences in X-ray attenuation, the large difference in electron density
between air and water would yield significant X-ray phase contrast
to enable distinction between water, external gas trapped on the
superhydrophobic leaf surface, the much denser cells making up
plant tissues and the internal gas-filled spaces within the leaf
tissues.

2. Materials and methods

2.1. Source of sample material

Turfs of common cordgrass (S. anglica, CE Hubbard) were col-
lected from populations at the Bay of Ho, Denmark, at multiple
time points during the summer months. For details regarding the
natural growth conditions of this population of common cordgrass,
see Winkel et al. (2011). The turfs were maintained outdoors in
Hillerød, Denmark, under natural light and temperature conditions
as waterlogged cultures in 5 L buckets until used in experiments.
Specimens used for high resolution X-ray micro-tomography were
gently washed out of the natural sediment, transported in moist
paper towels to the facility in Switzerland and studied within 4 d.

2.2. Scanning electron microscopy

Scanning electron microscopy (SEM) was performed with a JEOL
JSM-6320F scanning microscope in high vacuum. Leaf samples
were dehydrated in Petri dishes at room temperature to avoid
evaporation of water in the vacuum chamber and a subsequent
build-up of charge. Moreover, the leaves were coated with gold
to enhance the natural conductivity of the cuticle surface. Dry leaf
segments were fixed using double adhesive carbon tape on top of a
silicon wafer. Leaf segments from the lower third of the youngest
fully expanded leaf (subsequently referred to as ‘base’) were coated
with a layer of 20 nm gold and viewed at a voltage of 5 keV,
whereas samples from the upper third of the leaf (subsequently
referred to as ‘tip’) were coated with 15 nm of gold and viewed
at 10 keV.

2.3. Contact angle and hysteresis

Contact angle of water droplets (1 lL droplet of deionised
water; radius �0.625 lm) was used to assess wettability of the leaf
surface (Adam, 1963). On a rough and chemically heterogeneous
biological surface, the Cassie and Baxter model predicts that water
droplets are suspended across surface protrusions, and tiny air
pockets are thus formed between water and surface of the material
(Shirtcliffe et al., 2005). Using water to measure the contact angle
between droplet and surface of material enables classification into
hydrophobic (contact angle > 90�) or hydrophilic (contact
angle < 90�). Koch et al. (2008) subdivided the two categories fur-
ther and defined materials as superhydrophobic when the contact
angle exceeded 150�.

A water repellent surface can also be categorised as self-cleans-
ing when an applied water droplet rolls off the surface at a tilting
<10� (Koch et al., 2008). Rolling of a droplet occurs when the hys-
teresis is small and is defined as:

Hysteresis ¼ hadvancing � hreceding ð1Þ
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Measurements of contact angle and hysteresis were performed
with an Intel Play QX3 Computer microscope at 60�magnification.
A 1 lL water droplet (at air-equilibrium dissolved gas) was applied
to leaf segments from both base and tip (see above) using a micro-
pipette. A goniometer was placed in front of the camera with a
fixed glass slide on which the leaf segments were fixed with dou-
ble-sided tape. Angles were subsequently measured using Image J
(Schneider et al., 2012).

2.4. High resolution X-ray phase contrast micro-tomography

Biological samples have been studied using X-ray micro-tomog-
raphy before, both using absorption-only reconstruction (Verboven
et al., 2008), and holotomography (Cloetens et al., 2006). In the
present study, only a single-distance phase retrieval method was
used and furthermore the sample (a leaf segment) was submerged
in water. Given the water-submerged sample, the single-distance
phase retrieval method was the only feasible method. Phase-retrie-
val was essential because the absorption-contrast between plant
and water proved insufficient to distinguish surrounding water
from plant tissue in absorption images only, although the experi-
ment originally was planned to be an absorption contrast experi-
ment only.

All measurements involving high resolution X-ray phase con-
trast micro-tomography were carried out at the Paul Scherrer Insti-
tute at the TOMCAT beamline of the Swiss Light Source. Samples
were prepared as follows. Cut surfaces of the leaf segments were
sealed with capillary wax in order to reduce the possibility of
water infiltration into the gas filled structures of the tissues. Sam-
ples were fixed using a Styrofoam stopper in a 3 mL Eppendorf
(diameter of the lumen = 10 mm) tube filled with de-gassed water
resulting in a detector-sample distance of 15–40 mm. The water
was de-gassed to reduce movements and vibrations due to bubble
formation, which would otherwise form during exposure to high-
intensity radiation. Replicate leaf segments of the leaf tip (n = 3)
and the leaf base (n = 3) were scanned (average scan time of
10 min) and they all showed a similar structure of the leaf gas film
as the two leaf segments that were eventually segmented and pre-
sented in the present study.

The TOMCAT beamline uses a [Ru/C]100 double crystal multi-
layer monochromator, with a photon energy bandwidth of 2–3%
of the peak photon energy. We chose a peak photon energy of
12 keV, which gave us an acceptable transmission rate (�0.1
through the centre of the water-filled sample) while offering rea-
sonable contrast between the low density materials in our sample.
During X-ray exposure, samples were placed a few mm from the
detector and rotated through 180� in 2001 equiangular steps. A
scintillator-based optical 2048 � 2048 pixel CCD detector with an
effective pixel size of 0.375 � 0.375 lm2 was used (at 20�
magnification).

Individual projections were corrected for refraction effects (evi-
dent in the form of phase contrast fringes at the interface between
materials) by applying an algorithm for simultaneous phase and
amplitude retrieval (Paganin et al., 2002). From the refraction cor-
rected projections, tomograms were reconstructed using a filtered
back-projection algorithm with computations performed in MAT-
LAB. Applying the phase retrieval algorithm proved essential for
creating tomograms of a sufficiently good quality to allow a satis-
factory segmentation of the different components (plant tissue,
water and air). Initial attempts at segmenting tomograms using a
traditional absorption-only reconstruction algorithm proved fruit-
less, mainly due to refraction-induced edge enhancements arte-
facts. The Paganin phase retrieval algorithm takes refraction
effects into account, at the cost of an assumption of a constant d/
b-ratio of the refractive index throughout the sample (Paganin
et al., 2002); additional details in Supplementary Material. This

assumption can be described as a ‘‘single component at different
densities-assumption’’. With the elementary composition of plant
tissue and (salt) water being quite similar, the sample was a nearly
ideal system for applying the Paganin algorithm.

3. Results

3.1. Hydrophobicity and surface structure

The hydrophobicity of plant surfaces can be assessed using
combined measurements of contact angle to tissue surface and
hysteresis of a 1 lL droplet of deionised water (Adam, 1963;
Neinhuis and Barthlott, 1997). The adaxial side of the leaf (the ana-
tomical upper side) had average contact angles (�) of 162 ± 3
(mean ± SE, n = 8) and average hysteresis of 6.1 ± 2 (mean ± SE,
n = 7). Consequently, according to Koch et al. (2008), the adaxial
side can be classified as superhydrophobic with the contact angle
exceeding 150� and according to Koch et al. (2008) categorised as
self-cleansing as the tilting angel causing the droplet to roll was
<10�. This adaxial side possessed a gas film when submerged
(visual inspection). In contrast, the abaxial side (the anatomical
lower side) was hydrophobic with average contact angles of
135 ± 4� (mean ± SE, n = 3); the hysteresis of the abaxial side was
not determined. This abaxial side did not retain a gas film when
submerged (visual inspection).

The superhydrophobic feature of the adaxial side was caused by
a hierarchy of surface structures spanning three scales. The plicate
nature of the leaf with macroscopic features of alternating grooves
and ridges parallel to longitudinal axis of the leaf resulted in
hydrophobicity as illustrated by Cassie and Baxter’s model where
water droplets are suspended on such surface structures (Fig. 1).
On the microscale, surface roughness was provided by papillose
epidermal cells forming small buds, and finally the entire cuticle
was covered by three-dimensional epicuticular waxes of the plate-
lets type (Fig. 1); see Neinhuis and Barthlott (1997) for classifica-
tion of cuticular wax nano-structures. On the abaxial side,
however, all three roughness features present on the adaxial side
were absent and the surface appeared smooth (Fig. 1). Stomata
were only observed at the adaxial side and only inside the grooves
at a density of approximately 300 mm�2 and trichomes were
absent from both leaf sides.

3.2. Tomogram resolution

The 3D data from the tomographic reconstructions were com-
posed of cubic voxels with a size of 0.375 � 0.375 � 0.375 lm
resulting in a voxel volume of 0.053 lm3. The actual resolution is
a combined result of the source size, detector response, the filters
used for reconstruction and, most significantly in this case, the
phase-retrieval algorithm (which is also a low-pass filter, Paganin
et al., 2002). In order to assess this resolution, we compared a 2D
tomogram slice of 50 � 50 lm with a SEM image of a similar area
inside one of the grooves of the adaxial side of the basal part of the
leaf (Fig. 2). On the SEM image, the papillae are clearly evident and
even the contour of the wax crystals are perceptible (Fig. 2A). Exact
measurements of average papilla width and height based upon the
SEM micrographs revealed a mean width of 3 lm and mean height
of 4 lm. On the tomogram, the papillae are also clearly evident but
contours of wax crystals on the sub-lm scale are not visible
(Fig. 2B). Estimates of mean papilla width and height (3 and
4 lm, respectively) were similar to those based upon the SEM
micrographs.

The excellent resolution of a few lm is retained also after seg-
mentation although with some minor loss of details (Fig. 2C and D).
The contour reconstruction of surface tissue inside a groove reveals
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Fig.1. Surface scanning electron micrographs of the youngest fully expanded leaf of common cordgrass (Spartina anglica); micrographs are from the middle part of the leaf.
Micrographs are shown for the adaxial side (A and C) and the abaxial side (B and D) at two magnifications (scale bars in (A and B) 100 lm; in (C and D) 10 lm). R = ridge,
G = groove, S = stoma and P = papilla.

Fig.2. Scanning electron micrograph (A), high resolution X-ray micro-tomogram slice (B), 3D reconstruction of surface tissues (C) and 3D reconstruction of gas film (D) of a
50 � 50 lm section of the adaxial side of the youngest fully expanded leaf (base segment) of common cordgrass (Spartina anglica). In (A) the sub-lm wax crystals covering the
leaf cuticle are barely visible. In (B) light shades of grey represent electron-dense tissues whereas the darker shades of grey represent gas. In (C and D) the contours show the
reconstruction of the papillae (indicated by arrows in all four panels); in (C) as small elevations on the surface and in (D) as small dents in the gas film (the leaf segment in (B–
D) was submerged into water during X-ray measurements). Scale bar = 10 lm.
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most of the papillae but it also seems that some are lost in the seg-
mentation algorithm (Fig. 2C). Similarly, contour reconstructions of
the gas film reveal the papillae as tiny imprints (Fig. 2D).

3.3. Qualitative analysis of 3D tomograms

The 3D tomograms clearly showed the spatial distribution of
gas inside the tissues as well as gas on the leaf surface, the leaf
gas film, when submerged in water. On both base and tip leaf seg-
ments, the gas film filled the surface tissue grooves, forming elon-
gated triangular volumes of gas on the superhydrophobic adaxial
side of the leaf (Figs. 3 and 4). These gas layers of relatively high
volume within each groove were connected to each other via a fine
network of gas film covering the tissue ridges between each of the
grooves (Figs. 3 and 4) resulting in gas phase connection of all
observed external gas volume. In contrast, no gas films were
observed on the abaxial side of the leaf.

Internal gas-filled structures were equally well segmented as
compared to the external leaf gas films (Figs. 3 and 4). However,
the internal gas-filled structures differed greatly between base
and tip leaf segments. Within base segments, the internal gas-filled
components were distributed into large bulky cavities referred to
as lacunae or aerenchyma (Armstrong, 1979) and into a much finer
internal network of intercellular gas-filled spaces (Fig. 3). The large

aerenchyma lacunae were separated by tissues with the veins (i.e.,
areas with vascular tissues) in the leaf lamina. In contrast, the tip
segment only contained a network of fine intercellular gas-filled
spaces but no lacunae (Fig. 4). Higher spatial resolution (cf. greater
‘magnification’) revealed details of gas-filled micro-structures
inside the leaf tissues, and sub-stomatal cavities (zones of high
gas volumes) were well connected via this fine network of gas-
filled intercellular spaces (Fig. 5). However, we could not resolve
gas-connectivity across stomata (detection limit of any gas-filled
channel of 0.375 lm in diameter) under the present conditions,
but such connectivity must exist in natural conditions (e.g., sub-
merged field plants in Winkel et al., 2011, 2013; modelling data
of Verboven et al., 2014). Animation videos of base and tip seg-
ments as well as close-ups of internal gas-filled spaces and gas
films are shown in Supplementary Material, Videos 1S, 2S, 3S and
4S.

3.4. Quantitative estimates derived from 3D tomograms

Previous studies of leaf gas films were limited to relatively
crude estimates regarding quantitative dimensions such as thick-
ness (see Section 1). These were derived from measurements of
external gas volume (based on buoyancy measurements before
and after removal of the leaf gas film with a dilute detergent)

Fig.3. 3D tomograms of the basal part of the youngest fully expanded leaf of common cordgrass (Spartina anglica) obtained by X-ray phase contrast micro-tomography.
Internal gas-filled spaces (A, blue) projected onto a slice of the tomogram of leaf tissue (grey); black indicates external gas film. The leaf segment was submerged into water
and the superhydrophobic adaxial side of the leaf retained a thin gas film (B, purple); black on the slice indicates internal gas-filled spaces. Two xylem vessels had embolized
and are visible as blue pillars in (A) and as two black spots inside the vascular bundle in (B).
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and area of the leaf segment analysed, or microelectrode profiling
under certain conditions. The present approach using high-resolu-
tion X-ray micro-tomography enabled us to obtain much more
detailed quantitative information on the spatial distribution of leaf
gas films with a resolution of a few lm or less (see tomogram res-
olution above).

A detailed view of the network structure connecting the gas-
filled tissue surface grooves is provided in Fig. 6. The average diam-
eter of the tubules forming the network across the ‘ridges’ was 1.7
and 1.4 lm (base and tip segment, respectively), and the gas
trapped in the tubules made up only 2.8% to 6.1% (base and tip seg-
ment, respectively) of the total volume of leaf gas film. In contrast,
the depth of the triangular structures ranged from 180–191 and
32–77 lm (base and tip segment, respectively), and the gas pres-
ent in these structures made up 97.2% to 93.9% (base and tip seg-
ment, respectively) of the total volume of leaf gas film. The
dimensions of these two contrasting volumes underlines spatial
3D variability of the leaf gas film. For comparison, Winkel et al.
(2011) provided a mean gas film thickness of 50 lm on the super-
hydrophobic adaxial leaf side (Table 1). A similar estimate can also
be derived from the tomograms in Figs. 3–6 using measurements

of external gas volume and projected adaxial leaf area, resulting
in a mean gas film thickness of 45 and 21 lm for base and tip seg-
ments, respectively. Furthermore, if instead of projected surface
area the actual surface area of the superhydrophobic adaxial leaf
side is estimated based upon the microtopography of the leaf sur-
face and used to calculate the mean gas film thickness, the mean
gas films thickness is 13.9 and 6.7 lm for base and tip segments,
respectively.

The internal gas spaces can also be quantified and compared to
more conventional measurements of tissue porosity (for methods,
see Raskin, 1983). As outlined above, the base segments contained
more internal gas-filled volume than the tip segments because the
base segment, in addition to the fine gas-filled intercellular net-
work of spaces, also contained aerenchyma lacunae. Thus, the
overall tissue porosity was 15.9% in the base segments but only
5.3% in the tip, as compared to 7% reported by Winkel et al.
(2011) and measured on the middle part of the leaf but excluding
the midrib. The gas film to total leaf gas volume ratio did not differ
between base and tip leaf segments (Table 1). The relevance of this
parameter is related to (i) the physics/physiology of underwater
photosynthesis where the vast volume of external gas can function

Fig.4. 3D tomograms of the tip part of the youngest fully expanded leaf of common cordgrass (Spartina anglica) obtained by X-ray phase contrast micro-tomography. Internal
gas-filled spaces (A, blue) projected onto a slice of the tomogram of leaf tissue (grey); black indicates external gas film. The leaf segment was submerged into water and the
superhydrophobic adaxial side of the leaf retained a thin gas film (B, purple); black indicates internal gas-filled spaces. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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as a short term buffer/reservoir of CO2 and O2 (Sand-Jensen et al.,
2005) and (ii) methods involving porosity measurements or mea-
surements of underwater photosynthesis where a large fraction
of external gas can influence the calculations. Finally, the propor-
tions of gas volumes inside and outside leaves are also of interest
for situations with longitudinal gas diffusion e.g., if leaf tips are
emergent above water (Beckett and Armstrong, 1992), but that sit-
uation was not studied here so this parameter is not subsequently
discussed in any further detail.

In summary, the 3D tomograms enabled a hitherto unmatched
level of details regarding the micro-topography of the gas films on
the surface of the submerged leaves.

4. Discussion

High resolution synchrotron X-ray phase contrast micro-
tomography was shown to successfully visualise gas films on the
superhydrophobic surface of leaves when submerged, using the
interesting example of the wetland plant common cordgrass (S.

anglica). The large difference in electron density between air and
water enabled the required contrast between water, external gas,
cells and tissues and internal gas-filled spaces revealing the gas-
filled network. Below, we discuss in further detail (i) the functional
aspects of the superhydrophobic properties being restricted to the
adaxial side of the leaf, (ii) the spatial information on leaf gas films
obtained in the present study and compare it with information
obtained with other methods for the same and one other species,
and (iii) the surface structure leading to hydrophobicity in com-
mon cordgrass.

The present study confirmed that common cordgrass possesses
a gas film only on the adaxial side of its leaves (Winkel et al., 2011)
as the abaxial side is not sufficiently hydrophobic to retain a gas
layer when under water. This observation was achieved using a
combined approach of X-ray micro-tomography to visualise the
leaf gas films under water, SEM to characterise the leaf surface
structure and water droplets (1 lL) with image analyses to mea-
sure contact angle to the leaf surface. The abaxial side appeared
smooth and lacked the fine wax platelets that covered the adaxial

Fig.5. 3D tomograms of the basal part of the youngest fully expanded leaf of common cordgrass (Spartina anglica) obtained by X-ray phase contrast micro-tomography. Close-
up on internal gas spaces (blue) projected upon a 2D cross-section of leaf tissue (grey); target area for zooming is indicated in red. The arrows show areas with sub-stomatal
cavities. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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leaf surface. In contrast, the adaxial leaf side was superhydropho-
bic as it possessed hierarchal structures at the macro-, micro-
and nano-levels together resulting in large contact angles (162�)
when probed with the water micro-droplet method; this is 14�
more than reported by Winkel et al. (2011) suggesting that these
properties can vary somewhat within a species and/or at different
sampling times as the same common cordgrass population was
used in both studies. The functional aspects of hydrophobicity con-
fined to only one side of the leaf is likely related to the fact that the
vast majority of stomata in common cordgrass are located on the
adaxial side with very few on the wettable abaxial leaf side. Inter-

estingly, salt glands are reported to occur on both leaf sides of com-
mon cordgrass (Maricle et al., 2009). In its natural habitat, common
cordgrass is often submerged twice a day during high tides (Winkel
et al., 2011). Hence, the superhydrophobic adaxial leaf side ensures
that a gas film is formed when under water (Figs. 3–6) enhancing
gas exchange with the environment, via the gas films and stomata
(Verboven et al., 2014; Winkel et al., 2011).

The surface structures leading to the superhydrophobic proper-
ties of common cordgrass are similar to those reported for rice (O.
sativa). The contact angle between the leaf surface and tiny water
droplets in rice is similarly steep (157–162�) and the leaves are

Fig.6. 3D tomograms of the basal part of the youngest fully expanded leaf of common cordgrass (Spartina anglica) obtained by X-ray phase contrast micro-tomography. The
leaf segment was submerged into water and the superhydrophobic adaxial side of the leaf retains a thin gas film (purple) projected onto a 2D cross-section of leaf tissue
(grey). Close-up on a ridge with target area for zooming indicated in red. The gas film inside the grooves is connected via the ridges by a thin network of gas. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Key tissue and gas film parameters as determined by high-resolution X-ray phase contrast micro-tomography on submerged leaf segments of common cordgrass (Spartina
anglica). Data from leaf base (mid lower third of leaf) and leaf tip (mid upper third of leaf) based on the present study as well as on literature data (mean ± SE, n = number of
replicates). Estimates of gas film properties are based on total volumes of the 3D tomograms (base: 0.066 lL and tip: 0.089 lL) of tissue, internal gas and external gas, whereas
estimates of tissue porosity and gas film to total leaf gas volume ratio are based both on whole 3D tomograms and tomogram slices. Different letters indicate significant
differences (P < 0.05, t-test) between leaf base and leaf tip.

Leaf base Leaf tip Literature values

Tissue porosity (% gas of total volume) 15.9a ± 3.2 5.3b ± 0.8 7 ± 1, n = 5 (Winkel et al., 2011)*

Mean gas film thickness (lm) 451 211 50 ± 4, n = 5 (Winkel et al., 2011)*

Max. gas film thickness in tissue surface grooves (lm) 184a ± 5, n = 6 92b ± 5, n = 6 n.a.
Max. gas film thickness on tissue surface ridges (lm) 5.0a ± 1.6, n = 20 3.4a ± 0.9, n = 18 n.a.
Gas film to total leaf gas volume ratio 0.50a ± 0.05 0.66a ± 0.14 n.a.

1 n = 1.
* This value was taken from the middle of the leaf but excluding the midrib.

68 T. Lauridsen et al. / Journal of Structural Biology 188 (2014) 61–70



longitudinally grooved with papillose epidermis covered by wax
platelets (Guo and Liu, 2007; Neinhuis and Barthlott, 1997), but
on both sides so that rice leaves retain gas films on both surfaces
when submerged (Pedersen et al., 2009; Raskin and Kende, 1983;
Setter et al., 1989). The steep contact angle along with low hyster-
esis reported in the present study (6.1�) renders the leaves of both
common cordgrass (adaxial) and rice (both sides) are self-cleansing
(Bhushan et al., 2009), a phenomenon referred to as the ‘Lotus
Effect’ (Barthlott and Neinhuis, 1997). Habitats of both common
cordgrass growing in salt marshes (Maricle et al., 2009) and rice
which originated from tropical wetlands (Londo et al., 2006) are
prone to submergence events (common cordgrass, Winkel et al.,
2011; rice, Colmer et al., 2014). Self cleansing leaf surfaces would
be beneficial when in air to prevent wetting of the leaves and thus
clogging of the stomata by water if it were otherwise retained on
the surface (Brewer and Smith, 1997), and when under water it
would reduce the deposition on the leaf surface of suspended par-
ticles as these settle in floodwaters. The importance of self-cleans-
ing for the floating (horizontal) leaf of the sacred lotus is evident
(Neinhuis and Barthlott, 1997), whereas leaf angles in common
cordgrass are above the horizontal, but not as erect as for modern
rice varieties (personal observations).

Superhydrophobicity of the leaf surfaces results in retention of a
gas film when plants are submerged by water, and our study has
characterised the gas film on leaves of a wetland species with
details that have not previously been achieved. Microelectrode
profiling showed gas film thickness on rice leaves varied spatially
between <10 lm and up to 140 lm (Pedersen et al., 2009), but this
method does not enable direct associations with the underlying
surface structure. The triangular volumes filling the leaf surface
grooves of common cordgrass (see Section 3.4) varied between
32 lm (tip segments) and 191 lm (base segment) in depth and
the tubules forming the network covering the ridges were on aver-
age <2 lm thick. Considering that rice has a similar plicate leaf
morphology as common cordgrass with alternating grooves and
ridges, the present detailed images of leaf gas films in the present
study suggest that the earlier measured variation by Pedersen et al.
(2009) for rice would presumably derive from similar surface gas
features on the rice leaves as documented here for common
cordgrass.

It has recently been shown that leaf gas films on rice submerged
in a field situation eventually collapse (i.e., cease to exist) after
some time of submergence as presumably the superhydrophobic
properties are lost (Winkel et al., 2014). From the present study,
it seems that the fine network of gas film covering the ridges might
be particularly prone to lose the gas trapped in the tubules (Fig. 6).
The loss of the network may not be crucial for the gas film func-
tioning under water since the stomata in common cordgrass are
primarily located towards the bottom of the surface grooves
(Maricle et al., 2009), and underwater photosynthesis in sub-
merged rice was initially unaffected by the decline in overall gas
film volume until a point where the gas film was apparently almost
completely lost and then the underwater photosynthesis declined
(Winkel et al., 2014). However, the experimental variation may
mask the potential relationship between total gas collecting area
(projected area of network) and projected area of the triangular
volumes filling the grooves, and a modelling approach is required
to unravel the functioning of the gas-filled network now that the
more detailed spatial variability in gas film dimensions is known
for common cordgrass, and particularly so if the gas volume
reduces with time of submergence as documented for rice by
Winkel et al. (2013). For the presently available modelling of the
function of leaf gas films see (Verboven et al., 2014).

Our study on 3D visualisation of leaf gas films demonstrates the
need to survey more contrasting species to better understand these
traits for various wetland and crop species, as leaf gas films are

important for gas-exchange, growth and potentially the survival
of terrestrial wetland plants during periods of submergence
(Colmer and Pedersen, 2008; Pedersen et al., 2009; Teakle et al.,
2014). The present qualitative combination of high resolution X-
ray micro-tomography and scanning electron microscopy would
enable an understanding of the structural changes in the cuticle
that occur with time of submergence and how these changes affect
hydrophobicity and the capacity to retain a gas film under water.
Moreover, there is a need to integrate the 3D structure of the gas
film in models describing O2 and CO2 exchange with floodwater;
such level of complexity is currently not included the models
(Verboven et al., 2014). To achieve these goals, a cross-disciplinary
approach is needed – and without such an approach, we would not
have been able to achieve this hitherto unmatched level of details
regarding the micro-topography of the gas films on the leaves of
submerged common cordgrass.
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Abstract 

A 3-dimensional (3 D) X-ray tomogram evaluation gives a full view of the bone distribution around 

an entire implant in contrast to the often used 2 - dimensional (2D) histological methods. High-

resolution x-ray absorption tomography was used to evaluate the 3- D bone growth around dental 

implants in an experimental goat mandible reconstruction model. The tomogram allows for the 

construction of virtual histological cross sections, which can be used to evaluate the statistical 

uncertainty of the histologic methods, which was the purpose of this paper. The virtual 2 D 

histological results showed a significantly higher uncertainty within the same sample than did the 

full 3 D volume results. 

Keywords 

Uncertainty, Synchrotron Radiation micro Computed Tomography, Virtual histology, 2 

dimensional, 3 dimensional, bone, osseointegration, dental implant, x-ray imaging 

Introduction 

Light- or electron microscopy histology are the traditional methods for evaluating implant 

integration in bone. These methods have two major disadvantages: They only supply information in 

2 D of the bone to implant distribution along a single line through the sample. Furthermore, the 

specimens are cut during the preparation technique resulting in a limited number of histological 

sections per sample to be used for the evaluation of mean values of the peri-implant osseous 

formation. Synchrotron µCT (SRµCT) techniques have been performed during several years 

(Peyrin et al. 2001; Bernhardt et al. 2004;  2005;  Bernhardt 2006;  Bernhardt  2012 ; Stiller  et al.  

2009; Neldam  & Lauridsen et al. 2015) and have revealed superior 3 Dimensional (3 D)  results in 

evaluation of  dental implant integration (Sarve et al. 2013). In these studies the results have usually 

been given as volume fractions of bone and at a certain distance from the implant surface, 11 µm ( 

Sarve et al. 2013) and 18 µm ( Bernhardt et al.  2012). This 3 D measure can be useful, however, 

due to the lack of description of the geometrical distribution along the dental implant it is not 

sufficient in order to describe the integration of the implant into the bone. Bernhardt  et al. 2012 

compared certainty in evaluating bone to implant contact (BIC) and bone to implant volume (BOV) 

by histological sections and 3 D images from x-ray absorption SRµCT in a mini-pig study.  

Comparing 3-4 histological slices per implant to appropriate 3-4 SRµCT slices, he showed a non-

significant difference in uncertainty of evaluations between 2 D and 3 D histology in bone to 
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implant contact (BIC) as well as in bone to implant volume (BOV).  Sarve et al., 2013 compared 

dental implant integration obtained from 1440 stepped, artifact corrected radiograms, which were 

reduced in numbers by animation to 350 slides per turn and presented by a “thread-fly-through”.   In 

virtual 2 D- compared to virtual 3 D histology on SRµCT images of 11x11x11 µm resolution and at 

a distance of 11µm from the dental implant surface. Sarve, 2013 evaluated BIC by two dimensional 

quantification to be  21 % less than by  three dimensional quantification.  

When evaluating tomograms it is essential to use the same parameters as used in ordinary 

histological methods. Results given both as full 3 D averages and as virtual 2D histological results 

are beneficial in understanding the  integration and geometrical distribution of bone in  dental 

implant osseointegration. In the method of radial analysis in dental implant integration (Neldam & 

Lauridsen et al. 2015) we have shown a standardized routine for analyzing implants in 3 D of 

arbitrary geometries instead of having to choose which 3 D volume to analyze ( Bernhardt  et al  

2004, Neldam & Sporring et al. 2017). It is well known, that voxel values represent the absorption 

coefficients of the volumes represented by actual voxels, however due to measurement  deviations, 

voxel values have some uncertainty. Furthermore, refraction phenomena at interfaces between 

regions with very different electron densities can create deviations in voxel values including 

negative absorption coefficients. So far no one has utilized the unique possibility of tomographic 

data to study the deviation in the results obtained by different 2 D plane sections in the same 

sample, virtual histologic cross sections.  Such a study would reveal the inherent statistical 

uncertainty in histological investigations deriving from the choice of cutting plane.  

Aim of study 

The aim of this study was to evaluate the inherent statistical uncertainty in histological 

investigations comparing virtual histology of 2 D plane sections to full 3 D volume results 

performed on the same samples. 

Hypothesis 

The inherent uncertainty in the results obtained by different 2 D plane sections in the same sample, 

virtual histologic cross sections, is the same obtained from those of 3 D volume results.   

Materials & methods 



The specimens used for evaluation were cylindrical bone samples containing a titanium dental 

implant in an experimental goat mandible Critical Size reconstruction Defect  model. The samples 

in the present publication comprised the controls of a previous described surgical project (Neldam 

& Lauridsen et al. 2015), which was developed and operated by the senior author. For presentation 

of measurement certainty of the used histological x-ray method , as presented in this paper , the 

three groups of samples, representing the controls of the vertical augmentation around an Astra 

dental implant was used. These controls comprised immediate vertical defect reconstruction by 

particulated, autologous bone, some covered with and some without, a thin titanium membrane 

(Riemser Artzen Mittle AG, Greifswald, Insel Riems, Germany), and left empty and covered with  a 

thin titanium membrane, respectively.  Seven healthy mature female (Landbred) goats, 4 year of age 

and weighing 40 - 50 kg were housed at the research facilities at the Foulum Agricultural Center of 

Research, University of Aarhus, Denmark ( Danish Animal Research Counsil Approval No: 2006-

561-1130). On each base of the seven goat mandibles, five Critical Size defects were surgically 

created and an Astra Osseospeed dental implant (Astra Tech, Molndal, Sweden)  was immediately  

installed. Reconstruction for purpose of new bone formation was performed in order to fill up the 

defect around the implants. Two defects were reconstructed with Synthetic resorbable in situ 

hardening and Synthetic partially resorbable in situ hardening biphasic calcium phosphate  

(GUIDOR easy-graft – and easy graft CRYSTAL, Sunstar Suisse SA, Etoy, Switzerland), 

respectively and used for studying BIC and BVF by another evaluation method than the present 

(Neldam & Sporring et al. 2017). The design of the Astra Osseospeed dental implant (Astra Tech, 

Molndal, Sweden)  comprises a section of macrothreads, installed into the recipient bone, and a 

section of microthreads, penetrating into the reconstructed defect,  which was the interest of this 

paper (Fig. 1).   

The x-ray acquisitions were carried out at the ID-19 beamline, at the European Synchrotron 

Radiation Facility, Grenoble, France. The the ID-19 beamline, which is specialized in micro-

tomography, has a high angular coherence and a small beam size. A monochromatic 67.4 keV x-ray 

beam was used and the detector was a 2048x 2048 pixel scintillator detector with a pixel size of 

5µm. Reconstruction into 3 D was performed using a radon transform algorithm on the beamline 

server. The full size of the reconstructed tomograms was 2048 x 2048 x 2048 voxels, however, for 

the data analysis only sections  containing newly formed bone i.e. around the microthreads of the 

dental implant (Fig. 1 ) was chosen. The analyzed sections comprised a  resolution of 2048 x 2048 x 

500 voxels. The voxels were cubic with a side length of 5 µm, subsequently the tomogram sections 



covered a volume of 10.24x 10.24 x 2.5 mm³. Each tomogram volume contained one implant with 

its long axis oriented along the z-direction with subsequent orientation of the horizontal slice 

(transverse plane) of the implant approximately as an elliptical cross section (Fig. 2). 

Data analysis 

The data analysis was performed on a slice-by-slice basis. For each slice, the center-of-mass of the 

titanium implant was identified (Fig. 2). Using the screws center-of-mass coordinates as origo, a 

polar coordinate system was defined in each tomogram slice. The polar coordinate system had two 

coordinates, the angular coordinate (theta) and the radial distance from Origo (r). At a given angle, 

theta, the distance from the origo to the edge of the implant along the radial direction was marked. 

Such radial center-to-edge distances were found for 2000 angles and defined the edge of the 

implant. To define the Region of Interest (ROI) for our measurements the outer limit of the radial 

dimension was set to 1000 µm beyond the implant edge, which is equivalent to 200 pixels. In this 

way  the area between this outer radius and the implant edge represented the first mm of bone and 

cavities surrounding the implant, referred to as the circle band because of its approximately circular 

shape.  

The slice-by-slice conversion from 2 D cartesian coordinates to 2 D polar coordinates as described 

above was performed as a linear pixel value interpolation. The result of converting the tomogram to 

polar coordinates is not isometric  due to the circumference of the inner circle representing the 

threads of the implant edge is not parallel to the outer circle . However, the radial distance 

dimension is preserved, which is the dimension of interest for our evaluation of results and 

subsequent calculation of the inherent uncertainty. 

In the analysis performed along the radial dimension of the polar coordinate system, ‘(Web ref.1)’, 

four parameters were derived: 1) Implant-bone distance was the average distance from the implant 

edge to the first detected bone along the radial distance. 2) Radial bone fraction was the average 

occurrence of bone along the radial lines. 3) Bone free surface was implant surface without any 

bone within the analyzed radial distance of 1 mm. 4) Contact fraction was the fraction of the 

implant surface that was covered by bone within a contact region, defined as the first 50 μm along 

the radial dimension ( Neldam & Lauridsen et al. 2015). 



Virtual histology-equivalent results were created by adding up the radial analysis results along a 

given polar angle for all slices representing the summed result of virtual histologic data 

corresponding to one vertical slice of the implant.  

Virtual histology variations across different samples were performed on tomograms presenting the 

three groups of samples, representing the controls of the vertical augmentation around the Astra 

dental implant using autologous bone covered with and without a thin titanium membrane (Riemser 

Artzen Mittle AG, Greifswald, Insel Riems, Germany), and left empty covered with  a thin titanium 

membrane, respectively.  

For the statistical hypothesis testing, we assumed Gaussian distributed samples with different 

variances. A 95% two-tailed confidence interval was chosen. 

Results 

Histologic variations across different samples were performed on tomograms presenting the three 

control groups of each six, six and five samples representing the above mentioned vertical 

augmentation, respectively 

The tomographic measurements were performed on seven samples, representing the seven goats, in 

each group, and a total of four samples were discarded (1, 1 and 2 in the different groups, 

respectively) in the following data analysis due to misalignments and apart-broken implants, which 

prevented a meaningful analysis. 

The key numbers and their standard deviations in the histologic cross sections for each of the 

samples are shown in Tables 1, 2 and 3. The key parameters of bone integration showed significant 

variation along the theta-angle in all samples. For all four parameters, implant-bone distance, radial 

bone fraction, bone free surface and contact fraction, the virtual histology standard results and 

deviations are shown in Tables 4, 5 and 6.  The variations in the virtual histologic cross sections 

were significantly higher than the variations in the full volume results ,Table 4. Even within a single 

volume sample the standard deviation of the virtual histology results, Table 3, was often higher than 

the standard deviation of the full volume results (second line of Table 4). For all three sets of 

samples, Tables 4, 5 and 6, the volume results showed significantly smaller standard deviations than 

the virtual histology results. Typically the difference between the two was around a factor of two. 

The larger standard deviations for the virtual histological results in Tables 1-6 represent statistical 



effects. The limited sampling area tested by a single virtual histology cross section increased the 

variance of the measurement results compared with the full volumetric results. This effect was 

illustrated by considering the radial bone fraction in Tables 1-6 and by use of the Welch's t-test with 

a 95% confidence interval to test if the three sets were  significantly different, Table 7. Welch’s t-

test has been chosen since the variances across sample types vary too much to be assumed constant, 

and since we don’t have data to support an abandonment of a Gaussian distribution model. The 

results from performing the corresponding t-test for an average set of virtual histological cross 

sections, using the same number of samples assuming the same mean values, but using the larger 

variances found for the virtual histological results in Tables 4-6, are shown in Table 8. The t-test 

revealed a significant difference between the results of full volume bone fractions obtained by 

reconstruction with autologous bone covered by the membrane  in contrast to reconstruction with 

autologous bone not covered by a membrane and the empty but membrane-covered cavity. Using 

the average virtual histology result in the same t-test, the two sample groups were not significantly 

different. Hence, with the present samples, a full volumetric analysis revealed a significant 

difference, which the average virtual histology examination did not detect. 

Discussion 

A useful algorithm for deriving standard histologic parameters from 3 D SRµCT tomograms was 

used to evaluate crucial parameters in dental implant osseointegration. Upon comparing 3 D volume 

data concerning implant-bone distance, radial bone fraction, bone free surface and contact fraction 

with virtual histologic cross sections of the tomograms, we have shown that the uncertainty in the 

full 3 D analysis results was significantly lower than the uncertainty in the virtual histology results. 

Subsequently our hypothesis   was dismissed . The key numbers in bone integration and their 

standard deviations in the virtual histology cross sections for each of the samples as shown in 

Tables 1, 2 and 3 showed significant variation along the theta-angle in all samples. This indicates 

that traditional histological evaluations of bone volume and contact area fractions have a 

significantly higher uncertainty than what can be obtained by SRµCT. The lower uncertainty of the 

SRµCT is a statistical effect. SRµCT deals with the whole  2 D surface of the implant, whereas the 

traditional histologic method only considers a one dimensional vertical line on the implant surface. 

For all three sets of samples, the volume 3 D results showed significantly smaller standard 

deviations than the virtual histology results. Typically the difference between the two was around a 

factor of two. 



Previous studies have compared single histological results with corresponding single 2 D plane 

sections of tomographic results and full 3 D results (Bernhardt et al.  2004 , Stiller et al. 2009).  

Uncertainty in  results within 2 D histology compared to 3 D full volume readings was discussed by 

Sarve et al ,2013 who observed a 2 D quantification of 21 % BIC less of that observed in full 

volume readings of 350 slices per turn of the dental implants. In contrast Rebaudi et al, 2004 found 

an increase of 20 % in bone to implant apposition in 2 D histomorphometry compared to full 

volume observations obtained with micro CT.  

This may imply that the observed variations are statistical effects of the reduced sampling 

performed in 2 D histology compared to the vast number of samplings in 3 D full volume 

evaluations, which in our case comprised 2000 readings of each specimen. 

SRµCT has superior characteristics such as high resolution, minimal artifacts, a high voltage 

making penetration of the titanium dental implant possible and 360 ° rotation at  acquisition. Due to 

acquisition at each 0.2°, a very high number of tomograms become available for the evaluation. 

This method therefore supplies us with results given both as full volume averages and as virtual 2 D 

histological results  and is beneficial in understanding the  integration and geometrical distribution 

of bone in  dental implant osseointegration  The significantly smaller inherent uncertainty in full 

volume SRµCT compared to 2 D  virtual histology underlines the strength of this method as todays 

gold standard in dental implant – and periimplant bone evaluation. To further elaborate on the 

increased statistical power from 3 D relative to 2 D, we have used the found means and variances 

from the different sample groups to determine the expected two-tailed p-values for different 

numbers of samples. These results are shown in Fig. 3-5. For all three sample groups the expected 

two-tailed p-values are higher for SRμCT analysis than for virtual histology. This is a purely 

statistical effect: By inspecting the full 3 D volume, we will inevitably lower the observed 

variances, resulting in improved p-values. If derived parameters were constant for all possible 

histology cross sections, we subsequently would observe an unchanged variance going from 2 D to 

3 D evaluations. However, this is hardly a realistic scenario and therefore decreased variances 

always should be expected in 3 D evaluations in contrast to 2 D observations.  

Conclusion 

Using an algorithm for finding full volume averages of standard histology parameters in SRµCT 

tomograms and by comparing these with virtual histology cross section data of the tomograms, we 



have shown that the uncertainty in the full 3 D analysis results is significantly lower than the 

uncertainty in the  virtual histology results. 

Tables: 

 

sample # 

implant-bone distance 

[μm] 

radial bone fraction 

[%] 

bone free surface 

[%] 

contact fraction 

[%] 

770 69.7 ± 13.9 66.5 ± 6.7 0.0 ± 0.1 55.9 ± 9.0 

775 130.7 ± 49.2 61.1 ± 6.4 6.1 ± 4.8 48.5 ± 14.8 

780 87.9 ± 59.5 70.0 ± 5.7 2.3 ± 5.4 64.1 ± 10.7 

785 89.0 ± 43.4 69.3 ± 9.3 1.9 ± 3.9 59.8 ± 9.5 

811 68.1 ± 32.0 75.1 ± 5.0 1.4 ± 2.5 65.9 ± 12.4 

816 89.5 ± 62.1 59.5 ± 11.9 3.1 ± 4.9 68.4 ± 10.8 

Table 1. Data from the six samples with autologous bone covered by the  membrane. For each 

sample the mean across all 2000 virtual histology cross sections, and their standard deviations are 

given as “mean ± std”. E.g for sample 770, the mean implant bone distance is 69.7 μm, and the 

standard deviation among the virtual histology cross sections is 13.9 μm. 

 

sample # 

implant-bone distance 

[μm] 

radial bone fraction 

[%] 

bone free surface 

[%] 

contact fraction 

[%] 

773 128.7 ± 116.5 63.8 ± 12.5 8.3 ± 12.3 65.1 ± 11.1 

778 72.7 ± 38.0 57.3 ± 10.7 1.8 ± 3.8 63.9 ± 12.0 

788 211.9 ± 112.2 36.6 ± 12.0 16.0 ± 12.8 59.4 ± 8.3 



814 115.9 ± 30.2 55.6 ± 5.5 6.3 ± 3.7 66.5 ± 6.7 

819 51.0 ± 13.4 67.0 ± 5.2 0.3 ± 0.5 71.7 ± 9.6 

Table 2. Data from the five samples with autologous bone without  the  membrane. For each sample 

the mean across all 2000 virtual histology cross sections, and their standard deviations are given as 

“mean ± std”. 

 

sample # 

implant-bone distance 

[μm] 

radial bone fraction 

[%] 

bone free surface 

[%] 

contact fraction 

[%] 

769 162.8 ± 78.7 55.0 ± 8.6 10.3 ± 7.3 59.4 ± 11.5 

774 159.5 ± 83.2 40.7 ± 9.2 10.0 ± 6.8 59.7 ± 16.0 

779 148.2 ± 84.6 59.1 ± 9.4 9.6 ± 8.2 61.7 ± 12.6 

784 106.7 ± 67.0 59.6 ± 13.1 5.8 ± 7.4 63.5 ± 7.8 

810 195.6 ± 119.7 48.7 ± 18.7 11.0 ± 11.2 48.7 ± 13.2 

815 112.7 ± 99.4 42.3 ± 14.5 7.1 ± 10.3 74.4 ± 9.9 

Table 3. Data from the six empty samples. For each sample the mean across all 2000 virtual 

histology cross sections, and their standard deviations are given as “mean ± std”. 

 

 

implant-bone 

distance [μm] 

radial bone 

fraction [%] 

bone free surface 

[%] 

contact fraction 

[%] 

mean result 89.2 66.90 2.50 60.40 

deviation of volume results 20.6 5.30 1.90 6.70 

deviation of virtual 
50.8 9.50 4.50 13.20 



histology results 

Table 4. Mean result and standard deviations for the six samples with autologous bone covered by 

the  membrane. The deviations are measured standard deviations, as  they are based on the biased 

sample variance, see appendix A1. The deviation of volume results is found by comparing the six 

volumetric averages from Table 1. E.g. for the implant bone distance, the standard deviation of the 

set {69.7; 130.7; 87.9; 89.0; 68.1; 89.5} is 20.6. If, instead of using the 6 volumetric averages, we 

compare all the 12,000 virtual histology cross sections from the six samples (2000 cross sections 

per sample), we get a standard deviation of 50.8 μm. This number is then called the deviation of the 

virtual histology results. 

 

 

implant-bone 

distance [μm] 

radial bone 

fraction [%] 

bone free surface 

[%] 

contact fraction 

[%] 

mean result 116.0 56.10 6.50 65.30 

deviation of volume results 55.6 10.60 5.60 4.00 

deviation of virtual 

histology results 94.0 14.40 10.00 10.50 

Table 5. Mean result and standard deviations for the six samples with autologous bone without  the  

membrane. The deviations are measured standard deviations as they are based on the biased sample 

variance. For the t-test calculations shown later the unbiased sample variance is used. 

 

 

implant-bone 

distance [μm] 

radial bone 

fraction [%] 

bone free surface 

[%] 

contact fraction 

[%] 

mean result 147.6 50.90 9.00 61.20 

deviation of volume results 30.5 7.60 1.90 7.50 



deviation of virtual 

histology results 95.3 14.90 8.90 14.30 

Table 6. Mean result and standard deviations for the empty samples. The deviations are measured 

standard deviations as they are based on the biased sample variance. For the t-test calculations 

shown later the unbiased sample variance is used. 

 

 Auto no membrane Empty control 

Autologous bone with membrane P=0.886 P=0.996 

Autologous bone  without 

membrane 

 P=0.562 

Table 7: Two-tailed p-values for Welch's t-test (variances assumed not to be equal) on the 

volumetric bone fraction results in tables 1-3. For the t-test calculations the unbiased variance 

estimator is used, see appendix A2. 

 

 Autologous bone without membrane Empty control 

Autologous bone with membrane P=0.806 P=0.944 

Autologous  o  without membrane  P=0.425 

Table 8: Two-tailed p-values for Welch's t-test (variances assumed not to be equal) on average 

histological cross sections as found in Tables 1-3. 

Acknowledgements 

Vi have received fundig  from the Excellence Programme for interdisciplinary research UCPH 

2016, CoNEXT, and from Innovationsfonden, grant number 0603-00491B (NEXIM). 

Goat and titanium dental implants were kindly provided by Astra Tech Company, Mölndal, Sweden 



Scannings, bone substitutes and histology preparations were kindly provided by the former 

Degradable Solutions, Schlieren, Schwitzerland, now Sunstar Company, Etoy, Schwitzerland. 

References 

Bernhardt R, Scharnweber D, Muller B, Thurner P, Schliephake H, Wyss P, Beckmann F, Goebbels 

J, Worch H . Comparison of microfocus- and synchrotron X-ray tomography for the analysis of 

osteointegration around Ti6Al4V implants. Eur Cell Mater 7: 42-51; 2004. 

Bernhardt B, Dolder J, Bierbaum S, Beutner R, Scharnweber D, Jansen J, Beckmann F, orch H. 

Osteoconductive modifications of Ti-implants in a goat defect model: characterization of bone 

growth with SR µCT and histology. Biomaterials 26 ;3009–3019 ; 2005. 

Bernhardt R, Scharnweber D, Muller B, Beckmann F, Goebbels J, Jansen J, Schliephake H, Worch 

H . 3D analysis of bone formation around titanium implants using micro computed tomography 

(µCT): Developments in X-Ray Tomography V, edited by Ulrich Bonse, v. 6318, 631807; 2006. 

Bernhardt R, Kuhlish E, Schultz MC, Eckelt U, Stadlinger B. Comparison of bone-implant contact 

and bone-implant volume between 2 D- histological sections and 3 D-SRµCT slices . Eur Cell 

Mater 23; 237-248;2012. 

Neldam CA, Lauridsen T, Rack A, Lefolii TT, Jørgensen NR, Feidenhansl R, Pinholt EM . 

Application of high resolution synchrotron micro-CT radiation in dental implant osseointegration. 

J Cranio- Max Fac Surg 43;5:682-87; 2015. 

Neldam CA, Sporring J, Rack A, Lauridsen T, Hauge EM, Jørgensen HL, Jørgensen NR, 

Feidenhansl R, Pinholt EM . Synchrotron radiation μCT and histology evaluation of bone-to-

implant contact. J Craniomaxillofac Surg. 2017 Jun 3. pii: S1010-5182(17)30185-3. doi: 

10.1016/j.jcms.2017.05.019. [Epub ahead of print] 

Peyrin F, Muller C, Carillon Y, Nuzzo S, Bonnassie A, Briquet A . Synchrotron radiation m CT: a 

reference tool for the characterization of bone samples. Adv in Experiment Med Biol 496; 129-142; 

2001. 

Rebaudi A, Koller B, Laib A, Trisi P . Microcomputed tomographic analysis of the peri-implant 

bone. Int J Periodontics Restorative Dent 24:316-325; 2004. 



Sarve, H, Friberg B, Borgefors G, Johansson CB . Introducing a Novel Analysis Technique for 

Osseointegrated Dental Implants Retrieved 29 Years Postsurgery. Clin Implant Dent Relat Res 15: 

538-549; 2013.  

Stiller M, Rack A, Zabler S, Goebbels J, Dalugge O, Jonscher S, Knabe C . Quantification of bone 

tissue regeneration employing beta-tricalcium phosphate by three-dimensional non-invasive 

synchrotron micro-tomography--a comparative examination with histomorphometry. Bone 44: 619-

628; 2009. 

Web reference: 

1. 1. Lauridsen T (2017).    www.fys.ku.dk/~torstenl/implant_bone_analysis.m 

 

Figure list 

Fig 1: 

3 D-renderings of the tomogram of sample number 770. The implant in white is visible in all three 

renderings. a) all bone surrounding the implant is visible. b) only the bone surrounding the implant's 

microthread is visible (i.e. the bone analyzed in this publication). c) only leaves the implant visible. 

Ring artefacts from the reconstruction are seen in the top of a) and b). 

Fig 2. 

Slice through the middle of the analyzed section of the tomogram of sample 770 (see Fig 1). The 

implant is seen as an approximately circular white shape in the centre of the slice. The bone is the 

lighter grey surrounding the impant. The darker grey is bone cavities and external air. The four 

corners are greyed out in the reconstruction, since they are not completely angularly covered in the 

scanning. Some arbitrary virtual histology cross section is illustrated by the red line. For this virtual 

histology cross section, various parameters can be found. If we compare the parameters from a lot 

of different cross sections, we can find their means and their standard deviations. 



Fig 3. 

Comparison of expected p-values if comparing autologous bone samples with and without 

membrane. As input are used the found variances from virtual histology and full 3 D CT analysis. 

The lower variances in the full CT analysis result in increased p-values, and a 95 % confidence will 

be reached with 8 samples. For the variances found in the virtual histology analysis, 10 samples 

would be necessary to reach 95 % confidence. 

Fig 4. 

Comparison of expected p-values if comparing autologous bone samples covered with a membrane 

with the empty samples with no membrane. As input are used the found variances from virtual 

histology and full 3 D CT analysis. The lower variances in the full CT analysis result in increased p-

values, and a 95 % confidence will be reached with 4 samples. For the variances found in the virtual 

histology analysis, 5 samples would be necessary to reach 95 % confidence. 

Fig 5. 

Comparison of expected p-values if comparing the empty samples and the uncovered autologous 

bone samples. As input are used the found variances from virtual histology and full 3 D CT 

analysis. The lower variances in the full CT analysis result in increased p-values, and a 95 % 

confidence will be reached with 32 samples. For the variances found in the virtual histology 

analysis, 48 samples would be necessary to reach 95 % confidence. 

Appendix. 

A1: biased sample variance 



The biased sample variance used for calculating the measured standard deviations used in Tables 1-

6 is given by: 

 

   
 

 
       

 

 

   

 

 

Where Χ is the stochastic variable in question, N is the number of occurences in the set and μ is the 

mean value, defined as: 

 

  
 

 
   

 

   

 

 

From the biased sample variance, the measured standard deviation is found as: 

 

      

A2: unbiased variance estimator 

The unbiased variance estimator used for calculating the p-values in Tables 7-8 is given by: 

 

   
 

   
       

 

 

   

 

 

Where Χ is the stochastic variable in question, N is the number of occurences in the set and μ is the 

mean value, defined as above. 
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a b s t r a c t

The purpose of this study was to describe a refined method using high-resolution synchrotron radiation
microtomography (SRmicro-CT) to evaluate osseointegration and peri-implant bone volume fraction
after titanium dental implant insertion. SRmicro-CT is considered gold standard evaluating bone
microarchitecture. Its high resolution, high contrast, and excellent high signal-to-noise-ratio all
contribute to the highest spatial resolutions achievable today. Using SRmicro-CT at a voxel size of 5 mm in
an experimental goat mandible model, the peri-implant bone volume fraction was found to quickly
increase to 50% as the radial distance from the implant surface increased, and levelled out to approxi-
mately 80% at a distance of 400 mm. This method has been successful in depicting the bone and cavities in
three dimensions thereby enabling us to give a more precise answer to the fraction of the bone-to-
implant contact compared to previous methods.

© 2015 European Association for Cranio-Maxillo-Facial Surgery. Published by Elsevier Ltd. All rights
reserved.

1. Introduction

X-ray micro-computed tomography (micro-CT) (Bonse and
Busch, 1996) combined with synchrotron radiation X-ray sources
enables spatial resolution in the micrometre regime for three-
dimensional (3D) imaging of bone microarchitecture combined
with a high level of image sensitivity. In combination with X-ray
optical elements the resolution can be further increased up to the
nanometre scale (Withers, 2007). A synchrotron source is a
large-scale facility: the commondesign comprises anelectrongun; a
linear accelerator ormicrotron, where free electrons are accelerated
toamediumenergy; a circular accelerator, the actual synchrotron, in
which the electrons are raised to their final energy in the GeV
regime; and a storage ring where they are maintained at a constant

energy. The actual radiationused for the experiments is generated in
the storage ring: synchrotron radiation refers to the electromagnetic
radiation produced when relativistic electrons circulating in the
storage ring are deflected by strong magnetic fields (Wiedemann,
2002), with subsequent synchrotron light being emitted in a nar-
rowbeamat a tangent to the curved trajectory of the electrons in the
storage ring (Wiedemann, 2002). Beamlines, where experiments
can be carried out, surround the storage ring. Commonly their
design is highly adapted to the experimental techniques used, such
as X-ray diffraction, X-ray fluorescence or X-ray imaging.

To achieve high spatial resolution for synchrotron radiation
micro-CT (SRmicro-CT) indirect detectors are commonly used; the
luminescent image of a scintillator screen is captured by magni-
fying visible light optics and a charge-coupled device or comple-
mentary metal-oxide-semiconductor (CMOS)-based cameras. The
effective pixel size of the detector needs to be adapted to the
desired spatial resolution according to Shannon's theorem (Bonse
and Busch, 1996). Such detectors operated at high spatial resolu-
tion commonly offer limited detection efficiency due to the thin
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scintillators required which make them less attractive for
laboratory-based micro-CT. SRmicro-CT enables efficient use of
high-resolution indirect detectors and consequently offers several
advantages in contrast to micro-CT. The high photon flux density
allows for high spatial resolution with SRmicro-CT and at the same
time the narrow bandwidth of radiation for illumination also in-
creases the contrast. SRmicro-CT is considered the gold standard of
imaging for the bone microstructure (Peyrin et al., 2010), and is
nowadays accessible as a standard tool on many synchrotron light
sources located around the globe (Rack et al., 2011). Due to the
quasi-parallel beam geometry at a synchrotron light source, the
tomographic reconstruction can be done on a slice-by-slice basis,
without the need of interpolation steps, which are frequently
required when working in cone-beam geometry. It is the combi-
nation of high resolution, a high signal-to-noise ratio, and the
different contrast modalities that renders SRmicro-CT an excellent
analytical tool suited for studies in the biomedical field (Bernhardt
et al., 2004; Feldkamp et al., 1989; Rack et al., 2011; Ritman, 2004;
Ruegsegger et al., 1996; Ruhli et al., 2007; Stiller et al., 2009).

The application of SRmicro-CT in the bio-medical field has
recently been evaluated in a review by Neldam and Pinholt (2014).
The review depicted that SRmicro-CT has been used to evaluate
osseointegration of titanium implants (Bernhardt et al., 2004),
visualization of the vascular canals in cortical bone, micro-
architecture of osteoporotic bone, and osseous microcracks
(Bousson et al., 2004; Cooper et al., 2011; Larrue et al., 2011; Voide
et al., 2009).

Studies have depicted osseointegration with bone-to-implant
contact of 60e80% when using light microscopy (Albrektsson,
2008; Shah et al., 2014). Thus, if parts of the implant surface are
not in direct contact with bone, it is relevant to measure the
implant�bone distance. Volume images obtained with SRmicro-CT
make it possible to distinguish between different material phases
within a sample, i.e. bone, titanium implant and cavities containing
either air, blood vessels or fibrous tissue, by their different densities
(Rack et al., 2006, 2011; Stiller et al., 2009) due to the high contrast
given by the intense photon flux density. Classic histomorphometry
enables evaluation of different levels of mineralization while
micro-CT/SRmicro-CT visualizes bone with a certain threshold of
mineralization. At the 5�10 mm scale, SRmicro-CT makes it possible
to assess bone mineralization simultaneously with bone micro-
structure in both trabecular and cortical bone in 3D (Bonse et al.,
1994; Peyrin, 2009).

The peri-implant bone volume fraction is defined as the bone
surrounding an implant. Peri-implant bone volume contact fraction

is the area in close proximity to the implant surface including the
contact area, which is another important measure of osseointe-
gration of dental implants. The peri-implant bone volume contact
fraction is often evaluated within a threshold of 50 mm radial dis-
tances from the implant surface (Davies, 1996). Visual inspection
within this distancemay define themaximumwidth of the artificial
absorption coefficient lowering at the edge of the implant, origi-
nating from a refraction-based artefact.

1.1. Aim of the study

The aim of this study was to present the application of high-
resolution 3D SRmicro-CT images at a 5 mm voxel size in evalu-
ating the peri-implant bone volume contact fraction, bone-to-
implant contact (BIC), and the peri-implant bone volume fraction,
in an experimental goat mandible model, representing recipient
and grafted bone after vertical augmentation.

2. Materials and methods

2.1. Bone sample

One bone sample containing a titanium dental implant (Astra-
Tech OsseoSpeed, ST Molndal, Sweden) 8 mm long � 3.5 mm in
diameter and comprising macro threads for the lower 5.5 mm and
micro threads for the upper 2.5 mm was used for evaluation. The
implant was installed according to the manufacturer's instructions,
in a critical size defect of a goat's mandible (Fig. 1). Immediate
vertical bone augmentation was performed with bone chips of
0.5 � 3 � 1 mm3e0.5 � 5 � 1 mm3 in size processed in bone mills
(Liebinger, Freiburg, Germany; Quentin, Leimen, Germany), and the
defect was covered by a titaniummembrane (Riemser Artzenmittle
AG, Insel Riems, Germany). After 20 weeks of healing the bone
sample including the dental implant was taken, fixated in 10%
formaldehyde (Rigshospitalets Apotek, Rigshospitalet, Denmark),
dehydrated in graded alcohol solutions and finally embedded in
Technovit in an acrylic cylinder, 12 mm in diameter and 20 mm in
height (Donath, 1993). The sample was left uncut for scanning
purposes.

The region of interest (ROI) for this studywas defined as the part
of the sample that included bone and the micro threads of the
implant representing newly formed bone around the original
defect (Fig. 2). For comparison, the macro thread area surrounded
by the recipient bone was used. The peripheral limitation of the ROI

Fig. 1. Illustration of the critical size defect and the titanium implant before reconstruction with bone graft. The cartoon illustrates the implant installation; where the upper part
present the area of grafted autologous bone and the area below the blue line present the recipient bone.
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was bounded by a circular band placed 2000 mm away from the
implant surface (Fig. 3).

2.2. Synchrotron radiation facility

The SRmicro-CT scans were carried out at the ID19 beamline, at
the European Synchrotron Radiation Facility (ESRF) in Grenoble,
France. ID19 is ideally suited for such an experiment, as it offers a
sufficiently high photon flux density and sufficient coherence
properties at higher energies. Furthermore, the flexible layout of
the experimental setup allows one to exploit propagation-based
phase contrast with sample-detector distances of up to several
metres. As the sample for X-ray imaging included a dental implant
made from titanium, a comparatively high photon energy of
approximately 67 keV (pink) was chosen, i.e. the emitted radiation
of a wiggler insertion device (a magnetic device) was filtered to
produce a narrower bandwidth. An indirect detector (lens-coupling
of a scintillator to a camera incorporating a charge-coupled device
with 2048 � 2048 pixels), with a pixel size of 5 mm acquired
tomographic scans of the region of interest (ROI), which was
slightly smaller (10 mmwide) than the sample (~20 mmwide). The
sample was continuously rotated over 360�, as 1999 equiangularly
spaced radiographic images were taken.

The tomograms were reconstructed at the ID19 beamline. A
standard filtered projection algorithm was applied via the ESRF in-
house developed software PyHST (Mirone et al., 2014). The size of
the reconstructed tomogramwas 2048� 2048� 1024 voxels. Voxel

values represented the common Gaussian spread i.e. noise, over-
lapped with refraction phenomena, which were present at in-
terfaces such as implantebone interfaces, an effect known as edge-
enhancement (Cloetens et al., 1996). The segmentation was per-
formed using VG Studio Max 2.1 (Volume Graphics GHBM, Hei-
delberg, Germany) also at the ESRF in Grenoble, France.

The tomogram height was 1024 pixels since only half of the
detector height was necessary to obtain data from the ROI (Fig. 2).
The vertical height of the tomogramswas reduced to 500 voxels, i.e.
2.5 mm, which was done by inclusion of the part of the tomogram
containing the ROI of the implant (Fig. 2).

3. Results and data analysis

3.1. Data analysis

Analysis of a given slice consisted of three steps:
1. Segmentation, followed by.
2. Circular-band construction, and.
3. Bone fraction determination.

1) Segmentation: The sample consisted of threemajor components;
the titanium dental implant, the surrounding bone and the
cavities, which were distinguished by, and segmented by
different absorption coefficients. Due to the implant's low-noise
high-intensity in the image volume it was easily segmented by
thresholding.

2) Circular-band construction: This data analysis evaluated the bone
distribution of the 1999 radial lines radiating from the implant
surface in one dimension (Fig. 3), representing the bone distri-
bution along the radial dimension at the 1999 places on the
implant surface. The segmentation of the tomographic data was
done on 2D horizontal sections.

Two lines were defined representing the outer perimeter and
the implant surface. A circular band of 2000 mm in width was
defined around the dental implant, representing the area between
the implant surface (blue circle) and the outer periphery at 1 mm
radial distance (red circle). Due to the presence of implant threads
the image of the implant was not strictly circular (Fig. 3).

Fig. 2. Slice of a vertical tomogram. The yellow lines indicate the ROI in a horizontal
plane with the grafted area between the two lines and recipient bone below the lowest
yellow line. The red lines indicate the ROI in a vertical plane.

Fig. 3. Tomogram slice showing the two circle bands used for the circle band analysis.
The radial lines (green and magenta) are illustrating two out of 1999 radial lines used
to create the polar coordinate system.
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3) Bone fraction determination: The bone fraction was determined
by the bone segmentation within the circular band and pre-
sented as a function of radial distance. Data analysis for the two
areas was performed in 2D and reconstructed in 3D. After seg-
mentation and reconstruction of the bone sample, cavities along
the implant surface were visualized.

3.2. Sample data

This section gives the full volume results for the one sample
comprising the two areas. The tomographic 3D voxel size was 5 mm.
For each of the 1999 different angles in the ROI, the peri-implant
bone volume fraction and BIC were evaluated.

3.2.1. Grafted bone area
The peri-implant bone volume contact fraction was 62.2%

(Table 1). The BIC was approximately 4% (Table 1), (Figs. 4 and 5a),
and within the first 65 mm the peri-implant bone volume fraction
increased to approximately 50% (Fig. 5a). At a distance of 285 mm
from the implant surface-the peak of the curve-the peri-implant
bone volume fraction was approximately 82%. The peri-implant
bone volume fraction levelled out at 400 mm distance to approxi-
mately 78% (Fig. 5a). The mean peri-implant bone volume fraction
was 75.6%, and the maximum peri-implant bone volume fraction
was 82%. The total peri-implant bone volume fraction was 75.9%.

3.2.2. Recipient bone
The peri-implant bone volume contact fraction was 63.3%

(Table 1). The BIC was approximately 3.5% (Table 1), (Fig. 5b), and
within the first 50 mm the peri-implant bone volume fraction was
approximately 50% (Fig. 5b). At a distance of 285 mm from the
implant surface-the peak of the curve-the peri-implant bone vol-
ume fraction was approximately 76%. The peri-implant bone vol-
ume fraction levelled out at 400 mm distance to approximately
80e85% (Fig. 5b). The mean peri-implant bone volume fractionwas
79.3%, and the maximum peri-implant bone volume fraction was
85%. The total peri-implant bone volume fraction was 80.7%.

4. Discussion

The present study introduces a 3D high-resolution method for
evaluating the bone volume fraction at the surface and at different
distances from a titanium dental implant, and is based on SRmicro-
CT. Analysis of the circular area around the implant enables 3D
evaluation to be carried out in the ROI. The experimental model
used a dental titanium implant in an augmented vertical critical
size defect in the mandible of a goat, simulating an atrophic
mandibular alveolar process mainly comprising cortical bone. The
aim was to present SRmicro-CT images as a high-resolution 3D
method, at a voxel size of 5 mm, evaluating peri-implant bone
volume fraction and BIC in recipient and de novo formed bone.

The peri-implant bone volume contact fractions were 62.2% and
63.3%, the BIC were approximately 4% and 3.5%, the mean peri-
implant bone volume fraction were 75.6% and 79.3%, and the
maximumperi-implant bone volume fractionwere 82% and 85% for
the grafted and the recipient regions, respectively.

The BIC in the present study was approximately 3e4%. The value
of BIC has been discussed in many studies representing different
evaluation modalities. Sarve et al. (2013) found a BIC of 54e69%, at
a pixel size of 4.40 mm on two samples in human bone, 29 years

Table 1
The table shows the key measures from the two different regions, i.e. the grafted
area at the micro thread region and the recipient bone at the macro thread region.

Sample area Peri-implant bone
volume contact fraction

Bone-to-implant
contact (BIC)

Peri-implant bone
volume fraction

Grafted area 62.2% 4% 75.9%
Recipient bone 63.3% 3.5% 80.7%

Fig. 4. Illustrating BIC in the grafted area in half the sample. Red represents cavities.
Blue represents bone. The implant has been removed to depict the area in proximity to
the implant.

Fig. 5. a: Peri-implant bone fraction in grafted area. Bone volume fraction as a percentage
as a function of the radial distance. b: Peri-implant bone fraction in recipient bone area.
Bone volume fraction as a percentage shown as a function of the radial distance.
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post-surgery and scanned at the HASYLAB, DESY in Hamburg.
Bernhardt et al. (2004), found a BIC of approximately 30%, 4 weeks
after implant installation, at voxel size 6.4 mm on a single sample in
a beagle dog scanned at the HASYLAB, DESY in Hamburg. In rats,
Sarve et al. (2011) found a BIC of 45.8e70.1%, 4 weeks after implant
installation, at a pixel size of 4.40 mm scanned at the HASYLAB,
DESY in Hamburg. In goats, Bernhardt et al. (2006) found a BIC
ranging between 44 and 70%,12 weeks after implant installation, at
voxel size 10 mm, of 16 bone samples evaluated at the HASYLAB,
DESY in Hamburg.

The discussion of BIC values is important in the quality assess-
ment of the surface of the titanium dental implant represented by
the presence or lack of artefacts. The BIC is most often evaluated in a
2e3 pixel size zone, which in the present study comprised
10e15 mm. SRmicro-CTwas usedwith a photon flux density at an X-
ray photon energy sufficient to transmit the images of the dental
implants free of artefacts and with a high contrast and signal-to-
noise ratio. In order to acquire tomographic images at high photon
energies, the ID19 beamline of the ESRF was chosen. ID19 presents
parallel beamgeometry and a high number of photons accessible for
hard X-ray imaging using a wiggler insertion device. The acquired
images allow for an estimate and precise bone detection.

BIC evaluation is also dependent on the segmentation of the
resin used for preparation of the specimens, which gives image
noise, and the osteoid of newly formed bone can cause difficulties
in the segmentation procedure. However, the formation of miner-
alized tissue in the present study was secured by an observation
time of 20 weeks.

The peri-implant bone volume fraction in the present study in
the grafted and in the recipient bone was 50% at a distance of
50e65 mm, and 82 and 76% at a distance of 285 mm away from the
implant surface, respectively. This is comparable to other studies
(Rebaudi et al., 2004; Sarve et al., 2013). This implies that our
experimental studymodel is representative. Bernhardt et al. (2006)
found a bone volume ranging between 40 and 67% after 12weeks of
healing of implants in a goat defect model at a distance of
0e700 mm.

Histomorphometry comprises a 2D fraction of a 3D structure and
only represents a number of 10 mm thick sections in a process of
cutting and grinding with subsequent loss of tissue in the prepara-
tion procedure. By performing 3D evaluation by the SRmicro-CT
method, it is possible to obtain data from the entire surface in a
bone cylinder. When using SRmicro-CT the resolution can be
reduced due to refraction artefacts at the interfaces between ma-
terials of different electron densities (Rack et al., 2006, 2011; Stiller
et al., 2009). It can be challenging to compare bone volume results
evaluated by classical histomorphometry (2D) and results obtained
frommicro-CTand SRmicro-CT. In the studybyRebaudi et al. (2004),
bone volume differences evaluated by histology and by micro-CT
ranged between 9 and 16%. In the study by Bernhardt et al. (2004)
the difference in bone quantification was non-significant and less
than 1% using SRmicro-CT, however, when looking at the BIC the
difference was about 10%. Bernhardt et al. (2012) found a difference
in the BIC of 4.9%, and a bone-implant-volume difference of 1.2% for
histomorphometry (with 3e4 histological sections) compared with
SRmicro-CT. The number of histological sections, which they were
able to compare directly with SRmicro-CT, could explain the small
differences. They conclude that 3-4 histological sections could be
sufficient to evaluate bone-implant-volume with only minor dis-
crepancies to 3D measurements.

Evaluation of BIC with SRmicro-CT can cause some challenges
due to the partial volume effect (PVE) which forces BIC measure-
ments to be performed at a minimum of 1e2 pixels away from the
implant surface. The PVE appears when structures are the same size
or smaller than the pixel size and therefore are not correctly

detected. Consequently, the PVE can be reduced at higher resolu-
tions i.e. lower pixel size. SRmicro-CT requires high contrast for
detecting bone in proximity to a titanium surface; the bone needs
to be fully mineralized to be detected correctly (Bernhardt et al.,
2012). When the implant surface is covered by a thin layer of
mineralized tissue the PVE may arise because the absorption co-
efficients will be a mixture of bone and implant. Subsequently, PVE
will always be found near interfaces and result in an underesti-
mation of the bone, however this has not been found to be signif-
icant (Bernhardt et al., 2012; Mangano et al., 2013; Sarve et al.,
2013). Bernhardt et al. (2012) defined a distance of 18 mm, 5
pixels, from the implant surface to be the position to obtain BIC
values in SRmicro-CT slices. Mangano et al. (2013) performed their
BIC evaluations at 2 pixels, 15 mm, from the implant surface. Sarve
et al. (2013) performed BIC measurements 11 mm from the sur-
face, i.e. 1 pixel from the surface. This present study has a resolution
of 5 mm, hence, it is possible to evaluate the BIC even closer to the
implant surface than in previous studies.

Our data represented by peri-implant bone volume fractions are
in accordance with the leading studies within the field of 3D
evaluation. Therefore the BIC difference in the present paper is
assumed to be due to the higher performance of SRmicro-CT with
subsequent higher resolution, a larger number of images and
consequently an expected higher level of precision.

5. Conclusion

A semi-automatic computer algorithm to determine the peri-
implant bone volume fraction of the ROI in three dimensions was
presented. In close proximity to the implant surface, the BIC was
3e4%; at 400 mm away from the dental implant the peri-implant
bone volume fraction showed a steady level of nearly 80%. This
kind of study, with immediate vertical bone augmentation around a
dental implant, has not been performed before and evaluated at a
spatial resolution of 5 mm. As shown in this study, there is a
tremendous difference in the peri-implant bone volume fraction,
which comprise 50% when looking at a distance from the implant
surface of 50e65 mm, compared with a bone fraction of 4% at a
distance of 5 mm from the implant surface.

The method has been successful in depicting the bone and
cavities in three dimensions thereby enabling us to give a much
more precise answer to the fraction of the BIC compared with
previous methods. The next step will be to further develop our
method to give an evenmore accurate image of the bone fraction in
very close proximity to the dental implant (0e50 mm).

Whether the peri-implant bone volume fraction of 3e4% is an
actual image of BIC or is due to the surgical design is unknown, and
not the aim of this study, but will be evaluated in a future publi-
cation, which is in progress.
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a b s t r a c t

The purpose of this study was to evaluate bone-to-implant contact (BIC) in two-dimensional (2D) his-
tology compared to high-resolution three-dimensional (3D) synchrotron radiation micro computed to-
mography (SR micro-CT). High spatial resolution, excellent signal-to-noise ratio, and contrast establish
SR micro-CT as the leading imaging modality for hard X-ray microtomography. Using SR micro-CT at
voxel size 5 mm in an experimental goat mandible model, no statistically significant difference was found
between the different treatment modalities nor between recipient and reconstructed bone. The histo-
logical evaluation showed a statistically significant difference between BIC in reconstructed and recipient
bone (p < 0.0001). Further, no statistically significant difference was found between the different
treatment modalities which we found was due to large variation and subsequently due to low power.
Comparing histology and SR micro-CT evaluation a bias of 5.2% was found in reconstructed area, and
15.3% in recipient bone. We conclude that for evaluation of BIC with histology and SR micro-CT, SR micro-
CT cannot be proven more precise than histology for evaluation of BIC, however, with this SR micro-CT
method, one histologic bone section is comparable to the 3D evaluation. Further, the two methods
complement each other with knowledge on BIC in 2D and 3D.

© 2017 European Association for Cranio-Maxillo-Facial Surgery. Published by Elsevier Ltd. All rights
reserved.

1. Introduction

Bone-to-implant contact (BIC) in loaded implants is proven to be
60e70% when using light microscopy, and 10% less in unloaded

implants (Albrektsson, 2008). However, histology studies in mini-
pigs, pigs, and dogs show comparable BIC in unloaded implants
ranging between 49% and 77.2% after healing periods of 2e4
months (Stadlinger et al., 2009; Bressan et al., 2012; Botzenhart
et al., 2015). Attainment of osseointegration and primary stability
is essential for implant success. A high BIC is a prerequisite for
implant stability and is vital in order to generate secondary stability
(Brånemark, 1983; Albrektsson, 2008).

Osseointegration and bone structure are classically investigated
in a 2D manner by histology (Brånemark et al., 1969). Three-
dimensional (3D) evaluation of bone quantification, structure, and
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mineralization has been performed with micro computed tomog-
raphy (micro-CT) and with synchrotron radiation micro-CT (SR
micro-CT) (Bonse et al., 1994; Britz et al., 2010; Peyrin et al., 2010;
Sarve et al., 2011, 2013; Bernhardt et al., 2012; Stalder et al., 2014;
Neldam et al., 2015). Micro-CT and SR micro-CT are non-
destructive techniques, providing 3D images of bone in vitro
(Nuzzo et al., 2002; Jung et al., 2003; Bernhardt et al., 2004).
However, beam hardening is inevitable with polychromatic beams
used in micro-CT, which is not an issue with SR micro-CT, where a
monochromatic beam is used (Nuzzo et al., 2002). SR micro-CT
exploits the parallel-beam geometry, offers high spatial resolu-
tion, excellent signal-to-noise ratio, and, due to narrow bandwidth
illumination, reduced artefacts and increased contrast. The strength
of SR micro-CT lies in its 3D evaluation of the entire implant surface
and, hence, the information it provides, including the geometry and
distribution of peri-implant tissues (Bernhardt et al., 2012). Tita-
nium implants have a higher X-ray absorption than bone. However,
newly formed bone with a low mineral content can be difficult to
detect at the implant interface due to its reduced absorption signal
(Bernhardt et al., 2012). Furthermore, the partial volume effect
(PVE), which is dependent on the CT resolution expressed by voxel
size, provides challenges when materials with very different ab-
sorption coefficients are sampled in the very same voxel, resulting
in a measured beam attenuation proportional to only the average
value of the two (H€ohne and Bernstein, 1986; Ito et al., 2003;
Bernhardt et al., 2012).

Histology is two-dimensional (2D), but can be transformed into
3D using stereology. The availability of a wide range of contrast
agents offers superb sensitivity, but histology is basically a highly
destructive technique (Bonse et al., 1994). SR micro-CT acquisition
is presented in a 2D, slice-by-slice manner and subsequently
reconstructed into 3D X-ray images. The methods are used to
evaluate, in a non-destructive way, the implant contact with the
surrounding tissues, including: bone, marrow spaces, grafting
material, and fibrous tissue (Stiller et al., 2009; Rack et al., 2011;
Neldam and Pinholt, 2014, Neldam et al., 2015).

In preparation for SR micro-CT scanning, and in contrast to
preparation for histology, it is not necessary to reduce the size
specimens in our study by cutting and grinding. Polishing of the
bone specimens for histology may result in titanium particles
dispersed throughout the specimen and embedding material,
hence making BIC evaluation difficult. However, histology does
offer important information on bone vitality, because it is not
possible to visualize cells or osteoid in X-ray tomography.

Tooth loss is associated with bone loss; on average 40e60% bone
loss is evident within the first 3 years after extraction (Tallgren,
1972; Schropp et al., 2003). Consequently, alveolar ridge augmen-
tation can be necessary prior to implant installation. Although
autologous bone is considered gold standard for augmentation, it
has some inherent disadvantages, including limited quantities, and
donor site morbidity (Ono et al., 2011). Consequently, bone
augmentation procedures using synthetic bone substitute mate-
rials have become significantly more common. However, not many
studies exist concerning SR micro-CT evaluation of different
augmentation materials and titanium dental implants. Alloplastic
materials such as hydroxyapatite (HA) and b-tricalcium phosphate
(b-TCP) are promising materials due to their synthetic nature and
their osteoconductive (HA, b-TCP) abilities and unlimited quantities
(Kim et al., 2012; Leventis et al., 2016).

In this study, a goat model with a critical-sized defect (CSD) was
used for evaluation of osseointegration in the mandible after im-
mediate vertical bone augmentation. 35 bone specimens with five
different augmentation procedures were used for evaluation.
Additionally, a 3D imaging technique was applied and com-
plemented with a 2D histological evaluation. The aim of the study

was to evaluate BIC using 2D histology and 3D SR micro-CT after
immediate vertical bone augmentation.

2. Material and Methods

2.1. Experimental animals and critical size defects

Seven healthy female adult goats (land-bred), 4-years of age,
and weighing 40e50 kg, whose metabolism and bone formation
are comparable with those of a human (Anderson et al., 1999), were
chosen for this experimental study. A standardized CSD at the
mandibular base of the goat bicortical, 25 mm in length, was cho-
sen to represent the atrophic defect (Viljanen et al., 1996; Gao et al.,
1997; Anderson et al., 1999) within the skeletal envelope (Lundgren
et al., 1995; Slotte and Lundgren, 2002). The goats were housed and
operated on at the research facilities of the Foulum Agricultural
Center of Research, University of Aarhus, Denmark. National
guidelines for use and care of laboratory animals were followed,
and the study was approved by the Danish Veterinary Ethical
Committee (permit no: 2006/561-1130).

2.2. Experimental design

Under general anesthesia, using Ketamine (Pfizer Aps., Ballerup,
Denmark) and Streptocillin, pre- and post-operatively, i.m. 5mL� 5
days (Boehringer Ingelheim A/S, Copenhagen, Denmark), five bone
defects mimicking the atrophic alveolar process were created at the
base of the mandible via an external bilateral approach. CSDs were
created by reduction of the cortical basal part of the mandible,
measuring 25mm in length, 4mm in height, and bicortical inwidth
(Anderson et al., 1999). Insertion of 3.5mm� 8mmdental titanium
implants (Astra Tech OsseoSpeed, ST Molndal, Sweden) with cover
screws was performed centrally into each defect ad modum Astra,
leaving 3.5 mm ejecting into the defect (Fig. 1).

Randomized, immediate, vertical, peri-implant augmentation
was performed in each defect (n ¼ 35) using one of the following
reconstructive methods:

i. Synthetic, resorbable, in situ hardening b-TCP, 0.4 mL (GUI-
DOR easy-graft CLASSIC, Sunstar Suisse SA, Etoy,
Switzerland).

ii. Synthetic, partially resorbable, in situ hardening biphasic
calcium phosphate (ratio HA/b-TCP: 60/40), 0.4 mL (GUIDOR
easy-graft CRYSTAL, Sunstar Suisse SA, Etoy, Switzerland).

Fig. 1. Goat mandible with the critical sized defects and reconstruction material.
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iii. Autologous bone augmentation by bone chips of between
0.5 � 3 � 1 mm3 and 0.5 � 5 � 1 mm3 in size, processed in
bone mills (Liebinger, Freiburg, Germany; Quentin, Leimen,
Germany). The defect was covered by a titanium membrane
(Riemser Artzen mittle AG, Greifswald, Insel Riems, Ger-
many), fixed with titanium alloy osteosynthesis self-tapping
screws, 2.4 mm in diameter and 6 mm in length (Synthes,
Solothurn, Switzerland).

iv. Autologous bone chips of between 0.5 � 3 � 1 mm3 and
0.5 � 5 � 1 mm3 in size, processed in bone mills (Liebinger,
Freiburg, Germany; Quentin, Leimen, Germany), without a
membrane.

v. Empty defect covered by a titanium membrane (Riemser
Artzen mittle AG, Greifswald, Insel Riems, Germany), fixed
with titanium alloy osteosynthesis self-tapping screws,
2.4 mm in diameter and 6 mm in length (Synthes, Solothurn,
Switzerland).

2.3. Bone graft substitutes

Synthetic b-TCP (GUIDOR easy-graft CLASSIC, Sunstar Suisse SA,
Etoy, Switzerland) and synthetic biphasic calcium phosphate (BCP)
(GUIDOR easy-graft CRYSTAL, Sunstar Suisse SA, Etoy, Switzerland),
with particle diameters of 0.5e1 mm and 0.45e1 mm respectively,
were used. The BCP comprises 40% b-TCP and 60% HA, with every
granule composed of a sintered mixture of both materials. The
calcium phosphate granules are coated with a thin layer of
resorbable polymer (poly(lactide-co-glycolide)). Prior to applica-
tion, the granules were mixed with N-methyl-2-pyrrolidone (NMP)
according to the company's instructions, which plasticizes the
coating, making the mass of granules formable. This hardens upon
contact with blood and forms a stable scaffold after rinsing with
sterile saline.

2.4. Harvesting and preparation of bone specimens

After 20 weeks, the goats were anesthetized with isoflurane
(Baxter, Allerød, Denmark) and euthanized by an overdose of
pentobarbital i.v. (100 mg/kg, Le Vet B.V. Oudewater, The
Netherlands). The specimens were harvested, fixed in 10% form-
aldehyde (Rigshospitalets Apotek, Rigshospitalet, Denmark), and
dehydrated in graded alcohol solutions, for non-decalcified spec-
imen preparation. The specimens were finally embedded in a
cylinder, 12 mm in diameter, with methylmethacrylate (Technovit
9100 neu®, Heraeus Kulzer, Wehrheim, Germany) ad modum
Donath (Donath and Breuner, 1982). This represented a dental
implant e 3.5 mm in diameter e surrounded radially by 4 mm of
bone. Before cutting and grinding for microscopic slide prepara-
tion the specimens were scanned in SR micro-CT. Finally, the
specimens were cut and grinded for microscopic slide preparation
in the Department of Biomaterials, Sahlgrenska Academy, Uni-
versity of Gothenburg, Sweden to produce non-decalcified
specimens.

2.5. Synchrotron-based microtomography

Tomographic data were acquired at the ID19 beam line of the
European Synchrotron Radiation Facility (ESRF) in Grenoble,
France. As described in previous work (Neldam et al., 2015), high
photon energy of 67.4 KeV was chosen in order to sufficiently
transmit titanium implant material (Grodzins et al., 1983). A
2048 � 2048 pixel indirect scintillator detector, with a pixel size of
5 mm, acquired tomographic scans of only the region of interest
(ROI) e i.e. not the complete sample was scanned (local

tomography). Reconstruction was performed onsite using a filtered
projection algorithm via the ESRF in-house developed software
PyHST (Mirone et al., 2014). Full-size tomograms were
2048 � 2048 � 1024 pixels and the scanning was performed at
1999 angles (for complete descriptions see Neldam et al., 2015).

In order to evaluate BIC, a Matlab (MathWorks Inc., Massachu-
setts, USA) programwas developed to semi-automatically segment
the tomograms into implant, bone, and cavity, and to derive sta-
tistical data on these segments. For each tomogram, the following
were applied: 1) a combined segmentation and bias correction, 2)
identification of a coordinate system defined by the central axis of
the implant, and 3) analysis of the volume of bone and cavity as a
function of height and distance to the implant surface. In detail,
each step was as follows:

1. Due to the large amount of data, the original tomograms
were down-sampled by a factor of 4 in the x-, y-, and z-di-
rections in the tomogram's coordinate system, which resul-
ted in isotropic voxel size of 20 mm (Fig. 2). Subdivision of the
tomograms to avoid down-sampling was not possible due to
the noise reduction in proximity to the implant. Subse-
quently, the segmentation was performed by manually
identifying the location of an implant, a cavity, and a bone
voxel, where both the cavity and bone voxels were outside

Fig. 2. Flowchart illustrating the acquisition of data, from down sampling to BIC
analysis.
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but near the implant surface. The threshold was found using
the average intensity value between bone and implant, and
was used to segment the implant. Furthermore, 12 seed
location voxels, spread throughout the full tomogram, were
manually identified. The down-sampled tomogram was
smoothened, and the bias field was fitted to these values. The
bias field, comprising an inhomogeneity in the CT, caused
different levels of gray, representing, for example, bone. In
the column to the right (Fig. 2), the bias field was subtracted
from non-implant voxels, and the average bias-corrected
intensity values between the initial bone and cavity loca-
tions were used as threshold values to segment bone and
cavity. The segmented bone locations were then taken as
seed locations, and the procedure was repeated until
convergence.

2. Since the tomograms were given in non-standardized coor-
dinate frames, an implant-centered coordinate system was
identified as follows. Firstly, the centers of mass of the
segmented implant voxels were used as origins. Then four
points on the surface of the implant were manually identi-
fied (the direction from macro to micro thread is denoted
up):

i. The end point of the valley of the micro thread in the first
ridge of the macro thread (Fig. 3) denoted the reference
point.

ii. The micro thread above the reference point.
iii. The peak of the 13th micro thread above the reference point.
iv. The ridge of the first macro thread below the reference point.

Since the threads of the implants have the shape of a torus, it
was not possible to define a plane that separated the micro and
macro threads. Subsequently, zones were defined by the implant's
vertical axis: the micro thread area was initiated from ii) to iii), and
the macro thread area was demarcated by ii) and iv). To analyze the
BIC, the bone and cavity volumes were evaluated in a 3D volume
band from 0 to 10 mm perpendicular to the implant surface in both
micro and macro thread areas.

2.6. Definition of region of interest

The region of interest (ROI) was defined as the peri-implant
bone covering the implant surface. The implant was divided into
two vertical zones (Fig. 4):

1. The micro thread area: comprising the different treatment
modalities.

2. The macro thread area: comprising recipient bone at the two
first macro threads, serving as measures for recipient bone.

2.7. Definition of BIC

Histologically, BIC is defined as bone in direct contact with the
implant surface. Furthermore, marrow, graft, and fibrous tissue
were also evaluated when in contact with the implant surface.
Additionally, BIC was evaluated by SR micro-CT within the nearest
two voxels of the surface.

2.8. Histology evaluation

After scanning at the ESRF the undecalcified bone specimens
were cut and stained in the Department of Biomaterials, Sahl-
grenska Academy, University of Gothenburg, Sweden ad modum
Donath (Donath and Breuner, 1982). The tissue blocks were cut into
sections after random rotation around the vertical axis of the
implant center. The sections with a thickness of approximately
100 mmwere cut and ground down to a thickness of 10 mm (Donath
and Breuner, 1982) and surface-stained with toluidine blue.

BIC was measured using a microscope (Nikon ECLIPSE 80i,
Tokyo, Japan) equipped with a motorized Proscan 11 stage (Prior,
Cambridge, UK), a MT1201 microcator (Heidenhain, Traunreit,
Germany), and a DP72 digital camera (Olympus, Tokyo, Japan)
connected to a PC with the stereological software newCAST
(version 3.4.1.0, Visiopharm, Hørsholm, Denmark). The measure-
ments were performed in the Department of Rheumatology, Aar-
hus University, Aarhus, Denmark.

BIC was evaluated using cycloid test lines parallel to the vertical
axis, generating isotopic, uniformly random, intersection points
with the structure of interest (Baddeley et al., 1986). Full-length
grid lines were used to evaluate the intersections between the
different tissues and the surface of the dental implant. The evalu-
ationwas performed at amagnification of�462, with a line spacing
of 30 mm, and sampling fraction of 200% in the two ROIs. Quanti-
tative measurement of BIC was the primary outcome variable and
measured as bone in direct contact with the implant surface.
Furthermore, direct contact between the implant surface and graft,
bone marrow, and fibrous tissue was measured.

2.9. Statistics

The results from the 2D histology tests were presented as mean
and standard deviation (SD) for each bone specimen. The analyses
were performed using Excel version 2010 (Microsoft Corporation,
WA, USA). The statistical model used for comparison of data from
the different treatment modalities (n ¼ 5), and a comparison of
peri-implant tissue volume in micro and macro thread areas, was
performed, using mixed-model analyses, with the statistical soft-
ware SAS (SAS Institute, Inc., NC, USA). p-values <0.05 were
considered significant. Furthermore, in order to measure the dif-
ference in BIC between the gold standard treatment e autologous
bone with a membrane e and easy-graft CLASSIC and easy-graft
CRYSTAL, post-hoc analyses in both the micro and macro thread
areas, using https://www.stat.ubc.ca/~rollin/stats/ssize/n1.html,Fig. 3. The specific point that demarcates the micro and macro thread areas.
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were performed. Coincidence between the two methods was
determined by correlation analysis, and presented as a
BlandeAltman plot (Altman and Bland, 1983). In our case, histology
was considered gold standard and thus the difference between the
two methods was calculated by subtracting the SR micro-CT results
from the histologic measurements.

3. Results

The animals revealed normal wound healing and the observa-
tion period was uneventful, no implants were lost, and all implants
healed submerged, without exposure. In themicro thread area, four
samples had to be excluded due to off-center cutting of the sam-
ples. In the macro thread area three samples were excluded.

3.1. Histological evaluation of BIC

In the micro thread area (augmented area) four specimens had
to be excluded due to off-center cutting, hence 31 specimens were
evaluated. In the macro thread area (recipient bone) three speci-
mens had to be excluded due to off-center cutting, hence 32
specimens were evaluated. Histological measures concerning mean
BIC, SD, and p-values can be found in Table 1. The 2D evaluation
showed a statistically significant difference in BIC between micro
and macro thread areas (p < 0.0001). No statistically significant

differencewas found between the different treatment modalities in
either the micro or macro thread areas, when evaluating the
different tissues. In general, high variation was found in both micro
and macro thread areas.

Power calculations between easy-graft and autologous bone
with amembrane revealed a power of 59%, in themicro thread area,
with this study's sample size (n ¼ 12). For a power of 80% a sample
size of 20 would have been required. In the macro thread area, a
power of 9% was found (n ¼ 12). Again, for a power of 80% a sample
size of 245 would have been required. When comparing easy-graft
CRYSTAL with autologous bone with a membrane, a power of 16%
was found in the micro thread area (n ¼ 14). For a power of 80% a
sample size of 118 would have been required. In the macro thread
area, a power of 79% was found (n ¼ 14), but for a power of 80% a
sample size of 15 would have been required.

The coefficient of variation (CV%) in the micro thread area, for
five randomly chosen bone sections,1 year after the first evaluation,
was 5.1%.

3.2. SR micro-CT evaluation of BIC

SR micro-CT measures concerning mean BIC, SD, and p-values
can be found in Table 2. The 3D evaluation showed no statistically
significant difference between the micro and macro thread areas
(p ¼ 0.1530). No statistically significant difference was found

Fig. 4. The region of interest, divided into a micro and macro thread area, to the left with SR micro-CT and to the right with histology.
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between the different treatment modalities in the micro and macro
thread areas e p¼ 0.2499 and p ¼ 0.8978 respectively. In general, a
large variation was observed both in the micro and macro thread
areas.

3.3. Comparison of methods

The correlation analysis revealed relatively weak correlation
between the two methods, with correlation coefficients (r) of 0.34
and 0.39 in the micro and macro thread areas, respectively (Fig. 5
and Fig. 7). The agreement analysis showed a bias of 5.2% and
15.3% in the micro- and macro thread areas, respectively, for SR
micro-CT when compared with histology (Figs. 6 and 8).

4. Discussion

The aim of this study was to compare the histomorphometric
evaluation of BIC, which has been used for decades, with more
recent 3D SR micro-CT technology. High BIC is considered a pre-
requisite for implant stability and survival, and a functional dental
reconstruction. The use of a CSD with immediate implant instal-
lation and bone augmentation was chosen. In this study, 35 bone
specimens with five different augmentation procedures were used.
No statistically significant difference in BIC was found between
defects reconstructed with autologous bone and with the different
grafting materials easy-graft CLASSIC and easy-graft CRYSTAL.
Nevertheless, the histological evaluation revealed a statistically
significant difference between the micro and macro thread areas;
this was not evident in the SR micro-CT evaluation.

This study is, to our knowledge, the first to document and
evaluate BIC after immediate vertical bone augmentation consist-
ing of autologous bone, b-TCP (easy-graft CLASSIC), and the BCP
bone graft material easy-graft CRYSTAL (b-TCP and HA), comparing
SR micro-CT quantitative results with conventional histology. His-
tological evaluation revealed that cavities reconstructed with
autologous bone with a membrane had the highest mean BIC, with

30% in the grafted area. Differences in healing resulting from
autologous bone, which is considered the gold standard for bone
augmentation (Ono et al., 2011), were not statistically significant
when compared with the other treatment modalities in this study.
The lack of statistically significant differences could be due to large
variability and subsequently low power. Intra-observer variation of
5.1% (CV%), evaluated 1 year after the initial histological analysis,
was acceptable.

Evaluation of BIC with SR micro-CT has been performed in
several studies. However, a comparison is difficult because of a
large variability in methods used, and none of the evaluated
studies are in reconstructed bone (Bernhard et al., 2004, 2012;
Sarve et al., 2013). In our study, a comparison in the micro
thread area of SR micro-CT and histology presented a bias of 5.2%,
which is considered minor. Bernhardt et al. (2012) found a com-
parable, non-significant difference of 4.9% when comparing four
bone sections with 3D SR micro-CT scans. Furthermore, evaluation
of the BlandeAltman plot revealed a lower bias when BIC was
<20% compared with higher BIC values. This indicates that an
uncertainty exists when evaluating large amounts of bone in close
proximity to the implant surface or maybe the single bone section
evaluated is not representative of the entire bone sample.
Furthermore, in this study a bias of 15.3% in the macro thread area
was found, which might be due to differences in size of the macro
thread area in 2D and 3D (Fig. 4). The ROI in the macro thread area
was demarcated at the lower border by the next macro thread in
accordance with the transition between micro and macro thread.
This resulted in evaluation of 1e2 macro threads, because the
implant shape was a helix. Since the histological sections were
rotated in an unbiased way, it was decided to evaluate one com-
plete macro thread and the peak of the next thread for approxi-
mation of comparable ROIs in 2D and 3D. Evaluation of the
BlandeAltman plot in the macro thread area revealed large vari-
abilities between SR micro-CT and histology, which we believe is
caused by the differences in size of the evaluated macro thread
area, in this study.

Table 1
Shows the histology BIC percentage evaluation for the augmented area (micro thread area) and recipient bone (macro thread area), mean and standard deviation (SD), for bone,
marrow, fibrous tissue, and graft for each treatmentmodality. Themacro thread area is not augmented but represents recipient bone corresponding to the reconstructed CSD in
themicro thread area. The p-values represent comparisons between the different treatmentmodalities in the micro thread area. In themacro thread area the p-value is used to
assess whether the augmentation performed in the micro thread area influenced the macro thread area. MV: missing value, since no graft is evident in the macro thread area.

Treatment mean (SD) Bone Marrow Fibrous tissue Graft p-value

Micro Macro Micro Macro Micro Macro Micro Micro Macro

Easy-graft CLASSIC 21.3% (13.7%) 42.5% (30.3%) 27.2% (14.2%) 56.9% (30.1%) 51.5% (18.4%) 0.7% (1.5%) 0% (0%) Bone 0.8470 Bone 0.8193
Easy-graft CRYSTAL 23.4% (23.1%) 38.8% (20.6%) 47% (17.4%) 58% (14.3%) 29.3% (23.7%) 3.3% (8%) 0.4% (0.9%) Marrow 0.8470 Marrow 0.8193
Autologous bone

with a membrane
30% (18.5%) 47.7% (24.3%) 45.2% (22.6%) 52.3% (24.3%) 24.8% (16.2%) 0% (0%) Fibrous tissue

0.2715
Fibrous tissue
0.6724

Autologous bone
without a membrane

19.7% (18.1%) 31% (25.7%) 28.1% (24.3%) 63.2% (32%) 52.2% (36.5%) 5.8% (14.2%) Graft 0.5132 Graft MV

Empty 18.4% (15%) 42.4% (19.3%) 32.4% (17.2%) 51.3% (21.6%) 33.4% (28%) 6.3% (13.5%)

Table 2
Shows the SR micro-CT BIC percentage evaluation for the augmented area (micro thread area) and recipient bone (macro thread area), mean and standard deviation (SD), for
bone and cavity for each treatment modality. The macro thread area is not augmented, however, it represents recipient bone corresponding to the reconstructed CSD in the
micro thread area. The p-values represent comparison between the different treatment modalities in the micro thread area. In the macro thread area the p-value is used to
assess whether the augmentation performed in the micro thread area influenced the macro thread area.

Treatment mean (SD) Bone Cavity p-value

Micro Macro Micro Macro Micro Macro

Easy-graft CLASSIC 17.2% (13.4%) 19.5% (12.4%) 82.8% (13.4%) 80.5% (12.4%) Bone 0.2499 Bone 0.8978
Easy-graft CRYSTAL 25.7% (14.8%) 22.8% (14.2%) 74.3% (14.8%) 77.2% (14.2%)
Autologous bone with a membrane 14.8% (4.9%) 19.2% (6.4%) 85.2% (4.9%) 80.8% (6.4%) Marrow 0.2499 Marrow 0.8978
Autologous bone without a membrane 21.5% (14.9%) 25.7% (18%) 78.5% (14.9%) 74.3% (18%)
Empty 12.1% (8.2%) 21.2% (14.6%) 87.9% (8.2%) 78.8% (14.6%)
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According to Bernhardt et al. (2004, 2012) and Sarve et al.
(2013), the PVE influences the BIC in the SR micro-CT scan
because the evaluation is performed 1e2 pixels away from the
surface, while in the histologic evaluation the BIC is measured at
the implant surface, resulting in an allegedly different BIC with the

SR micro-CT scans compared with histology. Furthermore, thin,
separated regions of mineralized tissue in proximity to the implant
surface might be underestimated in SR micro-CT but included in
histology (Bernhardt et al., 2004). However, we believe that
refraction, which is an artefact in CT scans, influences the BIC

y = 0.2301x + 11.935
R = 0.34

0

5

10

15

20

25

30

35

40

45

50

0 10 20 30 40 50 60 70

Correlation coefficient micro thread

Fig. 5. The BIC correlation analysis between histology and SR micro-CT in the micro thread area (augmented area).
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Fig. 6. The agreement analysis showed a bias of 5.2% in the micro thread area for SR micro-CT compared with histology.
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evaluation. Refraction effects can disturb absorption tomography
images. Refraction is strongest at interfaces betweenmaterials with
very different refractive indexes. At interfaces between two mate-
rials of very different densities, e.g. the interface between a tita-
nium implant and the much less dense surrounding tissue,
refraction will typically enhance the contrast difference between
the two materials, as demonstrated by (Liu et al., 2009), leading to
edge enhancement in the image. Ito et al. (2003) evaluated bone
samples with micro-CT and SR micro-CT and found that the PVE
was not evident on the SR micro-CT evaluation (voxel size 6 mm),
whereas the micro-CT revealed a blurred border between bone and
cavity. In our study, when evaluating the titanium implant in the
center of a bone sample, a bright line was visible at the edge of the
implant (Fig. 9). The algorithm used in this study aimed to
compensate for refraction, and with a difference of 5.2% between
histology and SR micro-CT in reconstructed bone, this was
considered acceptable.

The segmentation of bone in histological specimens can be
hindered by preparation artifacts. Small titanium particles were
evident in some of the specimens, but not in close proximity to the
implant surface. Minor movements and preparation artefacts
(cutting and polishing) in histology are excluded when using SR
micro-CT. Ring artifacts and star-like structures are evident in the
SR micro-CT scans, and the high absorption of implants compared
with bone provides reconstructive challenges (Bernhardt et al.,
2004). Nevertheless, the parallel beam of the SR micro-CT pro-
vides a slice-by-slice reconstruction of the tomograms, with ab-
sorption coefficients giving a Gaussian shape, which consequently
makes it rather simple to determine the threshold for the different
components such as bone, implant, and embedding material, even
if the related peaks overlap (Bernhardt et al., 2004).

Generally, bone was underestimated using the 3D evaluation.
Non-mineralized or low-mineralized tissue is invisible with SR
micro-CT when using high voltage for evaluation of highly absor-
bent titanium implants in close proximity to bone. The BIC in this
studywas evaluated as volume in a band 0e10 mm from the implant
surface, and the threshold in proximity to the implant was amen-
ded to adjust for refraction. Our findings are in accordance with
Bernhard et al. (2004), and the BIC found in this study was low
comparedwith that found by Bernhardt et al. (2012) and Sarve et al.
(2013).

A disadvantage of 3D evaluation for BIC is the low lateral res-
olution compared with histology. In our study a 5 mm pixel size
was used, and the BIC evaluation in 3D was applied to a volume
0e10 mm perpendicular to the implant surface, hence not a ‘true’
BIC. This was comparable to previous studies in which BIC was
measured from 10 to 18 mm from the surface (Bernhardt et al.,
2004, 2012; Sarve et al., 2013). The PVE can hinder histological
measurements if the slides are too thick (Johansson and Morberg,
1995). Sections with a thickness over 30 mm were found to over-
estimate true bony contacts due to over-projection (Johansson and
Morberg, 1995). However, the sections used in this study were
10 mm thick. The challenge when evaluating BIC, which is a 2D
factor, is that we want to obtain those data using 3D measure-
ments. Histologically, BIC is measured as tissue intersections at the
implant surface and thus not in 3D. Furthermore, down sampling
of the tomograms e which is necessary for handling the large
amount of data, in this study e makes it challenging to determine
exactly which type of tissue is in direct contact with the implant
surface. Nevertheless, the algorithm used revealed a difference
between histology and SR micro-CT of 5.2% when comparing 3D
with one bone section.

y = 0.2049x + 14.122
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Fig. 7. The BIC correlation analysis between histology and SR micro-CT in the macro thread area (recipient bone).
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5. Conclusion

In conclusion, 3D evaluation is effective when applied to bone
micro architecture due to its non-destructive nature. However,

when it comes to assessing BIC, this technique has shown limita-
tions. Generally, SR micro-CT underestimates bone compared with
histology and cannot be considered more effective than histology
for evaluation of BIC. However, the SRmicro-CTmethod used in this
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Fig. 8. The agreement analysis showed a bias of 15.3% in the macro thread area for SR micro-CT compared with histology.

Fig. 9. Tomographic slice of an implant with surrounding bone (left). The magnified area (right) shows bright lines visible at the edge of the implant, verifying that the refraction
effect enhances the contrast edges of the implant.
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study was highly comparable to histological evaluation. No statis-
tically significant differences were found between the different
treatment modalities, which we found were due to large variability
and subsequently low power. When comparing 2D and 3D, a bias of
5.2% was found in reconstructed bone, quite in agreement with
previous studies (Müller et al., 1998; Stiller et al., 2009; Bernhardt
et al., 2012). One important issue when evaluating in 2D or 3D is
the spatial resolution e distinguishing bone, graft, and cavity is
dependent on the voxel size, so a higher resolution might provide
more information. The resolution is improving at the synchrotron
sources, but the limiting factor could be the capacity to handle the
enormous amounts of data that come with high-resolution
imaging.
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Injection of high dose botulinum-
toxin A leads to impaired skeletal 
muscle function and damage of the 
fibrilar and non-fibrilar structures
Jessica Pingel1, Mikkel Schou Nielsen   2, Torsten Lauridsen2, Kristian Rix2, Martin Bech   3, 
Tine Alkjaer1, Ida Torp Andersen1, Jens Bo Nielsen1 & R. Feidenhansl2,4

Botulinum-toxin A (BoNT/A) is used for a wide range of conditions. Intramuscular administration of 
BoNT/A inhibits the release of acetylcholine at the neuromuscular junction from presynaptic motor 
neurons causing muscle-paralysis. The aim of the present study was to investigate the effect of high 
dose intramuscular BoNT/A injections (6 UI = 60 pg) on muscle tissue. The gait pattern of the rats 
was significantly affected 3 weeks after BoNT/A injection. The ankle joint rotated externally, the rats 
became flat footed, and the stride length decreased after BoNT/A injection. Additionally, there was 
clear evidence of microstructural changes on the tissue level by as evidenced by 3D imaging of the 
muscles by Synchrotron Radiation X-ray Tomographic Microscopy (SRXTM). Both the fibrillar and the 
non-fibrillar tissues were affected. The volume fraction of fibrillary tissue was reduced significantly 
and the non-fibrillar tissue increased. This was accompanied by a loss of the linear structure of the 
muscle tissue. Furthermore, gene expression analysis showed a significant upregulation of COL1A1, 
MMP-2, TGF-b1, IL-6, MHCIIA and MHCIIx in the BoNT/A injected leg, while MHVIIB was significantly 
downregulated. In conclusion: The present study reveals that high dose intramuscular BoNT/A 
injections cause microstructural damage of the muscle tissue, which contributes to impaired gait.

Botulinum toxin (BoNT/A) is among the most potent toxins to humans that are known1,2. One gram of crystalline 
preparation of BoNT/A can potentially kill 1.000.000 people. In several incidents its use as a biological weapon 
has been attempted3. Nevertheless, BoNT/A is the first biological toxin that has been licensed for treatment of 
human disease after the pioneering work of the ophthalmologist Alan Scott who used BoNT/A for the treatment 
of strabismus4. Today, the list of diseases that are treated by using BoNT/A is long and includes cervical dystonia5, 
blepharospasm6, urinary incontinence7, anal fissure8 and numerous movement disorders9, including cerebral 
palsy10, migrane11, depression12, mandibular recontouring13 and, fascial wrinkles14. Furthermore, BoNT/A con-
tinues to be the most common minimally invasive procedure performed by plastic surgeons and has during the 
past decade grown into a billion dollar industry15.

BoNT/A injection is also commonly used against the development of contractures in patients with central 
motor lesions. However, only a few studies have investigated the effect of BoNT/A injections on the muscle at 
tissue level. Skeletal muscle consists of the contractile proteins myosin and actin, which are incorporated into 
thick and thin filaments, respectively. Together they form arrays in longitudinally repeated banding patterns 
termed sarcomeres. Sarcomeres in series form myofibrils, and many parallel myofibrils exist in each fiber. A 
muscle contraction occurs when an action potential reaches the presynaptic terminal of a motor neuron. This 
activates voltage-dependent calcium channels and allows calcium ions to enter the neuron. Calcium ions bind to 
proteins (synaptotagmin) on synaptic vesicles, triggering vesicle fusion with the cell membrane and subsequent 
neurotransmitter release from the motor neuron into the synaptic cleft. The motor neurons then release acetyl-
choline (ACh), which diffuses across the synaptic cleft and binds to nicotinic acetylcholine receptors (nAChRs) 
on the cell membrane of the muscle fiber, also known as the sarcolemma. The binding of ACh to the receptor 
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depolarizes the muscle fiber, and triggers a series of molecular events that includes the binding of calcium to the 
muscle-regulatory proteins, and causes the interaction between myosin and actin filaments, and subsequently the 
formation of cross-bridges causing muscle contraction.

Botulinum toxin works by blocking the release of acetylcholine from presynaptic motor neurons, and 
this chemical denervation causes a cascade of downstream events in the muscle thus causing muscle paraly-
sis16. BoNT/A asserts its effect by proteolysis of the SNARE protein synaptosyme-associated protein of 25 kDa 
(SNAP25) in the synapses of the motor neurons17. SNAP25 is a cytoplasmic protein, which is crucial in the fusion 
between the membranes of the vesicles containing ACh and the cell membrane at the axon terminal. When 
BoNT/A is injected into muscle tissue, the proteolysis of SNAP25 prevents the exocytosis of ACh, and effectively 
leads to muscle paralysis2,18,19.

Muscle atrophy has been noted as a common side effect as a result of denervation20,21. Furthermore, consid-
erable fiber atrophy has been observed after BoNT/A (5–10 UI) injections into the longissimus dorsi muscle of 
rabbits22. One rat study investigated changes in different muscle proteins after BoNT/A injections (dosage of 5 
units/kg body weight) and observed that the expression of various proteins changed after injection when com-
pared to saline injections23. In fact, thirty-eight proteins were associated with alterations of energy metabolism, 
contractile function of the muscle, transcription and translation, cell proliferation and cellular stress response23. 
In addition, intramuscular BoNT/A injections (Each dose was 6 U/kg, in a 100 µL volume) have been shown to 
induce significant changes of fiber type composition with a shift from faster to slower isoforms24. Nonetheless, it is 
still unclear whether or not the fibrillar structure of the muscle fibers is damaged as a result of BoNT/A injections. 
To resolve this issue a 3D visualizations of the tissue is required. Standard lab-based X-ray tomography does not 
have the sufficient X-ray brilliance to resolve the details of tissue at microstructural level within a reasonable time 
frame. However, Synchrotron Radiation X-ray Tomographic Microscopy (SRXTM) dramatically improves the 
sensitivity within biomedical applications25,26. The tunable-energy monochromatic beam allows us to achieve 
high sensitivity to small variations in mass densities. This makes SRXTM well-suited for imaging biological tissue 
in contrast to conventional X-ray CT25. Within medical science, the modality has been successfully applied to 
study the microstructure of a range of tissues such as the 3D brain anatomy in murine model27, the microvascular 
network and thrombi in hepatocellular carcinoma28 and hyaline cartilage in human knees29. Hence, the SRXTM 
is ideal for the purpose to monitor tissue changes in muscles after high dose BoNT/A injections. In this study, 
x-ray attenuation and phase contrast was taken into consideration by implementation of the Paganin approach30. 
The aim of the present study was to explore the effects of high dose intramuscular BoNT/A injections on healthy 
muscle tissue using SRXTM. This was done to confirm whether or not the muscle tissue maintained its integrity 
and microstructure following BoNT/A injections. In Fig. 1 an example of a 3D reconstruction of the fibrillar 
and the non-fibrallar tissue is shown for a BoNT/A injected muscle and the corresponding control. The scale is 
400 µm × 400 µm × 700 µm. It is clearly seen that the BoNT/A injection causes significant changes in the micro-
structure of the tissue. Most obvious is that the ratio between fibrillary and non-fibrillar tissue changes and that 
the linear structure of the muscle tissue is lost. In order to quantify these changes we calculate the volume fraction 
of the fibrillary tissue and the isotropy index as defined below. As secondary study aims we also investigated the 
effects of high dose BoNT/A injections on both the gait pattern and the gene expression profile in healthy rats.

Results
Volume fraction.  The muscle tissue organization was severely affected by the BoNT/A injections 3 weeks 
after injection (Figs 1 and 2) of 20 pg BoNT/A per muscle head (60 pg in total). The amount of the fibrillar tissue 
significantly decreased (p = 0.02), while the non-fibrillar tissue was significantly increased (p = 0.02).

Muscle atrophy.  Three weeks after BoNT/A injection the wet weight of the triceps surae was decreased sig-
nificantly (p = 0.00005) by 45% (BoNT/A injected leg (BoNT/A): 0.78 ± 0.03 g and Contralateral saline injected 
leg (Con): 1.43 ± 0.07 g) in the BoNT/A injected leg. A 2D image of the muscle crossections displays the atrophy 
observed in the BoNT/A leg (Fig. 3).

Anisotropy.  The isotropy index from the star length distribution (SLD) analysis significantly increased 
(p = 0.002) after the BoNT/A injections (3 weeks post injection), which indicates a loss of linear structure of 
the muscle tissue. This was further supported by visualization of the 3D orientation of the muscle tissue using 
rose diagrams (Fig. 4). The diagram displays the strength of directions of the non-fibrillar tissue in the volume 
of interest (VOI). For linearly structured tissues, the diagram will take the shape of a strongly elongated ellipsoid 
whereas isotropic tissues with uniformly distributed directions will take the shape of a sphere. As seen from Fig. 4, 
the BoNT/A injection has resulted in a loss of directionality of the non-fibrillar tissue.

Gait pattern analysis.  The gait pattern of the rats was significantly affected. There was a significant main 
effect of both time (p < 0.0001) and leg (p = 0.0008) on the stride length but not of the interaction. Across time, 
the stride length was significantly reduced for the BoNT/A leg compared to the non BoNT/A leg (p = 0.0006). 
Across legs, the second pre-test stride length value was significantly higher than any post-test values (p < 0.0006 
for all comparisons). No significant differences were observed between the post-tests. There was a significant 
main effect of time, leg and the time-leg interaction on the foot length (p < 0.0001 in all cases) indicating that the 
rats became flat footed after BoNT/A injections. The post hoc test revealed that for the BoNT/A leg the foot length 
was significantly increased in all post-test observations when compared to the pre-test observation (p < 0.0001 in 
all cases). For the non BoNT/A leg, the foot length was significantly shorter at the pre-test compared to the first 
three post-tests (p = 0.004, p = 0.012 and p = 0.028, respectively). However, the last post-test foot length did not 
differ significantly from the pre-test. The foot length of the BoNT/A leg was significantly greater at all post-tests 
compared to the non BoNT/A leg (p < 0.0001 in all cases). The foot angle was measured as indicated in Fig. 5. 
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A positive foot angle indicates external rotation, and a negative foot angle indicates an internal rotation of the 
foot. There was a significant main effect of time, leg and the time-leg interaction on the foot angle (p < 0.0001 in 
all cases). The post hoc test revealed that for the BoNT/A leg all post-test observations were significantly larger 
than the pre-test observation (p < 0.002 in all cases). For the non BoNT/A leg, the foot angle did not signifi-
cantly change from the pre-test to the post-tests. The foot angle of the BoNT/A leg was significantly greater at all 
post-tests compared to the non BoNT/A leg (Fig. 6).

Clinical score assessment.  The clinical score dropped significantly already 24 h post injection (p = 0.0001) 
and reached the lowest level on day 3 post injection (p = 0.00001). The rats never recovered during the protocol 
and the clinical score was still decreased three weeks post injection. There was a significant main effect of time on 
the clinical score (p < 0.0001). The post hoc test revealed that all post-test observations were significantly lower 
compared to the pre-test observation (p < 0.0001 in all cases) (Fig. 6).

Gene expression.  The gene expression of seventeen gene targets were analyzed in n = 8 rats (Fig. 7). Specific 
gene targets were selected covering the areas of muscle structure, muscle metabolism, Extracellular matrix com-
ponents, connective tissue breakdown and muscle fiber types. There was a significant main effect of both BoNT/A 
treatment (p < 0.001) and gene (p < 0.001) on the gene expressions and a significant interaction (p < 0.001). Post 

Figure 1.  3D visualizations of tomograms from the SRXTM measurements. Shown are the fibrillar (red) and 
non-fibrillar tissue (yellow) of the muscle in BoNT/A injected (A) and control leg (B) of one of the rats (3 weeks 
post injection of 6UI BoNT/A (3 × 20 pg BoNT (2UI)/a ∼ 60 pg BoNT/A in total). The SRXTM data indicate 
that BoNT/A injection causes damage to the muscle tissue structure and organization.
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Figure 2.  Volume fraction in percent of the fibrillar (A) and non-fibrillar tissue (B) of the muscle. All data are 
shown as Mean ± SEM. *Indicates a significant difference between BoNT/A and Con leg. Dose of injection 6UI 
BoNT/A (3 × 20 pg BoNT (2UI)/a ∼60 pg BoNT/A in total). The level of significance was p < 0.05.

Figure 3.  2D images of muscle cross sections. Left image control leg, right image BoNT/A injected muscle (3 
weeks post injection). The BoNT/A injected muscle contains smaller muscle fibers than the control muscle, 
indicating muscle atrophy. Arrows are indicating fibrous and non-fibrous tissue. Dose of injection 6UI BoNT/A 
(3 × 20 pg BoNT (2UI)/a ∼60 pg BoNT/A in total). The scale bar equals 50 µm.
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hoc tests revealed a significant upregulation of gene expression in: collagen type 1 (COL1A1), interleukin 6 (IL-6),  
transforming growth factor beta 1 (TGF-β1), matrix metallopeptidase 2 (MMP-2), myosin heavy chain IIA 
(MHCIIA) and myosin heavy chain IIX (MHCIIX). Myosin heavy chain IIb (MHCIIB) was significantly down-
regulated in the BoNT/A leg compared with the control leg.

Figure 4.  Star length distribution (SLD) rose diagrams depicting non-fibrillar tissue orientation in BoNT/A (A) 
and control (B) muscle from one of the rats (3 weeks post injection). Dose of injection 6UI BoNT/A (3 × 20 pg 
BoNT (2UI)/a ∼60 pg BoNT/A in total). Distance from origin and colour (violet = minimum, red = maximum) 
indicate relative component value. Red axes show principal component directions and relative magnitudes. 
The boxplot (right C) shows the isotropy index of n = 6 rats shown as Mean ± SEM. *Indicates a significant 
difference between BoNT/A and Con leg, showing an significantly increased anisotropy index after the BoNT/A 
injections, which indicates a loss of linear structure of the muscle tissue. The level of significance was p < 0.05.

Figure 5.  Foot step analysis. The hind paws were dipped in ink and the rats ran over graph paper at (A) baseline 
(2 days pre injection), and (B) post (21 days) after BoNT/A injection into the left triceps surae. Dose of injection 
6UI BoNT/A (3 × 20 pg BoNT (2UI)/a ∼60 pg BoNT/A in total). The strife length, foot angle and the foot 
length were analyzed. All parameters were significantly affected in the BoNT/A leg when compared to baseline 
and the control leg (p < 0.05).
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Body weight.  The development of the body weight differed significantly between the BoNT/A injected ani-
mals and the Control group (p < 0.0001) (Fig. 8). In addition both groups changed significantly over time (after 
1 week) (p < 0.0001).

Discussion
The main finding of the present study is that the microstructure of the skeletal muscle showed signs of muscle 
damage following high dose BoNT/A injections (3 × 20 pg BoNT (2UI)/a ∼60 pg BoNT/A in total (6UI)), both at 
the fibrillar- and non fibrillar level of the tissue. The 3D tomographs showed that the tissue lost its linear structure, 
and that the structural composition was clearly affected. The anisotropy analysis of the tomograms gives further 

Figure 6.  The stride length, foot angle and foot length was analyzed as indicated on Fig. 5. The clinical score 
(A) shows all animals in arbitrary units AU. The foot angle (B) is shown in degrees (°). The stride length (C) 
is shown in mm. And the foot length is shown in mm. In both B,C and D the black triangles represent the 
BoNT/A injected leg, and the open circles represent the contralateral Con injected leg. Dose of injection 6UI 
BoNT/A (3 × 20 pg BoNT (2UI)/a ∼60 pg BoNT/A in total). All data are shown as Mean ± SEM. *Indicates a 
significant difference between BoNT/A and Con leg, #indicates a significant difference from baseline. The level 
of significance was p < 0.05.

Figure 7.  The relative changes of gene expression after botulinum toxin injection. The control leg equals 1 and 
all expressions are shown relative to the expression of the control leg. All data are shown as Geo Mean ± SEM. 
*Indicates a significant difference between BoNT/A and Con leg. Dose of injection 6UI BoNT/A (3 × 20 pg 
BoNT (2UI)/a ∼60 pg BoNT/A in total). The level of significance was p < 0.05.
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support to these indications. The isotropy index increased after high dose BoNT/A injection, which indicates that 
the muscle tissue was more randomly oriented following high dose BoNT/A injections.

Botox is used in several different disciplines with many different purposes. In addition, it is becoming more 
and more common for healthy individuals to receive BoNT/A injections, not to cure a disease, but in order to 
improve the appearance. BoNT/A is among others used to sculpt different muscles of the body, including the 
masseter muscles for mandibular recontouring (used for when individuals complaint of a “squared” lower face31 
or the medial and lateral gastrochnemius for calf recontouring (for when individuals complaint of prominent calf 
muscles)31. However, recent studies have expressed some concerns regarding the use of BoNT/A32–34.

The chemical denervation induced by BoNT/A injection prevents muscle contraction and causes a cascade of 
downstream events in the muscle e.g. inflammation, satellite cell activation, oxidative stress, atrophy and metal 
ion imbalance35,36. Whether BoNT/A also has a direct effect on the muscle tissue is unclear. However, it has 
been shown that repeated BoNT/A injections (once a day for 28 days at doses of 1, 3, and 9 ng kg-1 day-1) result 
in pronounced muscle atrophy37 and muscle weakness. In the present study we observed a loss of 45% muscle 
wet weight after three weeks, and we have previously shown that muscle force drops significantly after BoNT/A 
injection using the same dose as in the present study33. In fact several studies report muscle weakness as the most 
common treatment-related adverse event31. Furthermore it has been shown that side effects are temporary and 
often related to usage of high doses38. Even though the use of BoNT/A has been reported to be safe and many 
patients are treated without complications, some studies report unwanted side effects39,40. One study by Blaszczyk 
et al. examined unwanted side effects (adverse events AEs) after BoNT/A injections in 79 cerebral palsy patients41. 
Altogether 95 AE’s were reported in 45 patients. Nineteen patients reported muscle weakness, and four patients 
did report severe adverse events including speech disorders, swallowing difficulties and respiratory troubles. 
These findings indicate that side effects after BoNT/A injection are quite common41. Cerebral palsy patients are 
often treated with BoNT/A in order to improve gait function, and several studies have shown that this treatment 
is safe and without side effects10,42. However, we suggest that the success of the treatment should be evaluated with 
care. We propose that even though patients do not report any unwanted side effects, this does not mean that the 
BoNT/A treatment was successful in these patients per se. In the present study we observed that BoNT/A injec-
tions had a significant effect on the gait pattern of the present rats. The rats developed a flatfoot on the BoNT/A 
injected leg (Fig. 5). Furthermore the clinical score dropped already after 24 hours and did not return to baseline 
within three weeks (Fig. 6). The same observation has been made previously by Ozawa et al.43 after BoNT/A 
injection (dose 5 units/mL). In addition, the BoNT/A injection caused an external rotation of the foot possibly 
to regain balance (Fig. 6). Furthermore, it appears that more and more people question whether the few positive 
effects achieved by BoNT/A injection are actually overcome by the negative effects it has on the muscles32,33,44.

The affected gait after 24 hours is a result of the reduced presynaptic acetylcholine release that follows 
Botulinum toxin injection. BoNT/A cleaves a SNARE protein SNAP25, which is required for exocytosis and as a 
result several downstream events are affected including muscle atrophy. The muscle atrophy induces weakness, 
and the weakness affects the gait pattern. Thus while the gait pattern and clinical score at the early time points 
reflect the neural effects of BoNT/A, atrophy and muscle weakness is likely to contribute to the impairment of gait 
function at the later time points (3 weeks post injection).

Eamus et al. (1999) have shown that a single injection of BoNT/A into the calf increased the length of gastroc-
nemius during gait45. Furthermore, gait analysis of ninety-seven CP patients revealed that muscle strength was 
highly related to muscle function and explained more of the gait variance than spasticity46. Based on the present 
findings we suggest that the desired outcome of BoNT/A treatment in cerebral palsy patients should be recon-
sidered, and future studies should focus on finding a better treatment instead of improving a drug that does not 
entail the desired effects.

Figure 8.  The development of the body weight of the rats after botulinum toxin injection. The open squares 
represent control rats (n = 2), and the black dots represent BoNT/A rats (n = 6). All data are shown as 
Mean ± SEM. *Indicates a significant difference between BoNT/A and Con leg. The level of significance was 
p < 0.05.
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Furthermore, whether muscle contouring of the calf muscles influences the gait pattern in humans has not yet 
been investigated, but based on the present findings we suggest that it might be an important point to focus on in 
future investigations as well.

The damage that occurs in the muscle after high dose BoNT/A injection requires a comprehensive remodeling 
process. This is reflected in gene expressions of the present study (Fig. 7). Both the collagen synthesis and collagen 
breakdown is upregulated after BoNT/A injection. This finding is in agreement with previous observations show-
ing increased collagen synthesis at gene expression level three weeks after muscle injury in rats47. On the other 
hand, immobilization causes a decrease of collagen expression48. Thus, the increased collagen synthesis might 
indicate an accelerated tissue remodeling after muscle damage rather than being a result of the denervation due 
to BoNT/A injection (Fig. 7). The anisotropy findings of the present study indicate a loss of tissue orientation, 
which further indicates that the microstructure of the muscle is undergoing an extensive remodeling process. 
Furthermore, the inflammation marker IL-6 was upregulated in the present study. IL-6 is a pleiotropic cytokine 
involved in tissue regeneration and remodeling, indicating an inflammatory response after BoNT/A injection in 
the muscle49. A significantly up-regulation of IL-6 following muscle injury, coinciding with the active period of 
muscle regeneration has been observed previously in mice48. The present upregulation of IL-6 in the BoNT/A 
injected muscle underlines that the high dose BoNT/A injection caused muscle damage. Furthermore, one study 
observed a significant increase of satellite cells after intramuscular botox injections in rabbits50. In resting muscle 
satellite cells remain quiescent, while muscle injury and trauma invokes activation of satellite cells51,52. Numerous 
studies have shown that skeletal muscle satellite cells are essential for muscle fiber repair and regeneration53–55. 
Muscle wasting occurs in a variety of conditions, including muscular dystrophies, cancer cachexia and sarco-
penia56. In the present study the intramuscular BoNT/A injection caused a decrease of muscle mass of (45%). 
In addition, muscle atrophy can affect specific fiber types, involving predominantly slow type 1 or fast type 2 
muscle fibers (slow-to-fast or fast-to-slow fiber type shift)57. Age related muscle wasting (sarcopenia) induces a 
fast-to-slow fibertype shift58,59. Spinal cord injury patients on the other hand experience a type 1 fiber atrophy 
with a slow-to-fast fiber type shift due to disuse60. In the present study a significant upregulation of myosin heavy 
chain IIA and myosin heavy chain IIx expression was demonstrated, while MHCI was unchanged and MHCIIb 
was downregulated (Fig. 7). These results indicate that BoNT/A injections cause a slow-to-fast fibertype shift due 
to upregulation of fast fiber type expression rather than due to atrophy of type 1 fibers. This might be a compensa-
tory process in order to compensate for a significant loss of muscle force and mass after BoNT/A injections which 
has been observed previously after a single injection of 100 μL of BoNT/A of 6.0 units/kg61. However, the present 
findings are in contrast to previous findings showing that BoNT/A injection in the gastrocnemius muscle of rats 
caused a fast-to-slow fibertype shift when rats received either 3,6,12 or 18 UI of BoNT/A18. These contradictory 
findings may be explained by the difference in how long after the BoNT/A injection the tissue was analyzed. The 
present findings reflect the early regeneration phase (3 weeks after injury), while the study by Dodd et al. demon-
strates the long term effect of the damage after BoNT/A injection18. Furthermore, the present study investigated 
mRNA levels only. To clarify whether BoNT/A injections cause a fibertype shift both short- and longterm should 
rather be investigated using proper fibertyping methods, than mRNA expression only. In addition Fig. 3 shows 
qualitative transectional images of the microstructure of the muscle, and makes the effect of BoNT/A visible by 
eye showing that the muscle fibers in the BoNT/A injected leg are smaller and appear with blurred edges, indicat-
ing muscle atrophy of all present muscle fibers. By using Synchrotron Radiation X-ray Tomographic Microscopy 
(SRXTM) the present study revealed that the microstructure of skeletal muscle tissue was significantly damaged 
three weeks after a single injection of BoNT/A in rats. However, whether repeated injections would lead to even 
further damage needs further investigations.

Whether repeated injections of BoNT/A might have unwanted and irreversible effects is still unclear for sev-
eral different treatments. There are to date unfortunately only few studies that have examined the effects on the 
muscle tissue after repeated injections. However, Minamoto et al. investigated the effect of repeated BoNT/A 
injections into the tibialis anterior muscle in rats and observed that a single injection of BoNT/A caused a 50% 
decrease of muscle torque, while a second injection of botox decreased the muscle torque to 95% when compared 
to the pre injection level61. The authors concluded that a second BoNT/A injection caused a profound and per-
sistent loss in muscle function and altered muscle structure61. Unwanted side effects have also been reported in 
cosmetic medicine where cumulative and repeated injections into the masseter muscle for lower face contouring 
can cause different adverse effects including difficulty chewing, speech disturbances and muscle fatigue31.

In addition, the loss of bodyweight after BoNT/A injections might also be characterized as an unwanted side 
effect. In the present study, when the body weight of the rats that were injected with BoNT/A was compared with 
the bodyweight of healthy untreated control rats, it was observed that the body weight was significantly lower in 
the BoNT/A rats one week after the botox injection until the end of the protocol (Fig. 8). This indicates that a 
high dose of BoNT/A affects the bodyweight development of the rats, which might reflect an inhibited growth 
of the rats. Whether this is only experienced after injection of a high dose BoNT/A is unknown, but it is possible 
that a high dose of BoNT/A injection causes systemic effects which are reflected by the body weight of the rats. 
However, there is increasing evidence that BoNT/A inhibits growth both in rats and in humans32,62,63. Gough et 
al. has previously claimed that BoNT/A injections inhibit muscle growth64. In addition, it has been shown that 
the skeletal muscle tissue in rabbits did not fully recover six month post injection (3.5 UI/kg)65. When translating 
this finding into human years this would mean that the skeletal muscle tissue has not fully recovered 16 years after 
injection. However, there is no infallible mathematical formula to calculate the human age of a rabbit because 
its growth and physiological changes during it’s life are very different from the development seen in humans. 
And the existing age equivalence charts are usually based on observations of ages of rabbits from veterinarians. 
Nevertheless, the finding that high dose BoNT/A injections affect both bodyweight development, microstructure 
of the muscle and has an influence on the gait pattern of rats, raises a series of questions towards the rational of 
BoNT/A as a treatment against muscle contractures.
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One major limitation of the present study is that the synchroton data are only analysed at one single time-
point (3 weeks post BoNT/A injection). This limits the ability to draw any major conclusions regarding the use 
of BoNT/A, since we cannot rule out that all the effects we observe here are fully reversible. Thus, long-term 
observations at several time-points are necessary in order to elucidate the recovery of the muscle tissue following 
BoNT/A injections. Furthermore, this study only reflects effects on the muscle tissue after one single injection. 
Future studies should investigate whether additional injections cause additive damage to the microstructure 
and the tissue. Another important issue in the present study is the fact that the injection volume is quite high 
(100 μl) compared to other studies were only 20 μl injection volume has been used66. The high injection volume 
has certainly produced some edema within the muscle tissue. However, the contralateral leg was injected with 
100 μl saline saline as well and showed no signs of muscle damage 3 weeks after injection. However, it should be 
remembered that a high injection volume might increase the risk of systemic effects due to unintended spread of 
BoNT/A. One previous study has shown that high dose injections of botulinum toxin caused sporadic SNAP25 
expression in distal muscles of rats indicating systemic spread but without evidence of transcytosis (dose: 20 µl 
of BoNT/A (3, 10, 30 U/kg)67. Unfortunately we were not able to investigate whether there was any systemic 
spread of BoNT/A in the present rats. However, it is possible that the high dose of BoNT/A injection and the 
high injection volume used in the present study might have caused systemic effects. These might be reflected by 
the reduced increase of body weight in the rats. On the other hand, the reduced increase of body weight in the 
BoNT/A injected rats may also be explained by reduced mobility of the rat due to the impaired muscle function 
caused by the local effect of the injection, but we cannot exclude that it may also be related to a systemic effect of 
the injection, although there were no visible signs of this.

The rats of present study did not lose much bodyweight; they rather showed a reduction of growth, unlike the 
animals used in the pilot study (Supplementary Material Figure 1). This difference in weight loss might be due 
to differences in age and baseline bodyweight. Unlike the rats that were used in the pilot study (Supplementary 
Material Figure 1) the rats from the present protocol were still growing, and this process might have counteracted 
the weight loss that was induced by the high dose BoNT/A injections.

Conclusion
The present study leads to serious concerns regarding BoNT/A treatment because of the significant effect it has 
on the micro structure of the muscle tissue and tissue organization. Furthermore the results of the present study 
highlight that it is possible that intramuscular high dose BoNT/A injections might cause unwanted side effects 
such as muscle atrophy, and fatigue which causes an extensive remodeling process in the muscle tissue. The 
present findings indicate that high dose BoNT/A injections causes damage of the microstructure of the muscle 
tissue. Furthermore the present study shows that the physical capabilities are significantly reduced and the gait is 
significantly compromised 3 weeks after a high dose BoNT/A injection into the calf.

Materials and Methods
Animals.  All experiments were conducted in accordance with the guidelines of EU Directive 2010/63/EU and 
were approved by the Danish Animal Experiments Inspectorate. 23 samples in the form of male Sprague Dawley 
rats (weight: 360 g) were used for the present experiment (n = 4 pilot gait analysis and clinical score (Baseline + 21 
days post injection); n = 8 gait analysis and clinical score (21 days), n = 8 gene expression analysis and volume 
fraction (21 days post injection), n = 1 sham injection (Saline) gene expression normalization, and n = 2 control 
rats for body weight assessment. The rats were caged two by two (2 rats in each cage) in a 12/12 light dark cycle 
with access to water and food ad libitum. All recommended procedures for safe and proper handling, storage 
and preparation for experimental use, and disposal of Botulinum Toxin were complied. (https://www.cdc.gov/
biosafety/publications/bmbl5/bmbl5_sect_viii_g.pdf). The entire medial gastrocnemius (including the injection 
site) of the muscle was dissected and harvested 21 days after BoNT/A injection and was used for gene expression 
analyses and volume fraction measurements. The tissue was harvested while the animals were anesthetized by 2% 
isoflurane. After the harvest the animals were euthanized using pentobarbital injections into the heart while the 
animals still were under anesthesia (2% isoflurane).

Gait pattern analysis.  The paws of both hind limbs of the rats were dipped in ink on a stamp pad. Then 
they were put down on a piece of graph paper and run through a plastic tunnel into a dark box. This procedure 
was then repeated three times. All paper strips were digitalized and analyzed using ImageJ (http://imagej.net/
Welcome University of Wisconsin-Madison). The measurements of stride length, foot angle and foot length was 
done as indicated in Fig. 5.

Tissue preparation.  The rats were anesthetized by 2% isoflurane. The medial gastrocnemius was removed 
and dissected into smaller pieces with a scalpel (Swann-Morton, Mediq danmark A/S). The wet weight of the 
triceps surae was measured immediately after removal. One piece of the medial gastrocnemius was snap frozen 
in liquid nitrogen and stored at −80 °C for further PCR analysis. Another piece was fixed in Bouin’s fluid for 24 h 
and kept at 4 °C in 1.5 ml Eppendorf tubes. The tissue were then transferred into fresh tubes with 96% ETOH and 
remained at 4 °C until subsequently analysis.

The Clinical score assessment and gait analysis were conducted in four rats in a pilot study where baseline 
measurements and 21 days post measurements were obtained (Fig. 6). Subsequently eight rats were followed 
closely for 21 days and the clinical score and gait analysis was assessed every second day to monitor the acute 
effects over time after BoNT/A injection (Fig. 6).

Injections.  In order to test the dosage and injection volume a pilot study was conducted to test the optimal 
dosage (The optimal dose was defined as the smallest dose that would cause the desired effect of muscle atrophy, 
without causing any distress for the animals) (Results shown in Supplementary Material Figure 1). All animals 
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were anesthetized with 2% isoflurane. Both hind limbs were shaved, and the skin was disinfected. Then a high 
dose of BoNT/A was injected (1 BoNT/A Unit = 10 picogram). The present high dose injection was 6 UI in 
total (6 UI = 60 pg in total) and (2 UI = 20 pg per 100 µl saline was injected per muscle head (Botulinum-toxin A 
(BoNT/A® Allergan INC. Irvine CA)) of was injected into the triceps surae (medial gastrocnemius, the lateral 
gastrocnemius and soleus) muscle using a 0.5 ml syringe (Omnican® 20 BRAUN, Germany), and 100 µl saline 
was injected per muscle head in the contralateral control leg. Each rat thereby received a total of 300 µl and 6UI 
of BoNT/A. Until termination of the experiment the welfare of the rats were routinely checked (e.g. for signs of 
dehydrations or distress). The rats were weighed every day following the injection in order to monitor weight 
loss. When any weight loss occurred the rats got 5 ml subcutaneous saline injections twice a day until the body 
weight was regained. The rats used in Clinical locomotion score assessment: The clinical evaluation system by 
(Malmsten 1983) was used to estimate the time course of improvement of motor performance in the hind limbs 
following BoNT/A injections68. The animals were tested at the following timepoints: 2 days pre injection and 2 
days, 4 days, 7 days, 14 days and 21 days post injection. This is a system which scores the movement ability on a 
scale from 1 to 8 (1: no active movements of the limb, 2: few involuntary movements when handling the animal, 3: 
few uncontrolled gait movements with long breaks, 4: leg is used for locomotion without control, 5: leg is used for 
locomotion with little control, 6: leg is used for locomotion with increasing control, 7: Abnormal movements are 
only seen during close observation, 8: normal gait). The animals are observed while they walk voluntarily around 
in their cages for aprox 3 minutes, and the same observer rates the clinical score from 1 to 8.

RNA extraction and real time-PCR analysis.  Total RNA isolation: Total RNA was extracted from frozen 
muscle samples from n = 8 BoNT/A rats by using 1 ml of TRI Reagent (Molecular Research Centre, Cincinnati, 
OH) 5 steel beads (2.3 mm) and 1 silica bead (1.0 mm Silicon Carbide Beads (454 grams) BioSpec Products Inc.). 
Extracted RNA was precipitated from the aqueous phase with isopropanol and was washed with ethanol (75%), 
dried and suspended in 10 μl of nuclease-free water. The RNA concentration was determined using a RiboGreen 
RNA Quantitation kit 200–2000 Assays, Molecular Probes USA. RNA quality was determined on the basis of a 
RNA 6000 nano Chip assay kit, Agilent Technologies, Germany. The RNA samples were stored frozen at −20 °C 
until subsequent use in real-time RT-PCR procedures. To test the quality of the extracted RNA an electrophoresis 
in an agarose gel was made. The RNA quality was suggested to be satisfactory for further analysis.

cDNA synthesis.  150 ng RNA was reverse transcribed for each muscle sample in a total volume of 20 μl by 
using the Qiagen Omniscript RT Kit at 37 °C for 1 hour followed by 70 °C for 15 minutes. The resulting cDNA 
was diluted twenty times in dilution buffer (10 mM Tris EDTA buffer: Sigma Germany) + Salmon Testes DNA 
(1ng/μl; Sigma Germany), and samples were stored at −20 °C until used in the PCR reactions for specific mRNA 
analysis.

Polymerase Chain Reaction.  The Real-time PCR-method using Glyceraldehyde 3-phosphate dehydro-
genase (GAPDH) and 60S acidic ribosomal protein P0 (RPLP0) as reference genes to study specific mRNA’s of 
interest was applied. However, since both reference genes were significantly affected of the BoNT/A injections, 
all data were normalized to the median values of the control samples of all animals. The primers were purchased 
from MWG Biotech. For each target cDNA the PCR reactions were carried out under identical conditions by 
using 5 μl diluted cDNA in a total volume of 25 μl QuantiTect SYBR Green PCR Mix (Qiagen) and 100 nM of 
each primer (Table 1). The amplification was monitored in real-time using a MX3005 P real-time PCR machine 
(Stratagene, CA). The threshold cycle (Ct) values were related to a standard curve made with cloned PCR products 

Gene Sense Anti sense P-values

RPLP0 AGGGTCCTGGCTTTGTCTGTGG AGCTGCAGGAGCAGCAGTGG <0.001*
GAPDH CCATTCTTCCACCTTTGATGCT TGTTGCTGTAGCCATATTCATTGT <0.001*
Col1A1 ATCAGCCCAAACCCCAAGGAGA CGCAGGAAGGTCAGCTGGATAG 0.006*
Col3A1 TGATGGGATCCAATGAGGGAGA GAGTCTCATGGCCTTGCGTGTTT 0.059

DCN CACTCCAGGAGCTTCGACTCCAC AGTGGGTTGCCGCCCAGTTC 0.131

FMOD CCGTCAACACCAACCTGGAGAA CGTGCAGAAACTGCTGATGGAGA 0.262

FN1 GGGCTTTGGCAGTGGTCATTT CTCATCCGCTGGCCATTTTCTC 0.055

GLUT4 CTTCATCGTTGGCATGGGTTTC CAAATGTCCGGCCTCTGGTTTC 0.594

Itga7 GCTGAGAAGAGAAACGTGAC GTAGAGTGGGCAGCTGAATA 0.135

Prelp CACCTGTACCTCAACAACAATA GAAGTCATGGAAGGCCACTA 0.142

IL6 GACAAAGCCAGAGTCATTCAGAGCA GAGCATTGGAAGTTGGGGTAGGA <0.001*
MMP2 CTGGGTTTACCCCCTGATGTCC AACCGGGGTCCATTTTCTTCTTT 0.017*
TGFb1 CCCCTGGAAAGGGCTCAACAC TCCAACCCAGGTCCTTCCTAAAGTC 0.046*
MHCIb ATTGCCGAGTCCCAGGTCAACA GCTCCAGGTCTCAGGGCTTCAC 0.161

MHCIIA GAAGAGCCGCGAGGTTCACAC GGGACATGACCAAAGGCTTCACA <0.001*
MHCIIB GCCGAGTCCCAGGTCAACAAG TGTGATTTCTTCTGTCACCTTTCAAC <0.001*
MHCIIX GCCGAGTCCCAGGTCAACAA CTCATCTCTTTGGTCACTTTCCTGCT 0.042*

Table 1.  PCR primers.
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to determine the relative difference between the unknown samples, accounting for the PCR efficiency. The speci-
ficity of the PCR reaction was confirmed by melting curve analysis after amplification. The real-time PCR condi-
tions were as follows: to denaturate the DNA strands the reaction mix was heated above the melting temperature 
of DNA (95 °C) for 10 minutes, followed by 50 cycles each of 15 seconds at 95 °C, followed by the annealing step 
where optimal primer hybridization conditions were obtained by lowering the temperature to 58 °C for 30 sec-
onds, and the extension step, where the reaction mix was heated to 63 °C for 90 seconds.

Synchrotron radiation x-ray tomographic microscopy (SRXTM).  The SRXTM measurements were 
carried out at the TOMCAT (TOmographic Microscopy and Coherent rAdiology experimenTs) beamline at the 
Swiss Light Source69. The X-ray source is a superbending magnet radiation source located 25 m from the sample. 
A double crystal multilayer monochromator was placed 7 m downstream of the source to extract monochromatic 
X-ray photons at 25 keV. The detector system consisted of a 100 μm thick, Ce-doped LuAG (Lutetium Aluminum 
Garnet) scintillator which converted the transmitted X-rays into visible light, a high numerical-aperture micro-
scope which gave a 20 fold magnification, and a pco.edge5.5 16-bit CMOS (Complementary metal–oxide–sem-
iconductor) based camera to record the images. The resulting field-of-view (FoV) was 0.832 mm × 0.702 mm 
(width × height), and the effective pixel size was 325 nm. Muscle biopsies were placed in a 96% ETOH buffer in 
a small 0.2 ml Eppendorf tube and soldered to a holder with beeswax. The sample was placed 63 mm in front of 
the scintillator. Since the sample was larger than the FoV, local tomographic measurements were conducted by 
collecting 1501 projections of 600 ms exposure time over a 180 degree rotation. Flat-beam images (i.e., images 
taken with no sample) and dark images (i.e., images taken with no beam) were obtained in order to correct the 
projections. The total measuring time for all 21 samples took about 24 hours including sample mounting.

The 63 mm distance between sample and detector, combined with an effective pixel size of 325 nm, lead to 
refraction-induced intensity effects in the images. In order to account for this, refraction corrections were per-
formed in using a local implementation at TOMCAT of a single image first order refraction correction algorithm. 
The algorithm used the Paganin approach with the assumption that the object consisted of a homogeneous soft 
tissue material and that the propagation distance was sufficiently short for the transport-of-intensity-equation to 
apply30. For tomographic reconstruction, a filtered back-projection based algorithm was applied.

Image analysis.  The background of the slices in the reconstructed tomogram suffered from a low-frequency 
bias-field. A correction was applied by first subtracting a constant plane and then subtracting a linear radial pro-
file. The two correction functions were found by applying a least-squares fit to the mean of the tomogram stack 
slices.

For segmentation into a non-fibrillar and fibrillar phase, an alpha-level Markov random field (MRF) segmen-
tation was applied to the tomograms as described by Pedersen et al.70. First, the data was modeled as a mixture of 
distribution functions by assigning a probability distribution to each phase. After assigning probability distribu-
tions, the spatial information of the data was incorporated into the segmentation process by modeling the data 
as an isotropic MRF71. The MRF smoothing parameter was set to 0.5. To find the optimal segmentation solution 
the multi-labeling problem was solved using graph cuts with alpha expansions as described in Boykov et al.72.

BoNT/A is expected to alter the microstructural tissue of the muscle and changes the fibrillary organization. 
This is evident from Fig. 1, where typical images are shown. Clearly, the ratio between the non-fibrillar and 
fibrillary structure is change significantly which indicates muscle atrophy and tissue damage. Furthermore, the 
anisotropy in the tissue structure is altered (3 weeks post BoNT/A injection, when compared to the contralateral 
control leg). In order to quantify these changes we have evaluated the tomograms.

Volume fraction (percent object volume). The tomograms visualize the muscle tissue around the injection site. 
From the segmented tomograms (3 weeks post BoNT/A injection, when compared to the contralateral control 
leg), volume fractions for the identified non-fibrillar and fibrillar phases were calculated as the percent object vol-
ume (POV) values. Image analysis as well as visualization of the tomograms was performed using custom made 
software implemented in MATLAB (Mathworks, Inc., Natick, MA).

Anisotropy.  The anisotropy analysis was performed 3 weeks post BoNT/A injection, and compared to the 
contralateral control leg, with a star length distribution (SLD) analysis using the Quant3D software as described 
elsewhere73,74. A volume of interest (VOI) from the non-fibrillar segmentation was used as an input to the SLD in 
Quant3D. For the orientation parameters, a uniform setting with 513 orientations, random rotations, and dense 
vectors were applied using 10,000 random points for calculating the SLD. The SLD analysis produces a number 
of anisotropic descriptors as described in68. As a measure of the orientation of the non-fibrillar tissue, the isot-
ropy index was used. A value of one reflects a completely isotropic structure whilst zero reflects an anisotropic 
one. An assumption for the anisotropy analysis is that all the connected non-fibrillar tissue has been identified 
in the segmentation of the tomograms. Since the segmentation can have difficulties for samples with a very low 
non-fibrillar volume fraction, a lower threshold of 5% has been set. Two samples with a volume fraction below 
this threshold were excluded.

Data availability.  Due to the enormous amount of data, the datasets generated during and/or analysed dur-
ing the current study are available from the corresponding author on reasonable request.

Statistics.  All data are presented as Mean ± SEM. Level of significance was set at 5% (p < 0.05).

Clinical score.  Changes in the clinical score from the second pre-test to the seventh post-test were investi-
gated using an ANCOVA for repeated measures with time as an independent factor and the first pre-test value as 
a covariate. In case of significant main effect, a post hoc test was applied with Tukey correction for multiple com-
parisons. Gait analysis: Changes from the second pre-test to the fourth post-test in gait function measures (stride 
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length, foot angle and foot length) were investigated using an ANCOVA for repeated measures with time and leg 
(BoNT/A leg and non BoNT/A leg) as independent factors and an interaction of time and leg. The first pre-test 
value was set as a covariate. In case of a significant main effect, a post hoc test was applied with Tukey correction 
for multiple comparisons. Volume fraction and anisotropy: Volume fraction and anisotropy was analyzed using 
a paired Students T-Test. Gene expression: Changes in gene expression between the BoNT/A leg and the control 
leg were investigated using a 2-Way ANOVA analysis with gene targets and leg (BoNT/A leg and control leg) as 
independent factors and an interaction of gene targets and leg. In case of a significant main effect, a post hoc test 
was applied with Tukey correction for multiple comparisons. All p-values from the post hoc tests are shown in 
Table 1. Changes in the development of body weight were investigated using a 2-Way ANOVA analysis with treat-
ment and time as independent factors and an interaction of treatment and time. All PCR data are presented as 
the geo mean ± backtransformed SEM. Statistics software: Statistical calculations for gait analysis and the clinical 
score were performed in SAS Enterprise Guide (SAS Institute Inc. NC, USA 2015, version 7.11). The statistical 
calculations for changes in gene expressions and volume fraction were performed in Sigma Plot (Systat Software 
Inc. USA, version 12.5). Figures 1, 4 and 6 were generated in graphpad Prism 6.04 (GraphPad Software, Inc. CA, 
USA).
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Abstract
We report on x-ray tomography using the full complex index of refraction
recorded with a grating-based x-ray phase-contrast setup. Combining
simultaneous absorption and phase-contrast information, the distribution of
the full complex index of refraction is determined and depicted in a bivariate
graph. A simple multivariable threshold segmentation can be applied offering
higher accuracy than with a single-variable threshold segmentation as well
as new possibilities for the partial volume analysis and edge detection. It is
particularly beneficial for low-contrast systems. In this paper, this concept is
demonstrated by experimental results.

(Some figures may appear in colour only in the online journal)

1. Introduction

Since the development of x-ray computed tomography (CT), x-ray imaging has been used
for studies of 3D structures by applying segmentation on the reconstructed tomograms, e.g.,
threshold segmentation using one or more threshold voxel values. However, for imaging
biological tissues, consisting of low atom numbers, the limited absorption contrast makes this
approach difficult and more advanced methods must be employed such as region-growing
segmentation or edge-detection techniques together with image processing such as noise-
reducing filters (Gonzalez and Woods 2008).

Recent advances in x-ray imaging have introduced new x-ray modalities such as phase-
contrast imaging and dark-field imaging (Fitzgerald 2000, Momose 2005), which in many cases
give an improved contrast in imaging biological tissue. One of the most recent techniques is
grating-based interferometry (David et al 2002, Momose 2003, Weitkamp et al 2005), which
can be adapted to laboratory-based setups (Pfeiffer et al 2006) and has already shown a potential
for industrial applications (Kottler et al 2010). Grating-based interferometry has the advantage
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that absorption, phase-contrast and dark-field images are obtained in a single measurement
(Pfeiffer et al 2008, Bech et al 2010) allowing for direct comparison of absorptive, refractive
and scattering properties on voxel basis.

So far these modalities have been applied separately in single-variable data processing.
In this paper, we will show how a simple addition using both the absorption length and the
electron density—obtained in absorption and phase-contrast tomography, respectively—for
multivariable segmentation can give an improved threshold segmentation. For demonstration
on biological tissue, two samples were chosen: a piece of pork backfat and a piece of beef
muscle tissue (Longissimus Dorsi).

2. The full complex index of refraction

The full complex index of refraction describing both refraction and absorption of x-rays in
matter is

n = 1 − δ + iβ, (1)

where the real part δ accounts for the refraction and the imaginary part β accounts for the
absorption. Above the atomic K-edge, these can be related to the electron (number) density ρe

and absorption length μ, respectively, by (Als-Nielsen and McMorrow 2001)

δ = 2πr0c2�2

E2
ρe, β = �c

2E
μ, (2)

where r0 is the Thomson scattering length, � is Planck’s constant divided by 2π , c is the speed
of light in vacuum and E is the x-ray photon energy. The electron density ρe and absorption
length μ of a compound depend on the atomic composition in different ways (Als-Nielsen and
McMorrow 2001):

ρe = ZNA

M
ρm, μ ∝ Z4

E3M
ρm, (3)

where Z is the number of electrons in the molecule, NA is Avogadro’s number, M is the molar
mass and ρm is the mass density.

The strong dependence on the atomic number Z makes the absorption length μ more
sensitive to the atomic composition than the electrondensity giving rise to complementary
contrast abilities. This is illustrated for a number of common organic compounds in the scatter
plot in figure 1, including three plastics; high-density polyethylene (HDPE), acrylonitrile
butadiene styrene (ABS) and polymethyl methacrylate (PMMA). Tabular values, the chemical
formulas and mass densities are given in table 1. The μ values are for an x-ray energy of
21.5 keV and were found following Chantler et al (2001). It is seen that compounds overlap in
their values of either μ, such as acetic acid and PMMA, or ρe, such as formic acid and PMMA.
Thus, even though the cross section for phase shift is higher than for absorption (Fitzgerald
2000, Momose 2005), phase-contrast imaging will not always yield a higher contrast of
different components. Hence, in order to separate, i.e., acetic acid, formic acid and PMMA, it
would be necessary to use both the absorption lengths and the electron densities by, e.g., using
a bivariate plot.

3. Materials and methods

3.1. Experimental setup

The x-ray grating interferometer setup using a lab-based source is shown in figure 2 and has
previously been described in detail elsewhere (Pfeiffer et al 2006). The grating interferometer
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Figure 1. Bivariate plot showing values of absorption length and electron density for a number
of organic compounds including three plastics: high-density polyethylene (HDPE), acrylonitrile
butadiene styrene (ABS) and polymethyl methacrylate (PMMA).

Table 1. Tabular values for μ and ρe as well as chemical composition and mass density of a
number of compounds. The compounds with relatively large amount of oxygen have the largest
values of absorption length while components with a large mass density have large values of
electron density. The μ values were found using a NIST database (Chantler et al 2001) for an x-ray
energy of 21.5 keV.

Substance Chemical formulas ρm (g/cm−3) μ (cm−1) ρe (1023 cm−3)
ABS (C8H8)x(C4H6)y 1.05 0.417 3.41

(C3H3N)z

Acetic acid CH3COOH 1.05 0.595 3.37
Formic acid HCOOH 1.22 0.758 3.83
Glycerol C3H8O3 1.26 0.710 4.12
HDPE (C2H4)n 0.95 0.369 3.08
Water H2O 1.00 0.687 3.34
PMMA (C5O2H8)n 1.19 0.585 3.87
Vegetable oil – 0.9 0.384 3.00

itself consists of a phase-grating G1 and an absorption grating G2. Partial spatial coherence is
required in the x-direction, perpendicular to the grating lines, and is obtained by introducing
a third grating, G0. To analyze the interference pattern formed by G1 and distorted by the
presence of the sample, one of the gratings is stepped through the pattern, typically G0 or G2.
The absorption and refraction due to the sample are measured via the change in the interference
pattern. Hence, the absorption and the refraction are recorded simultaneously. In figure 2(a),
G0 is the stepped grating. The sample rotates around the vertical y-axis. Its angular position is
denoted by ω.

3.2. Image acquisition and sample preparation

Two experiments were performed at the Technical University of Munich using an x-ray rotating
anode source. The x-ray tube was operated at an acceleration voltage of 30 kV and a filament
current of 80 mA, and had a molybdenum target. The interferometer used a π

2 phase grating for
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Figure 2. X-ray grating-based tomography setup with sample. The phase-grating G1 and absorption
grating G2 form the interferometer. G0 acts as an array of line sources.

G1 with a period of 3.5 μm, and the periods of G0 and G2 were 10 and 5.4 μm, respectively,
with a G0-to-G1 distance of 976 mm and a G1-to-G2 distance of 527 mm. The gratings were
optimized for a photon energy of 23 keV. The images were recorded with a PILATUS detector
with 195×487 pixels with an effective pixel size at the sample of 112 μm. The detector was
operated at a threshold energy of 15 keV in order to avoid double counting.

As typical examples of biological tissue, a piece of pork backfat and a piece of beef
muscle tissue (Longissimus Dorsi) were chosen. The samples had an approximate size of
25 mm × 25 mm × 25 mm and were measured with phase-stepping scans at 241 evenly
spaced rotation angles in the interval [0,2π [. The beef was measured with eight steps per scan
at an exposure time of 10 s per frame and the pork with four steps per scan at an exposure time
of 5 s per frame. Both samples were fixed in a solution of vegetable oil and held in a cylindrical
HDPE plastic container to reduce refraction between the sample and its surroundings. Two
references, a small HDPE plastic container with water and a PMMA plastic rod, were included
with both samples in order to determine the effective energy of the setup. The measurements
were performed in air.

3.3. Data processing

A parallel beam filtered back-projection algorithm was used in the tomographic reconstruction
as described by Pfeiffer et al (2007).

Since both the absorption length and the real part of the refractive index depend on the
photon energy, as seen from equations (2) and (3), an energy calibration was performed to
obtain effective values for μ and ρe as the full energy spectrum from the anode was used.
The calibration was performed on the entire tomogram using a linear regression between the
measured mean values of the components and the tabulated values. The values of both μ and ρe

for air were set to zero. For the absorption tomograms, the components were the background
air, the HDPE container, the water reference and PMMA rod. Due to large refraction between
the background air and the HDPE container, the HDPE value was not used for the phase-
contrast tomograms. The effective energy for the absorption tomograms was 21.5 keV and, for
the phase-contrast tomograms, it was 25.2 keV for the beef and 25.5 keV for the pork sample,
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respectively. The difference in effective energy for the two signals is in agreement with that
proposed by Engelhardt et al (2008). The R2 value for all regressions was better than 0.99 and
the RMSE was approximately 0.015 for the absorption slices and 0.04 for the phase-contrast
slices.

3.4. Image segmentation

In multivariable threshold segmentation, the distance for each pixel p(i, j) to a specific point
a is calculated. The bold-face represents that each pixel has multiple variables and therefore
is described by an n-dimensional vector, where n is the number of variables.

Different measures can be used for the distance calculation but a notable one is the
well-known n-dimensional Euclidean distance, which will be used in the following. With this
method, we segment the input image as follows (Gonzalez and Woods 2008):

q(i, j) =
{

1, if D(p, a) < T,

0, otherwise,
(4)

where it is noted that the pixels of the segmented image q have only one variable, as opposed
to the n variables of the input image. In this way of calculating the distance, the equation
D(p, a) = T describes a hypersphere (in n-dimensions), and the thresholding can be seen as
selecting all pixels with a set of values within this hypersphere. Other forms of thresholding
criteria can be chosen that, for example, define a hyperellipse or a hypercube instead. The
number of regions can be increased by defining more than one threshold.

4. Results and discussion

A slice of the reconstruction of the pork sample from the absorption and the phase-contrast
tomogram is shown in figures 3(a) and (b), respectively. A slice of the beef sample is displayed
in figures 4(a) and (b). The size of all slices is 291×291 voxels, corresponding to 32.6 mm ×
32.6 mm. The blue parts represent air surrounding the container and in the form of air bubbles
within the sample. The different components are labeled with text.

The absorption and phase-contrast signals can quantitatively be compared by depicting
the bivariate voxel values in a 2D diagram (Tapfer et al 2011). In figures 3(c) and 4(c), this was
done by dividing the range of absorption length and electron densities into 162×162 bins of
size

(
0.005 cm−1; 0.01×1023 cm−3

)
, counting the number of voxels in each bin and plotting

the resulting 2D histogram. The 1D histograms displayed on the axes use identical bins as in the
2D histograms. All histograms are on linear scale. The different parts of the distribution in the
2D histogram can be inspected by defining simple threshold boundary curves and performing
multivariable segmentation by choosing the voxels whose values lie within the boundary. In
figures 3(c) and 4(c), a four-sided polygon and ellipse-shaped boundaries are shown with the
corresponding segmentations in figures 3(d) and 4(d), (e). These can be compared with the
slices.

To demonstrate the improved capabilities of a simple multivariable analysis over a single
variable, the multivariable threshold segmentation in figure 3(d) was compared to a single-
variable threshold segmentation of the container, oil and fat part of the pork sample. The latter
was performed by selecting threshold values in the 1D histograms. The threshold values are
displayed with horizontal and vertical lines in figure 3(c) and the single-variable segmentations
are shown in figures 3(e) and (f). Clearly, the horizontal and vertical lines intersect more
than one component. The threshold boundary curves allow for more freedom in shaping the
thresholds after the bivariate distribution. As a result, the multivariable analysis can give a better
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Figure 3. Pork sample. (a), (b) Absorption and phase-contrast slice of a piece of pork in oil with
two references: a PMMA rod and water. The blue color represents air bubbles inside and the air
surrounding the sample. (c) 2D histogram (linear scale) with 1D distributions (linear scale) on
the axes. (d) Multivariable segmentation of the different components: HDPE container, oil, fat,
water reference, muscle tissue and PMMA reference. (e), (f) Single-variable segmentation of the
absorption and phase-contrast 1D histograms.

segmentation of the container, oil and fat components of the sample. The ability to separate
vegetable oil and porcine fat would be relevant in meat science if x-ray imaging was applied
for studying the effect of replacing animal fat with vegetable fat in, e.g., sausages, which has
attracted attention in recent years (Jiménez-Colmenero 2007). Here, a simple multivariable
analysis could give an improved threshold segmentation.

Another application with multivariable segmentation is to separate distributions that
overlap in one or both of the two signals but are separated in the 2D representation. In
figure 4(c), the electron density histogram shows only one combined peak for the oil and
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Figure 4. Beef sample. (a), (b) Absorption and phase-contrast slice of a piece of beef in oil with
two references: a PMMA rod and water. The blue color represents air bubbles inside and the
air surrounding the sample. (c) 2D histogram (linear scale) with 1D distributions (linear scale)
on the axes. (d) Multivariable segmentation of the different components: HDPE container, oil,
water reference, muscle tissue and PMMA reference. (e) Multivariable segmentation of the partial
volume elements.

container components, whereas two separate peaks are seen in the 2D histogram. By using the
multivariable segmentation, it is possible to identify the separate oil and container contributions
to the electron density signal as depicted with the solid curves on the 1D histograms on the
axes.
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When comparing the two samples, it should be noted that, due to better counting statistics
for the beef sample, the resolution in both the electron density and the absorption length is
better than that for the pork. Besides this, there is a high degree of consistency in the range of
values of the components. An exception is the electron density value of the HDPE container,
which is lower for the pork sample than for the beef and is believed to be due to refraction
effects at the air–container interface.

Another exception is that the pork sample consists mainly of fat, as shown in figure 3,
whereas almost no fat is present in the beef. In the beef sample, this range of values is occupied
by partial volume elements. These are located at the interface between two components and
can as such be used for a visualization of edges. An application of this can be seen in
figure 4(e), where different parts of the partial volume elements have been multivariable
segmented using the boundary curves shown in figure 4(c). By comparing with the tomogram
slices in figures 4(a) and (b), the segmented partial volume voxels are indeed found to be
located at edges between components. In figure 4(e), it is possible to distinguish the mixed
muscle tissue–oil edge and water–container edge from the rod–muscle tissue edge and from
the rod–oil edge, which could only be done by using multivariable analysis.

5. Summary

In summary, we have demonstrated that multivariable analysis, using the full complex index
of refraction, can give an improved threshold segmentation over standard thresholding.
This is especially useful for low contrast x-ray lab sources. The technique also offers new
possibilities for using partial volumes in edge detection. In this paper, tomography data were
presented but multivariable segmentation could also be used in radiography. Multivariable
segmentation can readily be expanded from two to three physical parameters by including
the dark-field signal obtainable with grating-based interferometry.
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a b s t r a c t

Conventional X-ray transmission radiography has long been used for online detection of foreign bodies in
food products relying on the absorption contrast between the foreign body and food product. In this
paper, we present a novel approach for detection of organic foreign bodies such as paper and insects in
two food products using X-ray dark-field imaging with a grating interferometer. The ability to detect the
foreign bodies is quantified using a measure of the contrast-to-noise ratio.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Screening for foreign bodies (FB) plays an important role in
quality assurance of high quality food products. Particularly organic
materials constitute a challenge in the modern food production
because conventional methods, e.g. based on X-rays, are not able to
detect organic residues from raw materials or packages due to the
low contrast with X-ray absorption.

The presence of FBs is a major problem for the industry as shred
fragments from production equipment may incidentally end up in
the food product. Such fragments may be of organic or inorganic
origin; the latter generating a high contrast in absorption detectors
whereas the former often generate, at most, a subtle contrast that is
difficult to detect in an automatic detection algorithm.

Thus a non-destructive, highly sensitive method for detection of
organic materials is greatly needed. One strategy to increase
absorption contrast is to apply low X-ray energies in the 10e25 keV
range, in order to benefit from the higher attenuation. Such strat-
egies, however, has to copewith an increase in the total attenuation
thus implying lower scanning speed or high X-ray power levels.

During the last decade a dramatic evolution in X-ray imaging
has taken place, involving introduction of techniques using several
new X-ray modalities like phase-contrast and dark-field imaging
with increased sensitivity to low Z elements and hence organic

materials (Fitzgerald, 2000; Momose, 2005; Pfeiffer et al., 2008).
One of the most promising techniques is grating-based interfer-
ometry (David, Nöhammer, Solak, & Ziegler, 2002; Momose, 2003;
Weitkamp et al., 2005) which can be adapted to laboratory-based
setups (Pfeiffer, Weitkamp, Bunk, & David, 2006), and shows
potential for industrial applications (Kottler et al., 2010). It has the
advantage of simultaneously recording transmission, phase-
contrast and dark-field images allowing for multiple independent
mechanisms of contrast. Recently, the technique has been
successfully applied for studying porcine fat and rind (Jensen et al.,
2011), and the potential for detection of FBs has been demonstrated
in the case of a piece of fabric from aworker’s hairnet (Kottler et al.,
2010).

In this study, we demonstrate identification of FBs consisting of
organic materials using transmission and dark-field X-ray radiog-
raphy with a grating-based interferometer.

2. Experimental method

The X-ray grating interferometer outlined in Fig. 1 has previ-
ously been described in detail (Pfeiffer et al., 2006; Weitkamp et al.,
2005). It consists of an X-ray phase-grating G1 and an analyzer
absorption grating G2. At laboratory setups a third grating, G0, is
included to obtain satisfactory spatial coherence in the horizontal
direction perpendicular to the grating lines.

The interference pattern is generated by G1, and creates a peri-
odic intensity modulation at the position of G2. The latter is used to
analyze the position, mean value and amplitude of the intensity
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modulation by moving one of the gratings in steps through the
period of the patternwhile recording an image at each step. In Fig. 1
the stepped grating is G1.

The presence of a sample distorts the interference pattern and
the deviation can be calculated by analyzing the intensity modu-
lations with and without the sample present (Pfeiffer et al., 2009).
From these calculations, three different contrast mechanisms can
be extracted of which two, transmission and dark-field, will be
presented in this paper. Due to the normalization using the refer-
ence imagewithout the sample present, the transmission and dark-
field signal will have values in the range [0:1].

The contrast mechanisms map independent and complemen-
tary material properties, as the conventional transmission contrast
is a measure of the absorbing properties of the sample whereas the
dark-field contrast is a measure of the scattering properties of the
sample due to microstructures within the sample (Bech, 2009).

3. Materials and measurements

3.1. Grating interferometer setup

The experiments were carried out at the Niels Bohr Institute at
the University of Copenhagen using an X-ray rotating anode tube
with a grating interferometer setup. The Rigaku rotation anode
tube had a copper target and was set at an acceleration voltage of

40 kV and a filament current of 150 mA. The effective source size
was 1 mm � 1 mm.

The interferometer used a p phase-grating for G1 with a period
of 3.5 mm, a G0 and G2 grating with periods of 14.1 mm and 2.0 mm,
respectively andwas set up with a G0-to-G1 distance of 139 cm and
a G1-to-G2 distance of 20 cm as described in (Bech, 2009). The
gratings were optimized for 28 keV. The images were recordedwith
a PILATUS 100k detector with 195 � 487 pixels and an effective
pixel size at the sample of 126 mm � 126 mm.

3.2. Sample preparation

Two food products were used in the experiments; minced beef
meat consisting of 9e15mass percent fat and a cultured sour cream
product with 6 mass percent fat. The food products were stored in
the laboratory refrigerator at 5 �C until just before measurements.
The choice of food matrices cover two important industries, the
meat and the dairy industry, where detection of foreign bodies is an
issue. The examples here represent also a large difference in fibrous
composition: the complex structure of muscle fibers in the minced
meat vs. the highly homogeneous structure of the dairy product.

The FBs used were two sets of folded standard paper (4 and 8
layers), a cigarette butt, a piece of broken glass (1mmthickness), a fly
(Musca domestica) and a harlekin ladybug (Harmonia axyridis). The
samples and FBs used for each can be seen in Fig. 2 panels a) and b).

The foodproduct to be scannedwasplaced in aholder, and the FBs
to be detected were inserted into the product. The minced meat, as
seen in Fig. 2 panel a), was placed on a piece of paper and holes were
made for the FBs. After insertion of the FBs, themeatwas reformed to
close the holes. The holder used for the sour creamwas a small plastic
cup with low absorbing and scattering properties as seen in Fig. 2
panel b). The FBs were lowered into the cream, and the samples
weremeasuredoneat a time tominimizedeteriorationof the sample.

3.3. Measurements

For both sample and reference measurements, 14 phase-steps
were used, as described in Section 2, with an exposure time of 5 s
for each image recorded. The measurements were carried out with
air as a reference using the setup described in Section 3.1.

Fig. 1. Setup: X-ray grating-based setup with sample. The phase-grating, G1, and
analyzer grating, G2, forms the interferometer. G0 acts as an array of line sources. G1 is
the stepped grating.

Fig. 2. Sample: the samples and FBs used for the measurements. a) Minced beef meat, a piece of glass, 8 layers of paper and a harlekin ladybug placed on a piece of paper.
b) Cultured sour cream placed in a small plastic cup, 4 layers of paper, a fly and a cigarette butt.

M.S. Nielsen et al. / Food Control 30 (2013) 531e535532



The settings were the same for the two samples with similar
background conditions of temperature and humidity of the air.

4. Image analysis

To compare the ability to detect the FBs in the transmission and
dark-field signal, respectively, an image contrast measure is intro-
duced in the form of a contrast-to-noise ratio (CNR) which is
defined as (Song et al., 2004):

CNR ¼ jmFB � mMj=
�
wFBs

2
FB þwMs2M

�1=2
(1)

where m denotes the mean value and s2 the variance of the FB and
food matrix (M) in the transmission and dark-field images,
respectively. Since the area covered by the FB and foodmatrix in the
image may vary, the variances are weighted with the factor w
which is the ratio of the number of pixels of the FB or food matrix,
relative to the total number of the two.

A high CNR value means that the contrast between FB and food
matrix is significantly higher than the noise in imagewhereas a low
value means that there is no significant contrast.

5. Results

Transmission and dark-field radiograms of the minced meat
containing three FBs are shown in Fig. 3 panels a) and b), respec-
tively. The FBs are, from left to right: A piece of glass, 4 layers of
paper and a ladybug.

As can be seen in the left side of the transmission radiogram
(blue square in the web version), the glass is highly absorbing
compared to themincedmeat whereas there is no visible difference
in absorption between the minced meat and the paper (green
square in the web version) and ladybug (red squares in the web
version) in the middle and right side of the image. In the dark-field
radiogram, it is seen that both the paper and ladybug gives a higher
degree of scattering than the minced meat resulting in a clear
outline of these two FBs whereas only the edge of the glass can be
seen in the left side.

To quantify the contrast, the CNR value, as defined in eq. (1),
between foreign body and food product is calculated for both the
transmission and dark-field image. In each image, areas covering
the FBs and the food matrix were selected as basis for the calcu-
lation as shown in Fig. 3 with colored squares. The yellow (in the
web version) squares indicate the minced meat food matrix with
a total area of 11,513 pixels.

As seen from Table 1, the CNR value for the glass is highest in the
transmission image, and for the paper and ladybug it is highest in
the dark-field image confirming the qualitative analysis conducted
above. This shows that transmission and dark-field radiography
have complementary contrast properties, and can thus be used
together for multiple detection purposes. A limitation for the
contrast in both the transmission and dark-field signal is the large
variance in pixel values of the minced meat due to the fibrous
structure. This puts a limit on the CNR values obtainable.

In Fig. 4 panels a) and b) are shown the transmission and dark-
field radiograms of the sour creamwith three FBs from left to right;
paper, a cigarette butt and a fly.

Fig. 3. Minced meat: X-ray images of minced meat with three FBs; glass (left), 4 layers of paper (middle) and a ladybug (right). a) Transmission radiogram. b) Dark-field radiogram.
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A visual comparison of panels a) and b) indicates that the dark-
field radiogram gives a much higher contrast between the FBs and
the sour cream than the transmission. This is especially the case for
the paper (blue square in thewebversion)which is seen clearly in the
left side of the dark-field radiogram even though the paper layers
have unfolded after being inserted into the sour cream. Thus, it is
possible to see different thicknesses of the paper. In the middle and
right sideof the dark-field radiogram, the cigarette butt (green square
in thewebversion) andfly (red square in thewebversion) canbeseen
clearly whereas it is more difficult in the transmission radiogram.

To quantify the contrast, the CNR value between foreign body
and food product is calculated in the same manner as above. The
areas used for the calculations are indicated in Fig. 3 with colored
squares. The yellow (in the web version) squares indicate the sour
cream areas used which had a total area of 6579 pixels.

As seen from Table 2, the CNR values for the three FBs are
highest in the dark-field image confirming the qualitative analysis
conducted above. Note that in the dark-field radiogram, it is also
possible to distinguish between the FBs and air bubbles in the
sample as opposed to the transmission radiogramwhere the values

are in the same range for air bubbles and FBs. The high contrast
level improves the detection potential of the dark-field modality
over conventional transmission based detection.

6. Discussion and outlook

The proof-of-principle experiments in our work demonstrate
some of the potentials of dark-field radiography as a promising
emerging modality for detection of “hard-to-find” FBs in food. For
detection of paper, insects and other fibrous materials, dark-field
X-ray radiography is outperforming the conventional trans-
mission based systems with respect to improved contrast as the
CNR values were a factor of 5e10 larger in the dark-field image for
these kind of FBs.

As our approach generate both transmission and dark-field
images simultaneously, the versatility of X-ray screening is opti-
mized by combining the two modalities in one single detection
system. This versatility may possibly be further improved if the
differential phase-contrast images, also obtained by the scanning
method, can be utilized for detection purposes.

Table 1
Contrast-to-noise ratios of foreign bodies in minced meat.

Material Transmission CNR Dark-field CNR wFB

Glass (1 mm) 2.3 0.0 0.30
4 Sheets paper 0.1 1.8 0.48
Ladybug (insect) 0.5 1.9 0.06

Fig. 4. Sour cream: X-ray images of sour creamwith three FBs; 8 layers of paper (left), a cigarette butt (middle) and a fly (right). a) Transmission radiogram. b) Dark-field radiogram.

Table 2
Contrast-to-noise ratios of foreign bodies in sour cream.

Material Transmission CNR Dark-field CNR wFB

8 Sheets paper 0.4 2.8 0.59
Cigarette butt 0.7 6.3 0.44
Fly (insect) 0.2 2.9 0.08
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Extremely small FBs of fibrousmaterial pose a challenge in some
food matrices with a similar fibrous structure. The fibrous structure
of the minced meat illustrates the challenge by comparison of the
intensity variation of the dark-field compared to the transmission
image.

A discussion of what level of CNR value would be needed for
implementing this technique in an automatic detection system still
remains.

Further work is needed before the technique can be used online at
conveyor belt production lines but a proposal has already been made
for a grating-based interferometry scanning system (Kottler, Pfeiffer,
Bunk, Grüntzweig, & David, 2007) which uses a number of line
detectors and themovement of the sample for imaging. Thus, grating-
based interferometryhasgreatpotential forpractical implementation.
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