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Abstract

Light-atom interfaces have been of fundamental interest due to their var-
ied applications as magnetometers, atomic clocks, and as fundamental build-
ing blocks for quantum communication and cryptography. Especially room-
temperature atomic ensembles have drawn much interest as they offer ex-
perimental simplicity while not relying on cryogenic cooling. These practical
advantages make room-temperature atomic ensembles a promising candidate
and experimental platform within the field of quantum optics in terms of po-
tential scalability. This thesis focuses on two applications of room-temperature
atomic ensembles: on-demand single-photon generation and storage, as well
as quantum-enhanced sensing. Both applications exploit the atomic ensem-
bles’ collective spin state.

This thesis covers our on-demand room-temperature single-photon source
with built-in memory exploiting a herald-retrieve scheme. We observe a con-
ditional auto-correlation as low as g(2)RR|W=1 = 0.20± 0.07 verifying the single-

photon character of our source. Further, high cross-correlations of g(2)WR =

10± 1 between the heralding and retrieval light fields confirm the success of
our protocol, indicating highly non-classical correlations between the herald-
ing and retrieval scattered photons. The herald-retrieve scattered photons
maintain non-classical correlations for a duration of 0.68± 0.08 ms.

The second application covered in this thesis is quantum-enhanced mag-
netic induction tomography (QMIT). We introduce the technique of strobo-
scopic back-action evasion along with conditional spin-squeezing to the well-
known technique of magnetic induction tomography. We test this new quan-
tum-enhanced measurement protocol in a proof-of-principle experiment. We
verify the quantum enhancement by observing 42 % lower quantum noise
exploiting conditional spin-squeezing of ξ2 = (−1.8± 0.1) dB between un-
conditional and conditional measurement, corresponding to a signal-to-noise
improvement from 0.72 to 1.2.
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Sammenfatning

Interaktioner imellem lys og atomer har været af fundamental interesse på
grundet af deres forskellige anvendelsmuligheder som magnetometre, atom-
urer, som grundlæggende byggesten til kvantekommunikation og kvantekryp-
tografi. Stuetemperatur atomare ensembler har særlig interesse, da de tilby-
der eksperimentel enkelhed, mens de ikke er afhængige af kryogen køling.
Disse praktiske fordele gør stuetemperatur atomare ensembler til en promi-
nent kandidat og eksperimentel platform inden for kvanteoptik med hensyn
til den potentielle skalerbarhed. Den her afhandling er fokuseret på to an-
vendelser af stuetemperatur atomare ensembler. Den første er en klik enkelt-
fotonkilde og hukommelse. Den anden er kvanteforbedret måling. Begge
applikationer udnytter atomernes kollektive spin-tilstand som kvantisering.

Denne afhandling dækker vores klik stuetemperatur enkeltfotonkilde med
indbygget hukommelse, der udnytter et advarsels-modtagelses-protokol. Vi
observerer en betinget autokorrelation så lav som g(2)RR|W=1 = 0.20 ± 0.07,
hvilket verificerer enkeltfoton-karakteren af vores kilde. Yderligere bekræfter
høje krydskorrelationer af g(2)WR = 10 ± 1 mellem advarsels og modtagelses
succesen af vores protokol, hvilket indikerer høj ikke-klassiske korrelationer
mellem advarelse og modtagelse af spredte fotoner. Advarelses fotoner opret-
holder ikke-klassiske korrelationer i en varighed på 0.68± 0.08 ms.

Det andet emne dækket i denne afhandling er kvanteforstærket magnetisk
induktionstomografi (quantum-enhanced magnetic induction tomography –
QMIT). Vi introducerer teknikken til stroboskopisk backaction annullering
sammen med betinget spin-squeezing til den velkendte teknik af magnetisk
induktionstomografi. Vi tester denne nye kvantum-forbedrede måleprotokol
med et bevis for eksperimental potentiale. Vi verificerer kvanteforbedrin-
gen ved at observere 42 % lavere kvantestøj ved at udnytte betinget spin-
squeezing på ξ2 = (−1.8 ± 0.1) dB mellem ubetinget og betinget måling.
Dette svarer til en signal-til-støj forbedring fra 0.72 til 1.2.
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Zusammenfassung

Licht-Atom-Schnittstellen sind aufgrund ihrer vielfältigen Anwendungen
als Magnetometer, Atomuhren und als grundlegende Bausteine für Quan-
tenkommunikation und Quantenkryptographie von herausragendem Inter-
esse. Besonders Raumtemperatur-Atomkollektive haben ein besonders gro-
ßen Forschungsdrang hervorgerufen. Dieser liegt daring begründet, dass sie
experimentell einfacher in der Handhabung sind, da auf kryogene Tempera-
turen in den Experimenten verzichtet werden kann. Diese praktischen Vorteile
machen Raumtemperatur-Atomkollektive zu einem vielversprechenden Kan-
didaten und einer praktischen Ressource auf dem Gebiet der Quantenop-
tik, vor allem im Hinblick auf die potenzielle Skalierbarkeit der Versuchsauf-
bauten. Diese Dissertation konzentriert sich auf zwei Beispielen der Anwen-
dung von Raumtemperatur-Atomkollektiven: die Einphotonenerzeugung auf
Knopfdruck, basierend auf der Speicherung eben jener Photonen in Form
einer kollektiven Erregung, sowie die Möglichkeit zur quantenmechanisch
verbesserten Messpräzision. Beide Anwendungen nutzen den gemeinsamen
Spinzustand des Atomkollektivs für das jeweilige experimentelle Protokoll
aus.

Das erste Thema dieser Dissertation befasst sich mit unserer Raumtemper-
atur-basierten, auf Abruf operierenden Einphotonenquelle mit eingebautem
Speicher. Diese basiert auf einem Verkünder-Abruf-Schema. Wir beobachten
eine konditionierte Autokorrelation mit einem Wert von g(2)RR|W=1 = 0.20 ±
0.07. Dies bestätigt den Einphotonencharakter unserer Quelle. Darüber hin-
aus bestätigt eine hohe Kreuzkorrelationen von g(2)WR = 10± 1 zwischen den
verkündenden und gewonnenen Einphotonenlichtfeldern den Erfolg unseres
Protokolls, was auf starke, nicht-klassische Korrelationen zwischen den an-
kündigenden und gewonnenen gestreuten Photonen hinweist. Die nicht-klas-
sischen Korrelationen zwischen den Verkünder- und Abgerufe-nen-Photonen
werden für eine Dauer von 0.68± 0.08 ms beibehalten.

Die zweite in dieser Arbeit behandelte Anwendung ist die quantenver-
stärkte magnetische Induktionstomographie (QMIT). Wir führen die Technik
der stroboskopischen Umgehung der Rückwirkung, zusammen mit kondi-
tionierten, gequetschten Spinzuständen, in die bekannte Technik der mag-
netischen Induktionstomographie ein. Wir testen dieses neue quantenerweit-
erte Messprotokoll in einem Experiment zum Beweis des Prinzips durch. Wir
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vi Chapter 0. Zusammenfassung

verifizieren die Quantenverbesserung, indem wir ein um 42 % niedrigeres
Quantenrauschen beobachten. Dies wird durch Ausnutzen von gequetschten
Spinzuständen mit einem Wert von ξ2 = (−1.8 ± 0.1) dB möglich. Durch
die gequetschten Spinzustände ist es möglich, zwischen nicht konditionierten
und konditionierten Messungen eine Signal-Rausch-Verbesserung von 0.72
auf 1.2 zu erreichen.
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List of Abbreviations

While there is no fundamental reason to use abbreviations in a written
thesis, sometimes it is still convenient for a smoother flow of the text to use
them. While some of the abbreviations are fairly common, others might not
be or can be ambiguous due to different meanings in different contexts. For
this reason, the following list covers the abbreviations used in this thesis.

AM Atomic magnetometer
AOM Acousto-optic modulator
APD Avalanche photo detector
AR Anti-reflection (coating)
CSS Coherent spin state
DLCZ Duan-Lukin-Cirac-Zoller (quantum repeater protocol)
DOE Diffractive optical element
EOM Electro-optic modulator
FID Free induction decay
FWHM Full width at half maximum
GWD Gravitational wave detection
HWHM Half width at half maximum
HWP Half waveplate
LIA Lock-in amplifier
MIT Magnetic induction tomography
MORS Magneto-optical resonance spectroscopy
MOT Magneto-optical trap
MZI Mach-Zehnder-Interferometer
NBI Niels Bohr Institute
PBS Polarizing beam splitter
PGF Probability generating function
pMORS Pulsed magneto-optical resonance spectroscopy
PN Projection noise
PSD Power spectral density
QBA Quantum back-action
QMIT Quantum-enhanced magnetic induction tomography
QND Quantum non-demolition
QWP Quarter waveplate
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RF Radio-frequency (field)
SN Shot noise
SNU Shot noise units
SPDC Spontaneous parametric downconversion
SQL Standard quantum limit
TBS Tophat beam shaper
TH Tophat
TN Thermal noise
TSS Thermal spin state
VCA Voltage controlled attenuator
VCO Voltage controlled oscillator
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and goals, the common feature is cesium vapor cells containing macroscopic
spin-ensembles.

A significant part of my PhD program was spent on improving the DLCZ-
type single-photon experiment I had already joined during my master’s pro-
ject. Key to our experimental approach is that we exploit a two-step herald-
retrieve scheme. It allows retrieval of single-photons on-demand after initially
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loading the source, the heralding step. After the heralding step, the readout
of the single-photon can be delayed due to the source’s intrinsic memory.

Quantum sensing and quantum metrology have emerged as significant
fields exploiting quantum mechanical effects to improve beyond sensitivities
attainable by classical means. During my time at Quantop, I was fortunate
enough to join an experiment that combined two well-established techniques
– spin-squeezing and magnetic induction tomography (MIT) – as a new pro-
tocol exploiting quantum mechanical effects for a quantum-enhanced MIT.

This thesis is structured into four main parts and an additional part for
the supplements. In part I, we present an overview of the relevant theoreti-
cal background for both experiments covered in this thesis. It focuses on the
relevant descriptions required for the general light-atom interaction relevant
to both experiments (chapter 2). It then proceeds to introduce specifics for
the quantum-enhanced MIT (chapter 3) and DLCZ-type experiment (chap-
ter 4), respectively. General experimental techniques are introduced in part
II. This part is rather broad and has applications for the experiments pre-
sented throughout this thesis and beyond. It contains information about op-
tical pumping and our lasers (chapter 5) and techniques for the atomic state
characterization (chapter 6). This part also contains a summary of the cell test-
ing endeavors (chapter 7) and presents the techniques required to quantify the
performance of vapor cells. Part III focuses on the DLCZ-type on-demand
single-photon source with built-in memory. It will give an overview of the
experimental setup (chapter 9) and covers and elaborates on the results pre-
sented in our paper Dideriksen et al. (2021) (chapter 10). Further, it contains
an overview of our efforts to investigate experimental limitations and possible
improvements (chapter 11). Part IV covers the quantum-enhanced MIT exper-
iment. Similar to before, the experimental setup is introduced first (chapter
13). We then discuss the back-action evasion and spin-squeezing implemen-
tation and optimization (chapter 14). Finally, we will present the proof-of-
principle experiment of quantum-enhanced MIT measurements (chapter 15).
Both topics have been covered in our publication Zheng et al. (2022). We dis-
cuss the current limitations and possible ways to address them in the future
(chapter 16). The central part of this thesis concludes with a summary of the
whole thesis (chapter 17). This thesis contains supplementary information in
part V with additional practical descriptions for internal knowledge transfer.
Further, we provide the references used within this thesis.

As a personal note, I tried to provide all relevant information for all ex-
periments presented throughout this thesis. However, since the DLCZ-type
experiment has been shown in other theses before, I chose to refrain from
showing all details and instead provide recommendations where specifics can
be found if I deemed the information not fundamental for the general under-
standing of this thesis. For the quantum-enhanced MIT, I provided more de-
tails to consider it a practical manual for future students at Quantop since this
does not exist for this experiment yet. Therefore, I present the experimental
optimization and specifics more thoroughly for the QMIT experiment than for
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the DLCZ-type experiment.
Many figures illustrating the experimental setups throughout this thesis

are made using a vector graphics library for optical components and electron-
ics. It is available as ComponentLibrary by Alexander Franzen, licensed un-
der a Creative Commons Attribution-NonCommercial 3.0 Unported License.
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Chapter 1

Introduction

1.1 Spin-ensemble experiments at Quantop

This thesis will consider two somewhat different applications of atomic
spin ensemble-based experiments. One experiment employs the collective
spin state of the ensemble – collective spin-oscillator – to store and retrieve
collective excitations of the ensemble to generate a single-photon on demand.
In contrast, the other experiment employs collective spins to detect the pres-
ence of a conductive object. Exploiting spin ensembles with various applica-
tions in mind has a long tradition at Quantop. Throughout the years, many
protocols have been proposed and implemented at Quantop. For example,
Hammerer et al. (2005) proposed a teleportation scheme between light and
atoms and spin-squeezing. The underlying description provided for the lat-
ter will prove helpful throughout this thesis. Sherson et al. (2006) proposed
arbitrary light state storage and retrieval based on Faraday interaction using
an atomic ensemble. While the two previous papers were more of theoret-
ical nature, their relevance to our group makes them essential to the vapor
cell-based experiments at Quantop. Apart from the efforts towards ensemble-
based sources of the DLCZ-type (e.g., Borregaard et al. (2016); Zugenmaier
et al. (2018); Dideriksen et al. (2021)), cavity-enhanced non-degenerate para-
metric down-conversion has been successfully investigated at Quantop as
well by Neergaard-Nielsen et al. (2007).

Within our group, efforts toward sensing magnetic fields have been pur-
sued in various ways. Quantum noise limited sensitivity and entanglement-
assisted magnetometry has been shown in Wasilewski et al. (2010). Detrimen-
tal back-action noise in the system is evaded by combining two oppositely ori-
ented atomic ensembles. Exploiting two-mode squeezed states generated us-
ing two spatially separated cells, entangled continuous-variable states could
be stored on the millisecond level in Jensen et al. (2011). Efforts in the cell
lab of Quantop continued pursuing two vapor-cell configurations and were
used to show deterministic quantum teleportation between two spatially sep-
arated atomic objects in Krauter et al. (2013). A different approach of back-
action evasion not requiring a two-cell setup is the stroboscopic back-action

3
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1Motional averaging is the term
that we use to describe that for
long interaction times between
light and atoms, the atomic
motion and the inhomogeneous
interaction is averaging out. It
will be introduced and discussed
thoroughly in chapter 4.

evasion measurement for squeezed-state generation of a spin-oscillator inside
a cavity as pursued by Vasilakis et al. (2015). This approach will be introduced
more thoroughly later in chapter 3 since it will be a crucial component of our
quantum-enhanced magnetic induction tomography (QMIT).

Then, efforts on a room-temperature single-photon source and magnetic
field sensing continued in parallel at Quantop. On the one hand, non-invasive
detection of nerve impulses (Jensen et al. (2016)) and magnetocardiography
of isolated animal hearts (Jensen et al. (2018)), culminating in the detection
of low-conductivity saltwater phantoms using magnetic induction tomogra-
phy (MIT) (Jensen et al. (2019)), was pursuit. Following in these footsteps,
our quantum-enhanced MIT experiment tries to combine different ingredi-
ents from Jensen et al. (2016) and Vasilakis et al. (2015). Our results have led
to the manuscript Zheng et al. (2022), available as a pre-print at the time of this
thesis, which will be one of the main topics presented in this thesis. On the
other hand, efforts toward implementing a deterministic single-photon source
with built-in memory continued. Motional averaging1 – a property that will
prove vital for successful write-in and retrieval of collective excitations – to-
gether with some initial proof-of-concept measurements has been presented
in Borregaard et al. (2016). Non-classical correlations between write and read
scattered photons from a room-temperature spin-oscillator were successfully
implemented in Zugenmaier et al. (2018). However, the single-photon charac-
ter of the retrieval light field could not be shown due to detrimental four-wave
mixing processes limiting the overall performance of the scheme. The neces-
sary changes and efforts leading us to achieve an on-demand single-photon
source with built-in memory of the DLCZ-type are the second central part of
this thesis. Our efforts have led to the publication Dideriksen (2021), which
we will discuss in-depth in this thesis.

In the consecutive sections, we will introduce key concepts such as single-
photon sources (section 1.2), quantum memories (section 1.3), long-distance
entanglement generation (section 1.4), and quantum sensing (section 1.5), be-
fore diving into the required theoretical descriptions starting from chapter 2
onward.

1.2 Single-photon sources

Single-photon sources are a fundamental building block for many appli-
cations of quantum information protocols. Many quantum communication
schemes (section 1.4) rely on the efficient and high-fidelity generation of single-
photons. Generally, one can distinguish two very different types of single-
photon sources – probabilistic and deterministic. A probabilistic source relies,
as the name suggests, on probabilistic processes. They create single-photons
with a finite probability but can also create multiple photons due to their prob-
abilistic nature. With a finite likelihood of multiple photons being generated,
probabilistic sources are often operated such that they create a vacuum state
most of the time. Examples of probabilistic sources are based on spontaneous
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2For the interested reader, a
review of a variety of solid-state
single-photon emitters can be
found in Aharonovich et al.
(2016).

parametric downconversion or spontaneous four-wave mixing. In both ap-
proaches, photon pairs are generated with low probability, where one of the
photons is used to herald the existence of the other photon. For example, a
single-photon source based on a non-degenerate parametric downconversion
process is presented in Neergaard-Nielsen et al. (2007). On the other hand,
deterministic single-photon sources deliver one – and only one – photon at a
time.

In this thesis, we are interested in a deterministic single-photon source,
particularly for applications in quantum communication. A popular choice
of system for these types of sources has been solid-state2 based. These solid-
state-based single-photon sources have been implemented, for example, in
rare-earth-ion-doped crystals (Kutluer et al. (2017); Laplane et al. (2017)), quan-
tum dots embedded in a micropillar (Ding et al. (2016)) or using a planar
nanobeam waveguide (Kiršanske et al. (2017)), or also exploiting color cen-
ters (Wan et al. (2020)). Many of these previously mentioned deterministic
single-photon sources require cryogenic temperatures to operate successfully.
While solid-state systems have been shown to allow for a combination of high
single-photon extraction efficiency, single-photon purity, and single-photon
indistinguishably (Ding et al. (2016)), the cryogenic cooling adds to their ex-
perimental complexity and potential scalability. Another popular choice of
platform for generating single-photons has been ultracold atoms. While ul-
tracold atoms do not require cryogenic temperatures, the cooling apparatus in
the form of magneto-optical traps (MOTs) or the like is often experimentally
challenging in itself. For example, this system of choice has been pursued in
Corzo et al. (2019), coupling a register of atoms trapped along a waveguide.
On-demand retrieval of single-photons from a cold atomic memory has also
been shown by exploiting cavity enhancement (Bimbard et al. (2014); Mücke
et al. (2013)), where the latter exploits a single atom. It has also been shown
successfully that combining a cold atomic memory with telecom-wavelength
conversion is possible (Radnaev et al. (2010)).

Compared to ultracold and cryogenic experiments, room-temperature sys-
tems have attracted much interest given their more straightforward exper-
imental setup avoiding the necessity of a sophisticated cooling apparatus.
For example, on-demand single-photon generation has been shown in room-
temperature systems exploiting Rydberg blockades and giant Rydberg atoms
(Ripka et al. (2018)). Other examples of room-temperature single-photon sour-
ces have been shown with atomic vapors using ladder schemes (Finkelstein
et al. (2018); Kaczmarek et al. (2018)), bi-photon generation (Shu et al. (2016))
or EIT (Eisaman et al. (2005)). Many of the preceding single-photon sources al-
ready incorporate an atomic memory through the physical system used within
itself. The natural compatibility with atomic memories makes atomic single-
photon sources good candidates as fundamental building blocks in quantum
repeater protocols, such as, for example, proposed in Duan et al. (2001).
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1.3 Quantum memory

Quantum memories are another critical building block for quantum com-
putation and communication applications. In principle, a quantum memory
facilitates the means to store a quantum state in a quantum system and re-
trieve it at a later point in time. For quantum computation, maintaining and
storing a state can allow for quantum error correction protocols (Brown et al.,
2016), for example, discussed in Shor (1996), Steane (1996), and Lidar and
Brun (2013).

We will see throughout this thesis that single-photon sources used in quan-
tum communication protocols are of particular interest in combination with
means of storing and retrieving single-photons efficiently. It is easy to imag-
ine interfacing a single-photon source with a dedicated quantum memory, as,
for example, done in Pang et al. (2020) or Makino et al. (2016). From an ex-
perimental point of view, intrinsic generation and storage capabilities are fa-
vorable as they reduce issues with compatibility between the systems and the
experimental complexity arising thereof. Memories of photonic qubits have
evolved along two main paths, optically controlled memories and engineered
absorption (Heshami et al. (2016)), where our DLCZ-type of source and mem-
ory falls into the former category.

For room-temperature atomic systems, the intrinsic atomic motion is one
of the main challenges of retrieving a single-photon on demand from a quan-
tum memory. A fundamental problem here is efficiently addressing and re-
trieving a single excitation as a single-photon. Not only efficiency but also
spurious noise photons contaminating the memory output are detrimental to
the retrieval from the memory and the fidelity of the retrieved single-photon
(Heshami et al. (2016)). One way to overcome atomic motion is using buffer
gas, which effectively slows down or even prevents atomic motion. Consid-
ering only single-photon level storage, Dou et al. (2018) successfully imple-
mented single-photon storage using buffer gas vapor cells, observing a few
microseconds of memory time.

While we focus here on single-photon memories, it should be noted that a
remarkable achievement for storing coherent light pulses in a room-tempera-
ture – or at elevated temperatures exceeding room-temperature – system has
been achieved in Katz and Firstenberg (2018). The authors showed a mem-
ory time of up to one second. The same group has also shown hour-long
coherence times exploiting strong coupling of alkali-metal spins to noble-gas
nuclear spins (Shaham et al. (2022)). These pose other attractive candidates
for future applications as a quantum memory for quantum-repeater protocols
if compatibility with single-photon storage and retrieval can be shown. The
potential application of the latter system as a quantum memory for single-
photons has also been addressed in Katz et al. (2022).
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3A thorough discussion of the
implications of such entangled
states and their generation is
covered in chapter 9 of the book
Introductory Quantum Optics by
Gerry and Knight (2004).

1.4 Long-distance entanglement generation

Quantum communication exploits intrinsic properties of the quantum na-
ture of, for example, photonic qubits. One well-known protocol is the BB84
protocol, a protocol for quantum key distribution, which was already pro-
posed in 1984 by Bennett and Brassard (1984). It relies on two independent,
non-orthogonal measurement bases. The intrinsic security of the protocol
arises from encoding the information in the non-orthogonal states protected
by the non-cloning theorem.

Another example is the Ekert protocol (Ekert (1991)), which relies on two
fully entangled qubits, i.e., in the Bell states. If using photons, we, for ex-
ample, could choose to exploit the polarization states of light exploiting hor-
izontal (|H〉) and vertical (|V〉) polarization. In this case, the four Bell states3

would be:

|Ψ±〉 =
1√
2
(|H〉1 |V〉2 ± |V〉1 |H〉2) (1.1)

|Φ±〉 =
1√
2
(|H〉1 |H〉2 ± |V〉1 |V〉2) (1.2)

The two photonic qubits have to be generated reliably in one of the four Bell
states, for example, |Ψ−〉, and distributed between the two (spatially sepa-
rated) locations, A and B. However, sending photonic qubits over long dis-
tances through a fiber will limit the efficiency of any protocol simply due
to the losses associated with fibers. Typically, the error probability (losses
and fidelity) scales exponentially with the length of the channel (Briegel et al.
(1998)). Losses are a general problem for quantum communication protocols
relying on entanglement.

Amplification, in analogy to classical signals using repeaters, is not an op-
tion due to the non-cloning theorem (Wootters and Zurek (1982); Dieks (1982);
Sangouard et al. (2011)). Therefore, overcoming limitations on long-distance
entanglement distribution is necessary for quantum networks and communi-
cation exploiting entanglement-based quantum key distribution. One way of
remedying this is to exploit entanglement in itself for something that has come
to be known as quantum repeater by dividing a larger distance into smaller
links. First, entanglement is created on these smaller links. Consecutive en-
tanglement swapping between the smaller links creates entanglement over a
more considerable distance. This idea stems from Briegel et al. (1998), propos-
ing a nested protocol with purification and auxiliary connection points. The
protocol by Briegel et al. (1998) induced the development of more proposals
focusing on implementing and realizing quantum repeaters using different
physical systems. One example is the DLCZ protocol (Duan et al. (2001)), ex-
ploiting atomic ensembles and linear optics for realizing quantum repeaters
for long-distance entanglement generation. We will introduce the protocol
and discuss the underlying physics in chapter 4. Based on the DLCZ pro-
tocol, more sophisticated proposals have emerged, for example, Jiang et al.
(2007) or Chen et al. (2007). All these protocols have induced various kinds of
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4National Institute of Standards
and Technology, a government
institution of the US. I can
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5While DFM is a Danish institu-
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Our institute - NBI - also has sci-
entific collaborations with them.
https://dfm.dk/en/

experimental implementations. A more thorough review that considers dif-
ferent implementations of quantum repeaters and schemes can be found in
Sangouard et al. (2011).

1.5 Quantum metrology and quantum-enhanced sensing

The field of metrology deals with sensing and measurement sensitivity.
Metrology is ultimately the reason why we have standardized units and the
like, thus a rather fundamental science with an enormous impact. Many in-
stitutes worldwide are working and offering services ensuring proper calibra-
tion and standardization of measurements and measurement devices, such
as NIST4 or – for our Danish friends – Danmarks Nationale Metrologiinsti-
tut5 (DFM). Due to the relevance of standardized measurements, nearly every
country has its national metrology institute.

Apart from classical metrology, many efforts went into going beyond the
standard quantum limits (SQL) of measurement sensitivity. These are fun-
damental measurement limits arising from the Heisenberg uncertainty prin-
ciple that classical means cannot overcome. Therefore, quantum metrology
has emerged as a field of interest. By exploiting quantum mechanical effects,
standard quantum limits can be overcome. While the Heisenberg uncertainty
principle is a fundamental limit set by laws of nature about the combined mea-
surement uncertainty of the observables of two non-commuting operators, it
is possible to reduce the uncertainty in one of the two observables at the ex-
pense of the uncertainty associated with the other. One way of achieving this
is, for example, a stroboscopic back-action evading measurement, which we
will introduce later in chapter 3.

Quantum-enhanced sensing beyond the standard quantum limit of mea-
surement sensitivity is still challenging in many areas. However, many pro-
posals and experimental reports have harnessed quantum enhancement to
improve the attainable measurement sensitivities, sometimes beyond the SQL.
Entanglement between the trapped ions in a two-dimensional crystal has im-
proved the sensitivity to electric field displacements below the respective SQL
in Gilmore et al. (2021). Another field within quantum metrology where quan-
tum enhancement has been proposed is atomic clocks, for example, by entan-
gling multiple lattice clocks (Derevianko and Katori (2011); Weinstein et al.
(2010)). In Nichol et al. (2022), entanglement over a macroscopic distance be-
tween two atomic clocks has been shown. The authors observed a reduction
in the measurement uncertainty as predicted by the Heisenberg limit. The au-
thors of Appel et al. (2009) exploited entanglement to beat the SQL present in
atomic interferometry.

Another field where quantum enhancement was proposed is gravitational
wave detection, for example, in Caves et al. (1980). Nearly 40 years later,
Tse et al. (2019) reported quantum-enhanced detection of gravitational waves.
Atomic magnetometry has also been an active field of interest in exploiting
quantum resources to enhance measurement sensitivity. For example, Sewell

https://www.nist.gov/
https://www.nist.gov/
https://dfm.dk/en/
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et al. (2012) exploited spin-squeezing and entanglement in a cold rubidium
cloud to improve the measurement sensitivity. Quantum-noise limited sensi-
tivity has also been reported in Wasilewski et al. (2010). All this motivates that
spin-squeezing and back-action evasion can also benefit magnetic induction
tomography of conductive objects beyond the classical results presented in
Jensen et al. (2019) and beat the standard quantum limit. Therefore, introduc-
ing a quantum enhancement to the existing technique of magnetic induction
tomography is one of the two main experimental results presented through-
out this thesis.





Chapter 2

Describing light and spin oscillator
interactions

We deal throughout this thesis with the interaction between macroscopic
ensembles of atomic spins and laser pulses. Here, we use cesium atoms as
our atomic ensemble. We will start this chapter with a general description of
the cesium atom and its properties. To describe the interaction of light and
atoms, a common language is needed to describe light and atoms and their
quantum mechanical properties. We will introduce canonical operators capa-
ble of describing light fields (section 2.2) and atomic ensembles (section 2.3).
Having a shared language for both systems, we can describe the interaction
between light and atoms (section 2.4). This chapter is just an overview; some-
times, we will not provide the derivations to reach certain expressions. There
are plenty of resources available that provide more rigorous derivations and
descriptions. Throughout this chapter, and this thesis, we will point to the rel-
evant resources as guidance for the readers. As a general recommendation for
this chapter, the following publications from Quantop are considered relevant
for readers unfamiliar with the topic: Julsgaard (2003), Hammerer et al. (2010)
or also Krauter (2011). External and even more fundamental resources can be
found in Gerry and Knight (2004); Foot (2005); Auzinsh et al. (2010).

2.1 The cesium atom

In Quantop, we are mainly dealing with room-temperature cesium atomic
vapors. While cesium has many different isotopes, cesium-133 is the only sta-
ble one. Commonly, it is denoted as 133Cs. 133Cs is a common choice in exper-
imental quantum optics due to its uncomplicated level structure arising from
its alkali metal properties originating from a single valence electron. Other al-
kalis that are used within atomic physics experiments are Rubidium (Rb), for
example, Dąbrowski et al. (2016), or Strontium (Sr), for example, Schäffer et al.
(2020). The properties of alkali atomic ensembles have led to many interesting
research fields, including atomic clocks, gravitational wave detection beyond
the standard quantum limit (Khalili and Polzik (2018)), quantum communica-

11
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1A thorough introduction into
atomic physics describing the
origin of the hyperfine structure
can be found in Foot (2005). A
summary of 133Cs data can be
found in Steck (2019).

tion, and more. In the following, we will briefly introduce the electronic level
structure of cesium resembling that of hydrogen and the effects of magnetic
fields on the level structure.

The valence electron in 133Cs occupies the 6S1/2 orbital in its ground state
and has an electron spin of S = 1/2. The nuclear spin of 133Cs is given by
I = 7/2. The interaction between electron and nuclear spin gives rise to a hy-
perfine splitting, introducing a hyperfine structure to the ground state deter-
mined as F = I± J = I±S. Here, J refers to the total electron angular momen-
tum (Steck, 2019). With an orbital angular momentum quantum number of
L = 0 for the ground state of cesium, the hyperfine splitting gives rise to two
hyperfine levels described by the total atomic angular momentum F = {3, 4}1.
In all experiments presented in this thesis, we are only concerned with transi-
tions between the ground-state Zeeman levels to the first excited state levels
of 133Cs, the 6P orbital with L = 1. The 6P orbital is split into two distinct
excited states due to the spin-orbit coupling as J = L± S = {1/2, 3/2}. The
first excited states of alkali atoms are commonly referred to as D1 and D2 lines.
The D1 line is the transition from 6S1/2 → 6P1/2 at λ = 894.6 nm, while the
D2 line refers to the transition from 6S1/2 → 6P3/2 at λ = 852.3 nm. Figure 2.1
shows the resulting level structure.

D1 894.6 nm

D2 852.3 nm

62S1/2

62P1/2

62P3/2

F = 5

F = 4

F = 3

F = 2

F = 4

F = 3

F = 4

F = 3
mF = 1

mF = 2

mF = 3

mF = 4

mF = 5

251.1 MHz

201.3 MHz

151.2 MHz

1.168 GHz

9.193 GHz

Figure 2.1: Level structure of cesium. Shown is the level structure of cesium with
the first two excited states, including hyperfine levels. For simplicity, only a subset of
Zeeman levels is indicated. The purple box marks the most appropriate Zeeman levels
for the experiments presented in this thesis (idea adapted from Dideriksen (2021)). The
numbers for the energetic splittings are taken from Steck (2019)

Similar to the ground state, the first excited state levels exhibit a hyperfine
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2An overview of the different
Landé factors and their underly-
ing expressions can be found in
Steck (2019).

F = 4

F = 3

mF = 1

mF = 2

mF = 3

mF = 4mF = 0

Figure 2.2: Zeeman level splitting.
In the presence of a magnetic field,
the degeneracy of the Zeeman levels
is lifted. The energetic splitting is lin-
ear for low magnetic field strengths
and can be expressed with the Lar-
mor frequency hνL = h̄ωL. Only a
subset of mF levels is shown. Dashed
levels indicate Zeeman levels in the
absence of a magnetic field.

structure. For 6P1/2, the hyperfine numbers are F′ = {3, 4}, where the prime
denotes that we refer to an excited level. For the other excited level, 6P3/2, the
hyperfine structure splits into four hyperfine levels with F′ = {2, 3, 4, 5}.

When applying a magnetic field, each hyperfine level splits further into
2F + 1 Zeeman levels, denoted by mF = {− |F| ,− |F|+ 1, ..., |F|}. They reflect
the projection onto the quantization axis of the total atomic angular momen-
tum (Steck, 2019). We refer to the hyperfine levels as manifolds. The degener-
acy of the levels is only lifted when subjected to a magnetic field (illustrated
in figure 2.2). The energy difference between Zeeman levels depends on the
applied magnetic field strength and can be described using the Breit-Rabi for-
mula (Steck (2019)):

EF,mF =
−∆Ehfs

2 (2I + 1)
+ gIµBmFB± ∆Ehfs

2

(
1 +

4mFx
2I + 1

+ x2
)1/2

(2.1)

where ∆Ehfs = hνhfs is the hyperfine splitting, µB is the Bohr magneton, B =

|B| is the magnetic field strength and gI is the nuclear g-factor. The ± is used
depending on the orientation of electronic and nuclear spin to each other F =

I ± S. In equation (2.1), the x is given by (Steck (2019)):

x =

(
gJ − gI

)
µBB

∆Ehfs
(2.2)

with gJ and gI as the Landé factors for the total electron angular and the total
nuclear angular momentum.

In our experiments, we operate in the weak-field regime, in which the
square root in (2.1) can be expanded around x = 0. For small magnetic fields
~B, the energy difference between two neighboring mF levels is linear in B,
while a quadratic part has to be taken into account for increasing magnetic
field strengths. The higher the magnetic field, the more terms in the expan-
sion would need to be considered. Throughout this thesis, we remain in a
magnetic field regime where an expansion to the second order is sufficient.
The linear energetic splitting can be expressed in terms of frequency, the Lar-
mor precession frequency νL. The quadratic splitting leads to nonlinear split-
ting across the Zeeman levels that we exploit to resolve the different levels in
the magneto-optical resonance spectra (section 6.2). The quadratic splitting
can also be related to frequency. In the following, we denote the quadratic
splitting as νQZ. In Julsgaard et al. (2004), the Larmor frequency νL and the
quadratic splitting νQZ are derived to be:

νL =
gFµBB

h
(2.3)

νQZ =
2ν2

L
νhfs

(2.4)

Here, gF is the hyperfine Landé factor2 and takes the value for the two mani-
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3For a thorough introduction in-
cluding visualization of quantum
fluctuations on Stokes operators,
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(2003).

4The number operator n̂i is
defined via the creation and
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"Introductory Quantum Optics"
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Figure 2.3: Poincaré sphere. Illus-
tration of polarization states for the
Stokes operators. On the surface,
light is said to be polarized, while in-
side the sphere, the light is partially
polarized. The origin of the Poincaré
sphere signifies unpolarized light.

folds as follows:

gF(F = 4) ≈ 0.2504 (2.5)

gF(F = 3) ≈ −0.2512 (2.6)

The sign difference indicates that the energetic splitting due to the Zeeman
effect (increase or decrease) is behaving oppositely for the two ground state
manifolds.

All these properties make cesium a good choice for using it in atomic
physics experiments. The popularity across different research fields has driven
the development of commercially available lasers and optics fitting the wave-
lengths of the D1 and D2 lines of cesium.

2.2 Light

Before introducing the light-atom interaction, we want to describe and dis-
cuss light and its polarization representation using Stokes operators. Both the
total number of photons and the polarization of the photons are of relevance.
To describe these properties, we introduce the four Stokes operators with the
choice of light propagating along the z-axis:

Ŝx =
1
2
(
n̂x − n̂y

)
(2.7a)

Ŝy =
1
2
(n̂+45◦ − n̂−45◦) (2.7b)

Ŝz =
1
2
(n̂σ+ − n̂σ−) (2.7c)

Ŝ0 =
1
2
(n̂σ+ + n̂σ−) (2.7d)

Here, the first three Stokes operators3 describe three different orthogonal bases
for the polarization of photons. The polarization bases are linear polarization
comprised of horizontal and vertical polarization (x, y-direction), the diago-
nal (±45◦-direction), and the circular basis (σ± polarized). The fourth Stokes
operator Ŝ0 counts the total number of photons4. It should be noted that we
use, for brevity, in this and the following sections h̄ = 1.

We will see later in this thesis how the different Stokes operators can be
measured. It should be noted that there are different definitions of these oper-
ators. Without explicit time dependence, the Stokes operators count photons
within a fixed time duration T and are dimensionless. Following Sherson
(2006), it can be shown that by introducing explicit time and space depen-
dency, the Stokes operators can count photons per unit length or per unit
time, depending on their precise definition. They are connected according
to Ŝi(t) = cŜi(z, t), where Ŝi(z, t) has the units 1/length such that multiplying
with the speed of light c converts it into units of 1/time. This will become rele-
vant later when working with the effective interaction Hamiltonian in section
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5 Replacing an operator by its
expectation value relies on the
Hostein-Primakoff approxima-
tion, introduced in Holstein
and Primakoff (1940). Here,
the underlying assumption is
that we only weakly perturb the
system while considering many
photons, and the approximation
holds. Then, Ŝy and Ŝz follow the
Heisenberg uncertainty:

Var
(
Ŝy
)
·Var

(
Ŝz
)
≥ S2

x
4

6Many resources derive this
and other relations of the light
operators. Julsgaard (2003) is
probably the most extensive
one, but also Hammerer et al.
(2010); Krauter (2011) are rather
thorough resources.

2.4, as well as when dealing with the input-output relations in section 3.1. For
now, it will be sufficient to proceed without explicit dependencies, as the ex-
pressions can easily be extended following the appendices in Julsgaard (2003).
The Stokes operators obey the angular momentum commutation relations:[

Ŝi, Ŝj
]
= iεijkŜk (2.8)

where we use the Levi-Civita symbol representing the different permutations
of x, y, z.

Common to our experiments is that we choose our light propagation direc-
tion along the z-axis. Especially for this thesis’s second experiment, the probe
light polarization choice is essential and selected to be along x. Using a highly

linearly polarized beam, Ŝx approaches the classical value
√
〈Ŝx〉 =

√
Sx

5.
This allows us to define canonical light operators in analogy to a harmonic
oscillator6:

x̂L =
Ŝy√
Sx

, p̂L =
Ŝz√
Sx

, ⇒ [x̂L, p̂L] = i (2.9)

as follows from equation (2.8). In our experiments, we rely on polarization
homodyne detection of our light fields, as it allows us to detect the effects of
Faraday interaction between light and atoms, discussed later on. Atoms ex-
posed to a magnetic field exhibit a precession of the atomic spins with the Lar-
mor frequency. As we will see later, the interaction of light and atoms leads to
a sideband modulation of the light field, with sidebands at the atomic Larmor
frequency ±νL compared to the frequency of the probe light frequency. The
relevant signal of our quantum fields is hence encoded in these sidebands. It
is therefore instructive to describe our light fields in sine and cosine compo-
nents oscillating at the Larmor frequency ωL = 2π · νL (see chapter 2.1) when
detecting them using photodetectors in a polarization homodyne detection
scheme as (Hammerer et al. (2010)):

x̂c
L =

√
2
T

∫
dtx̂L(t) cos (ωLt) (2.10a)

x̂s
L =

√
2
T

∫
dtx̂L(t) sin (ωLt) (2.10b)

p̂c
L =

√
2
T

∫
dtp̂L(t) cos (ωLt) (2.10c)

p̂s
L =

√
2
T

∫
dtp̂L(t) sin (ωLt) (2.10d)

where we indicate the sine and cosine components using the superscripts s, c,
while the subscript L again indicates that we refer to light. T is the duration of
the light pulse and hence determines the measurement length. These newly
introduced operators follow the canonical commutation relation for the mea-
surement durations much longer than periods of the Larmor precession, see
Hammerer et al. (2005).
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7For the coherent state and a
large number of atoms in the
ensemble, 〈J2

x〉 ≈ F2 NA such
that Var

(
Ĵy
)
= Var

(
Ĵz
)
=

F/2 · NA = Jx/2. See Krauter
(2011) for more details.

Figure 2.4: Bloch sphere. Illustration
of spin 1/2 system. Subjecting a spin
aligned with a magnetic field to an RF
field would correspond to displace-
ments on the surface and hence ef-
fective mean projections of the other
components.

2.3 Atomic spin oscillators

While we were describing the atomic physics using our favorite isotope,
cesium-133, in chapter 2.1, this section will be on the quantum mechanical
description of atomic spins as a collective spin-oscillator consisting of many
atoms. While we described the total angular momentum of a cesium atom
before using the quantum number F, we will choose to follow suit of previous
theses at Quantop (see, for example, Jensen (2011); Krauter (2011); Julsgaard
(2003)) by using the more common choice of J to describe the total angular
momentum of the collective spin state of an atomic ensemble and an individ-
ual atom by j. Given the significant hyperfine splitting (see chapter 2.1), most
of the time throughout this thesis, it is sufficient to consider ourselves only
with atoms in F = 4 hyperfine level. We choose to describe the ensemble’s
total angular momentum as follows:

J =
NA

∑
i=1

j(i), (2.11)

with NA reflecting the total number of atoms in F = 4, while j(i) is the i-th
atom’s total angular momentum.

Common to our experiments is that we wish to have atoms in a coherent
spin state (CSS) where all atoms are prepared in F = 4, mF = 4. The quanti-
zation axis choice is the bias magnetic field direction aligning the spins along
the x-axis to Ĵx. Due to the large ensemble size of typically 108 − 109 atoms,
Ĵx is like a macroscopic property. As done for the Stokes operators, we can re-
place the operator Ĵx with the classical number Jx when considering a highly
polarized atomic ensemble. With all atoms in F = 4, mF = 4, this leads to a
spin component of maximal magnitude Jx = 4 · NA along the x-axis (Krauter,
2011). While Jx is a macroscopic property, the spin components Ĵy and Ĵz have
a vanishing expectation value and remain governed by their quantum nature.
Similar to the description of the light polarization, we can define commutator
relations and the Heisenberg uncertainty relation for the total angular mo-
mentum operators (Krauter, 2011): [

Ĵy, Ĵz
]
= i Jx (2.12)

Var
(

Ĵy
)
·Var

(
Ĵz
)
≥ J2

x
4

(2.13)

For the coherent spin state, equality in equation (2.13) will be fulfilled7. For
a more generic quantum mechanical description, we define dimensionless
canonical operators for the atomic ensemble as follows:

x̂A =
Ĵy√
Jx

, p̂A =
Ĵz√
Jx

, ⇒ [x̂A, p̂A] = i (2.14)

When the ensemble of atoms is in the coherent spin state, all atoms are
in the same state with F = 4, mF = 4. With the beforementioned assump-
tions, we assume that changes to the projections along Jx are vanishingly small
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8This symmetric excitation of
the spin-oscillator is one of the
fundamental building blocks of
the DLCZ-type experiment. This
symmetric state is also referred
to as the symmetric Dicke state
as introduced in Dicke (1954).

and will not change in our systems. For our DLCZ-type experiment, we rely
on describing collective excitations of the collective spin-oscillator despite the
macroscopic properties of Jx. Therefore, it is instructive to define our coherent
spin state as the ground state of a kind of harmonic oscillator and think of it as
a collective spin-oscillator. This can be understood as follows. If all atoms are
in the same state, any change due to the coherent interaction with light corre-
sponds to an excitation in analogy to a harmonic oscillator (Hammerer, 2006).
Therefore, we describe these excitations of our spin-oscillator using bosonic
creation b̂† and annihilation b̂ operators (Hammerer, 2006):

Ĵx = Jx − b̂† b̂ (2.15)

with b̂† acting on the state of our spin-oscillator as follows:

b̂† |0, 0, ..., 0, 0〉 = 1√
NA

∑
i
|0, 0, ..., 0, 1(i), 0, ..., 0〉 (2.16)

where the superscript (i) indicates the i-th atom. Note how the operator acts
symmetrically onto the collective state. The created excitation is shared be-
tween all atoms, each atom contributing a fraction 1/NA to the collective ex-
citation8.

With the atomic creation and annihilation operators, we can define raising
and lowering operators along the macroscopic spin component Ĵx in the limit
of 〈b̂† b̂〉 � NA corresponding to only a small fraction of the atoms not being
in the F = 4, mF = 4 state as (Hammerer, 2006):

Ĵ+ =
√

NAb̂ (2.17a)

Ĵ− =
√

NAb̂† (2.17b)

We can interpret this as follows. If our atomic ensemble is initially in a co-
herent spin state, corresponding to the ground state of our collective spin-
oscillator, applying b̂† will add one excitation while reducing the projection
along Ĵx. The symmetry of the collective excitation is one of the fundamen-
tal ingredients for storing a collective excitation in the spin-oscillator for the
DLCZ-type experiment. Given our approximation of the numbers of excita-
tions being small compared to the number of atoms in our ensemble, changes
in the projection along Jx will remain to be treated as a classical number where
changes in the few excitations regime remain negligible.

Using the lowering and raising operators as defined in equation (2.17), we
can rewrite the expressions from equation (2.14) as (Krauter, 2011):

x̂A =
1√
2

(
b̂ + b̂†

)
(2.18a)

p̂A =
−i√

2

(
b̂− b̂†

)
(2.18b)

As we apply a magnetic field along the x-axis, the interaction of the spins with
the magnetic field can be expressed through the Hamiltonian HB = h̄ωL Ĵx
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9The effect of a magnetic field
on an atomic spin has been
introduced in chapter 2.1.

(Krauter (2011)). This interaction will lead to a precession of the spin compo-
nents Ĵy and Ĵz at the Larmor frequency9 ωL = 2π · νL around the macroscopic
spin component Ĵx. Due to this precession, it is convenient to express the op-
erators in the rotating reference frame with respect to ωL:

x̂′A = x̂A cos (ωLt) + p̂A sin (ωLt) (2.19a)

p̂′A = p̂A cos (ωLt)− x̂A sin (ωLt) (2.19b)

⇐⇒ x̂A = x̂′A cos (ωLt)− p̂′A sin (ωLt) (2.19c)

p̂A = p̂′A cos (ωLt) + x̂′A sin (ωLt) (2.19d)

In the following, we primarily use the rotating reference frame representation
and drop the prime for convenience unless otherwise specified.

2.3.1 Spin coherence times

Before turning toward light-atom interaction, we have to slide in a short in-
terlude to introduce the spin components and their coherence times as prepa-
ration for the experimental techniques used in chapters 6 and 7, but also for
the main experiments. In our spin-oscillator, we distinguish two main spin
components. The macroscopic spin component Ĵx, oriented along the bias
magnetic field direction, is the longitudinal spin component. Throughout our
experiments, we operate with pulsed laser beams for optical pumping. Due
to decoherence effects, we expect the atoms to thermalize their spin state af-
ter turning off the optical pumping. The time it takes for the longitudinal
spin component Ĵx(t) to decay to its 1/e-value is defined as the longitudinal
spin coherence time T1. While Graf et al. (2005) describes the decay of the
longitudinal spin decay using two decay rates, a fast and a slow rate, for our
experiments, it is sufficient to approximate it using a single exponential decay
(Shen (2014)). This only accounts for the slow decay rate considered in Graf
et al. (2005). The decay of our longitudinal spin component is then described
by:

〈 Ĵx(t)〉 = 〈 Ĵx(0)〉 e−t/T1 (2.20)

where we have introduced the longitudinal spin coherence time T1. We will
discuss measuring the longitudinal spin component and its decay as part of
the vapor cell testing (chapter 7).

For our experiments, the spin component transverse to the bias magnetic
field, Ĵ⊥, and its respective coherence time is of uttermost interest. The trans-
verse spin coherence time is denoted T2. It limits, for example, how long we
can store coherences between two neighboring Zeeman levels, an essential
consideration for our DLCZ-type experiment (chapters 4 and 10). We param-
eterize the decay of the transverse spin component also using a single ex-
ponential decay 〈 Ĵ⊥(t)〉 = 〈 Ĵ⊥(0)〉 e−t/T2 . Different effects contribute to the
transverse spin coherence time T2. These include wall collisions, diffusion
of atoms in and out of our cell channel, and magnetic field (in)homogeneity
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10It should be noted that the
same expression can be found
with a minus. Two versions can
be found in the literature, and
one needs to pay attention to
which convention is used.

and stability. A thorough description of the different mechanisms contribut-
ing to 1/T2 = γ can, for example, be found in Krauter (2011), including how
to quantify the individual contributions experimentally. Experimentally, we
can deduce T2 from the linewidth of the resolved pulsed magneto-optical res-
onance spectroscopy (pMORS) spectra. The technique of pMORS will be in-
troduced in chapter 6.

2.4 Light - spin ensemble interaction

Following the introduction of the light and the collective spin ensemble op-
erator description in the previous two sections, we are now ready to describe
light-spin interaction. This section will introduce the general form of the in-
teraction Hamiltonian. The interaction between light and spin will form the
basis for describing the dynamics exploited for the QMIT experiment (chapter
3) and the DLCZ-type experiment (chapter 4).

Throughout this thesis, we are interested in the interaction of a highly po-
larized atomic spin ensemble with polarized light. The thorough derivation
of the full description of this interaction has been covered in many different
resources, the most relevant for the present work being Julsgaard (2003) and
Hammerer et al. (2010). Here, we will only focus on the key components.
The total Hamiltonian H describing our system consists of three contribu-
tions. Two contributions describe the intrinsic dynamics of the atomic spin
ensemble, HA, and the dynamics of the light field HL. Only the third part of
H describes the interaction between the light and the atomic spins and is de-
noted Hint. The interaction Hamiltonian for a single atom with a light field is
simply given by the dipole interaction with an electric field10:

H(i)
int = −d(i) · E(ri) (2.21)

with d(i) being the dipole moment of the i-th atom and E the electric field
operator evaluated at the position ri of the i-th atom. It is instructive to de-
compose the operators in positive and negative frequency components (Ham-
merer et al. (2010); Julsgaard (2003)):

E = E(+) + E(−)

= E+
0 e−iωt + E−0 e+iωt (2.22)

d = d(+) + d(−)

= ∑
m,n

dgn ,em |gn〉 〈em|+ dgn ,em |em〉 〈gn| (2.23)

where we have omitted the atom label i for brevity. In the case of the elec-
tric field, (+) and (−) reflect frequency components oscillating with positive
(∝ exp(−iωt)) and negative (∝ exp(iωt)) frequencies, respectively, in consis-
tency with the notation used in Gerry and Knight (2004) and Hammerer et al.
(2010). For the dipole operator, (+) and (−) reflect transitions from or to the
m-th excited state |em〉. dgn ,em is the vector of matrix elements corresponding
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11Details about our probe laser
can be found in chapter 5. We
commonly use a blue-detuning
of the probe laser of >1.9 GHz.

12A generic derivation of adia-
batic elimination can be found in
Schliesser (2016). In contrast, a
specific but reduced derivation
for our system can be found in
Hammerer et al. (2010).

13Please note that we corrected
for the factor 2 that was wrong in
Julsgaard (2003), instead of 1/8
it is supposed to be the 1/16 as
stated here. For example, this
mistake has also been corrected
in Krauter (2011); Jensen (2011);
Sherson (2006).

to the dipole moments along x, y, z. It determines the transition strength be-
tween ground state |gn〉 and excited state |em〉 and vice versa for the i-th atom.
The ground and excited state can be expressed in a time-dependent fashion.
It can be shown that d(+) and d(−) include positive and negative oscillating
terms, respectively (Schliesser (2016)). If we are interested in time scales slow
compared to the optical frequency, we can exploit the rotating wave approxi-
mation and neglect contributions to the interaction Hamiltonian oscillating at
twice the optical frequency, reducing it to (Hammerer et al., 2010):

Hint = −
(

E(+)d(−) + d(+)E(−)
)

(2.24)

In our experiments, we are working with probe light fields that are far-
detuned11. We have stable ground states of the atoms, given by their Zeeman
levels. Instead of considering transitions from a ground state to the excited
state manifold and then from the excited state to some other ground state, adi-
abatic elimination of the excited state can be performed12. In Julsgaard (2003),
the derivation of a concise expression for the effective interaction Hamiltonian
suitable for describing cesium atoms in the F = 4 manifold as the ground state
and coupling to the allowed excited states on the D2 line. The derivation in-
volves adiabatic elimination of the excited states and is valid when consider-
ing weak interaction (Hammerer et al. (2010)). Further, Julsgaard (2003) shows
that the resulting effective interaction Hamiltonian can be rewritten in terms
of the Stokes operators (see equations (2.7a-d)) and spin vector components
(see equations (2.17)). Here, we will consider only the result that Julsgaard
(2003) arrives at for brevity13:

Heff
int =−

h̄cγλ2

16A∆π

∫ L

0

(
a0 · Ŝ0(z, t) + a1 · Ŝz(z, t) ̂z(z, t)

+a2

[
Ŝ0(z, t) ̂2z(z, t)− Ŝ−(z, t) ̂2+(z, t)− Ŝ+(z, t) ̂2−(z, t)

])
ρAdz

(2.25)

with dimensionless coefficients ai

a0 =
1
4

(
1

1− ∆35/∆
+

7
1− ∆45/∆

+ 8
)
−→ 4 (2.26a)

a1 =
1

120

( −35
1− ∆35/∆

− 21
1− ∆45/∆

+ 176
)
−→ 1 (2.26b)

a2 =
1

240

(
5

1− ∆35/∆
− 21

1− ∆45/∆
+ 16

)
−→ 0 (2.26c)

Here, λ refers to the wavelength of the light (852 nm), while c is the speed
of light. γ is the FWHM of the excited state, given by γ = 2π · 5.21 MHz
(Steck (2019)). The area and length of the atomic spin ensemble are reflected
by A and L, respectively, while ρ is the atomic density. Positive and negative
detuning ∆ reflect red and blue detuning. To account for the hyperfine struc-
ture, ∆45 accounts for the frequency shift between F′ = 4 and F′ = 5, while
∆35 accounts for the frequency shift between F′ = 3 and F′ = 5, used in the aj
coefficients in equations (2.26a-c).
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14Please note that we use the a1
from the erratum to Julsgaard
(2003). Therefore the expression
does not fit the one stated in the
main text of Julsgaard (2003).
The changes are only signs, most
importantly a1 approaches -1
instead of 1.

This effective interaction Hamiltonian consists of three contributions, lead-
ing to three distinct effects. The first term, proportional to a0 – referred to
as scalar polarizability – counts photons in units of 1/length. As mentioned
in section 2.2, we can, with appropriate normalization, convert the Stokes
vectors from "counting" photons to allowing us to estimate the photon flux,
i.e., photons per unit time (cŜ0(z, t) = Ŝ0(t)) at a position z in our ensem-
ble passing through the cross-section A of the ensemble. This contribution
to the Hamiltonian interacts with all ground state levels to the same extent,
adding only a constant energetic shift. The second term, proportional to the
vector polarizability a1, describes the interaction of the Faraday rotation type.
The interaction rotates our macroscopic spin J at a rate proportional to Ŝz(z, t)
around the z-axis, while the Stokes vector S is rotated around the z-axis by a
rate proportional to ̂z(z, t). Here, ̂k(z, t) = ∑NA

i=1 δ(z− zi) ̂
(i)
k (t) are the time-

and position-dependent dimensionless spin operators for k = x, y, z (Krauter,
2011). Multiplying ̂k(z, t) with Aρdz yields the respective total angular mo-
mentum within dz in units of h̄ (Jensen (2011)). Thus, the total angular mo-
mentum of all atoms within our ensemble in units of h̄ can be determined as
J(z, t) =

∫ L
0 j(z, t)ρAdz (Jensen, 2011).

The interaction described in equation (2.25) will prove vital for the quan-
tum-enhanced sensing protocol (chapter 15). Starting from light polarized
along x, the light-atom interaction in equation (2.25) leads to a polarization
rotation of the light depending on the state of the atoms. Hence, recording
the Stokes component Ŝy after the light-atom interaction allows us to gain
information about the light-atom interaction and the atomic spin ensemble.
The third term is proportional to the tensor polarizability a2, containing higher
order terms of the interaction. Overall, we usually can neglect the higher order
terms due to our choice of detuning |∆| > 1.9 GHz, rendering contributions
in equation (2.25) proportional to the tensor polarizability a2 negligible. An
interesting observation regarding all terms comprising equation (2.25) is that
they individually conserve the combined atom-light projection along the z-
axis. This stems from the axial symmetry of the physical system along the
light propagation direction (Julsgaard, 2003; Sherson, 2006).

The aj parameters have also been calculated in Julsgaard (2003) for the
F = 3 manifold14:

a0 =
1

28

(
25

1 + ∆24/∆
+

63
1 + ∆23/∆

+ 24
)
−→ 4 (2.27a)

a1 =
1
56

(
45

1 + ∆24/∆
− 21

1 + ∆23/∆
− 80

)
−→ −1 (2.27b)

a2 =
1

112

(
5

1 + ∆24/∆
− 21

1 + ∆23/∆
+ 16

)
−→ 0 (2.27c)

These will become relevant later for the QMIT experiment discussed in chap-
ters 14 and 15, where we need a1 for both manifolds to extrapolate the influ-
ence from atoms in F = 3.





Chapter 3

Toward quantum non-demolition
measurements for QMIT

This chapter will introduce the theoretical background more specifically to
the quantum-enhanced magnetic induction tomography (QMIT) experiment.
The theory for the DLCZ-type experiment is presented in a dedicated chapter.
Nevertheless, some topics within this chapter are also relevant to the DLCZ-
type experiment. It might seem like an odd choice to treat the QMIT first
while it is presented last in this thesis. It is on purpose since the topics pre-
sented here are more directly building on the spin dynamics introduced in
the previous chapter on collective light-atom interactions. First, we will look
at the input-output relations for the light-atom interaction, which is the first
topic of the two sections of this chapter (section 3.1). To derive the required
relations, we will use various theses and articles, most importantly Julsgaard
(2003) an Sherson (2006), and adapt their notation. Based on the derivation
of the expressions for the input-output relations, the second section of this
chapter (section 3.2) will introduce a technique for avoiding back-action noise
in our measurement using stroboscopic probing toward realizing a quantum
non-demolition (QND) measurement. For this, we will mainly use the deriva-
tions provided in Vasilakis et al. (2015) and Shen (2014).

3.1 Input-output relations

For our experiments, we use light to probe the atomic spins. Thus, we
rely on atom-light interaction to imprint information from the atoms onto the
light. From the light, we can extract the information using polarization ho-
modyne detection. For this purpose, we need to determine the relationship
between the in- and output light fields involved in the interaction with our
collective spin-oscillator. The relationship between in- and output light fields
can be found using propagation equations. The problem has been treated
extensively in Julsgaard (2003),Sherson (2006), Jensen (2011), and Shen (2014).
We will refrain from presenting the complete derivation here and present only
key steps. The starting point for the derivation is the Heisenberg equation of

23



24 Chapter 3. Toward quantum non-demolition measurements for QMIT

motion for the spin operators ̂i (Sherson, 2006):

ih̄
∂̂i
∂t

=
[
̂i, Ĥ

]
(3.1)

while we will use the Maxwell-Bloch equation for the Stokes operators Ŝi(z, t).
Here, it takes the form (Julsgaard, 2003; Sherson, 2006):(

∂

∂t
+ c

∂

∂z

)
Ŝi(z, t) =

1
ih̄
[
Ŝi(z, t), Ĥ

]
(3.2)

For simplicity, we will consider the case where the probe light detuning ∆ is
ample enough that the tensor polarizability coefficient a2, as defined in equa-
tion (2.25) in chapter 2, approaches the limit a2 → 0. This allows us to neglect
contributions to the effective interaction Hamiltonian (equation (2.25)) pro-
portional to the tensor polarizability

(
Heff

int ∝ a2
)

in the following. Secondly,
we will exploit that the polarization of the coherent drive light and the macro-
scopic spin orientation are both along the x-axis as introduced in sections 2.2
and 2.3. Under these assumptions, we can treat the corresponding compo-
nents as classical variables by making the replacements Ŝx → Sx and ̂x → x
(see chapter 2). These assumptions will remain valid as long as the mean value
and variations in the transverse quantum components can be considered neg-
ligible (Julsgaard (2003)). The probe light propagates along the z-direction. It
reads out the quantum fluctuations of the transverse spin components. Under
the assumption that x and Sx remain classical properties after the light-atom
interaction, the previously introduced continuous notation for the spin op-
erators Ĵi(t) =

∫ L
0 ̂i(z, t)ρAdz (section 2.3) can be used (Sherson, 2006). As

before, this collective notation incorporates all atomic spins within our inter-
action volume. For the Stokes operators, we are only interested in the light
operators before and after the interaction of the light with the spin-oscillator
(Sherson, 2006). We define Ŝin

i (t) = cŜi(z = 0, t) describing our probe light
field at the "input of the vapor cell" before interacting with the atomic spin en-
semble. Analogously, we define the Stokes vectors after the interaction with
the spin-oscillator as Ŝout

i (t) = cŜi(z = L, t), where L is the length of our inter-
action volume, i.e., the length of the vapor cell. In a sense, Ŝout

i (t) corresponds
to the "light at the output of the vapor cell". Hence, we can remove any explicit
space dependency for our description as shown in Sherson (2006). As men-
tioned in section 2.2, this conversion means that the Stokes operators count
photons per unit of time. Combining all these assumptions, it can be shown
that the input-output relations and the spin evolution equations reduce, in the
absence of a bias magnetic field, to (Sherson (2006)):

Ŝout
y (t) = Ŝin

y (t) + aSx Ĵz(t) (3.3a)

Ŝout
z (t) = Ŝin

z (t) (3.3b)
∂

∂t
Ĵy(t) = aJxŜin

z (t) (3.3c)

∂

∂t
Ĵz(t) = 0 (3.3d)
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1The unfamiliar reader should be
aware that different conventions
exist, and the signs in other
works might differ from the
convention used throughout this
thesis.

2Here we use that our additional
interaction with the magnetic
field changes the differential
equations in (3.3c,d) to:

∂

∂t
Ĵy(t) = aJx Ŝin

z (t)−ωL Ĵz(t)

∂

∂t
Ĵz(t) = ωL Ĵy(t)

Using the slowly-varying
rotating-frame variables in-
troduced in (3.4), the laboratory-
frame variables can be replaced
to obtain the final result in
equations (3.5 a-d).

where a = γλ2

16A∆π a1. Ĵz(t) remains time-independent without a bias magnetic
field. However, we see that the interaction of the Stokes component Ŝin

z (t)
with the macroscopic spin component Jx, introduces changes in the spin com-
ponent Ĵy(t) which we refer to as back-action. On the other hand, Ĵz(t) can
be measured without being impacted by back-action. Considering a large in-
teraction strength aSx such that the imprecision shot noise originating from
the contribution Ŝin

y (t) is small in equation (3.3a), recording Ŝout
y (t) provides

information on Ĵz(t) through a QND type measurement (Sherson, 2006).

Typically, we are placing our vapor cell inside a bias magnetic field, lift-
ing the energetic degeneracy of Zeeman levels (chapter 2). In the description
above, we have not included these dynamics emerging from the bias mag-
netic field along the x-axis. The interaction with a magnetic field is described
by the Hamiltonian HB = h̄ωL Ĵx where ωL = 2πνL (see equation (2.3)). This
is just an addition to the effective Hamiltonian for the light-atom interaction
discussed in section 2.4 (Sherson (2006)). The magnetic field Hamiltonian HB
alters equations (3.3a-d), as it adds a time-dependent precession of the col-
lective spin components around Ĵx (compare section 2.3). We will therefore
consider the rotating-frame variables for the collective spin, indicated with a
prime. For the rest of this section, we will choose to follow the conventions
presented in Sherson (2006)1:

(
Ĵ′y(t)
Ĵ′z(t)

)
=

(
cos(ωLt) sin(ωLt)
− sin(ωLt) cos(ωLt)

)(
Ĵy(t)
Ĵz(t)

)
(3.4)

Expressing equations (3.3a-d) with the rotating frame spin operators allows us
to describe the dynamics resulting from the equations of motion2 as follows
(Julsgaard (2003); Sherson (2006)):

Ŝout
y (t) = Ŝin

y (t) + aSx

(
Ĵ′y(t) sin(ωLt) + Ĵ′z(t) cos(ωLt)

)
(3.5a)

Ŝout
z (t) = Ŝin

z (t) (3.5b)
∂

∂t
Ĵ′y(t) = aJxŜin

z (t) cos(ωLt) (3.5c)

∂

∂t
Ĵ′z(t) = aJxŜin

z (t) sin(ωLt) (3.5d)

Now both spin components are imprinted with back-action from the light.
At the same time, we can measure both spin components with a single light
pulse if it is longer than the spin precession period (T > 1/ωL). This measure-
ment is, of course, limited in precision due to the non-commuting nature of
the operators. We note that in equation (3.5a), the atomic signals are encoded
at sidebands of ωL/(2π) to the light frequency ν0. The atomic contribution
to our signal Ŝout

y (t) has an in-phase (cosine) and an out-of-phase (sine) com-
ponent. As in sections 2.2 and 2.3, we can express these equations utilizing
canonical operators for the atomic spins and light variables. This changes
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3 From sections 2.2 and 2.3, we
use:

x̂L =
Ŝy√
Sx

p̂L =
Ŝz√
Sx

x̂A =
Ĵy√
Jx

p̂A =
Ĵz√
Jx

Please note that we dropped the
prime for convenience.

Figure 3.1: Atomic projection noise
evolution. Simplified illustration of
back-action introduced by the light
(right) compared to the constant
atomic projection noise in the absence
of light (left) interacting with the col-
lective spin state. The growth is
shown for three different times.

equations (3.5) to3:

x̂out
L (t) = x̂in

L (t) +
κ√
T
(x̂A(t) sin(ωLt) + p̂A(t) cos(ωLt)) (3.6a)

p̂out
L (t) = p̂in

L (t) ≡ p̂L(t) (3.6b)
∂

∂t
x̂A(t) =

κ√
T

p̂L(t) cos(ωLt) (3.6c)

∂

∂t
p̂A(t) =

κ√
T

p̂L(t) sin(ωLt) (3.6d)

where we have introduced the coupling constant κ = a
√

JxSxT. Since p̂L(t)
does not change upon interaction with the atoms, we can exploit this to inte-
grate the equations (3.6c) and (3.6d) to obtain:

x̂A(t) = x̂A(0) +
κ√
T

∫ t

0
p̂L(t′) cos

(
ωLt′

)
dt′ (3.7a)

p̂A(t) = p̂A(0) +
κ√
T

∫ t

0
p̂L(t′) sin

(
ωLt′

)
dt′ (3.7b)

Here we identify the previously defined sine and cosine modes introduced in
equation (2.10). Using these and the coupling constant κ, we can simplify the
atomic input-output relations in equation (3.7) for a total interaction time of T
to:

x̂out
A = x̂in

A +
κ√
2

p̂c
L (3.8a)

p̂out
A = p̂in

A ±
κ√
2

p̂s
L (3.8b)

where we have introduced x̂in
A ≡ x̂A(0) as the atomic operator before the inter-

action, while x̂out
A ≡ x̂A(T) describes the atomic operator after the interaction

(Hammerer (2006)) and vice versa for p̂i
A. We illustrate the effect of this back-

action from the light onto the atomic operators in figure 3.1 for three different
times. Without light, we expect the transverse spin projection noise to remain
constant in time (neglecting decoherence effects). However, when interacting
with light, according to the coupling to the light in equation (3.8), we expect
the noise in the atomic projection noise to grow. How much noise is intro-
duced, depends of the coupling constant κ.

The alternative sign − in equation (3.8b) arises when dealing with an en-
semble whose macroscopic component is oppositely oriented. Throughout
this thesis, we will not concern ourselves with this case but want to make
the reader aware of the different existing notations. We see that the two
atomic quadratures in equation (3.8) are both affected by the light noise in
the p̂ quadrature. The atomic input-output relations can be used in the ex-
pression for the output light field (equation (3.6a)). Following the derivations
and approximations presented, for example, in Hammerer et al. (2005), Ham-
merer (2006), and Sherson (2006), one can find expressions for the sine and
cosine component of the light quadrature x̂out

L (t). To obtain the cosine mode
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of x̂out
L (t), we multiply the expression in equation (3.6a) with

√
2
T cos (ωLt).

Here, the constant prefactor
√

2
T corresponds to assuming a flat envelope

function and the expression for x̂out,c
L as the cosine mode is obtained by inte-

grating the total expression for the total measurement duration T � 2π/ωL:

x̂out,c
L =

√
2
T

∫ T

0
dt x̂out

L cos (ωLt) (3.9)

Following this approach, it can be shown that the cosine and sine modes for
the light quadratures can be determined as (Sherson (2006)):

x̂out,c
L = x̂in,c

L +
κ√
2

p̂in
A ±

κ2

4
p̂in,s

L ± κ2

4
√

3
p̂in,s1

L (3.10a)

x̂out,s
L = x̂in,s

L ± κ√
2

x̂in
A ±

κ2

4
p̂in,c

L ± κ2

4
√

3
p̂in,c1

L (3.10b)

p̂out,c
L = p̂in,c

L (3.10c)

p̂out,s
L = p̂in,s

L (3.10d)

with

p̂in,s1
L =

√
3
(

2
T

)3/2 ∫ T

0
dt
(

T
2
− t
)

sin (ωLt) p̂in
L (t) (3.11)

and similar expression for the cosine component, including a cosine instead
of sine in the integral for p̂in,c1

L . To achieve the results in equation (3.10), con-
tributions with sin (ωLt) cos (ωLt) are neglected since they average out on the
timescales considered. The alternate signs in the equations indicate dealing
with an oppositely oriented atomic ensemble as covered in Sherson (2006).
Here, we will not use this and only state it to make the reader aware of al-
ternate notations. For a more thorough mathematical derivation of the results
stated in equations (3.10) and (3.11), Hammerer (2006) explains the underlying
approximations and mathematical assumptions very thoroughly.

Let us examine the different contributions to the light output field. As
before, the p̂out

L quadrature of the light field is conserved (both the sine and
cosine components). Only the light components x̂out,s/c

L are affected by the
light-atom interaction and are suited for retrieving information about the col-
lective state of the spin-oscillator. For convenience, we will only consider the
cosine mode x̂out,c

L of the light output field here. It will become apparent in
the following section why this is our preferred choice. In equation (3.10a), we
have contributions from both light quadratures to our output light field. For
example, x̂in,c

L and p̂in,s
L both contribute to x̂out,c

L in equation (3.10a). We call the
contribution to x̂out,c

L from the conjugate light quadrature p̂in,s
L oscillating out-

of-phase with our input light quadrature x̂in,c
L the back-action noise of light. It

is reflected in the last two terms of equation (3.10a), proportional to p̂in,s
L and

p̂in,s1
L . In addition, we have the desired atomic contribution p̂in

A , enabling us to
retrieve information about the atomic spin ensemble.
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Figure 3.2: Relative SNR versus κ. κ-
dependence of the SNR for two cases.
The expected SNR is shown in blue as
described by equation (3.14). The red
dotted line shows the expected SNR
in the absence of SNR.

The noise variance of the output light field for the cosine component x̂out,c
L

is given by:

Var
(

x̂out,c
L

)
=

1
2

(
1 +

κ2

2
+

κ4

12

)
(3.12)

where we have exploited that Var
(

x̂in,c
L

)
= Var

(
p̂in,s

L

)
= Var

(
p̂in,s1

L

)
= 1/2

and Var
(
x̂in

A
)
= Var

(
p̂in

A
)
= 1/2. We are measuring the y-component of the

Stokes vector Ŝout,c
y oscillating in phase with the cosine component. We can

rewrite the expression in equation (3.12) using equation (2.9), converting the
canonical light operators to Stokes vectors, and equation (2.14), relating the
canonical atomic operators to the spin operators, leading to:

Var
(

Ŝout,c
y

)
=

Nph

4

(
1 +

κ2

2
+

κ4

12

)
(3.13)

where NPh is the mean number of photons interacting with the atomic ensem-
ble in the detection interval [0, T]. It should be noted that we exploited here
that

∣∣Ŝx
∣∣ = Nph/2 and hence Var

(
Ŝin,c

y

)
= Nph/4 (Shen (2014)). Further,

we assumed that our spin-oscillator is in a coherent spin state with Var( Ĵz) =

Jx/2. As before, we can identify the previously mentioned noise contributions
in equation (3.13). The first term is the imprecision shot noise contribution
(SN), while the second is the contribution arising from the atomic projection
noise (PN). The third term describes the light’s back-action noise (BAN) onto
itself via the oscillator response. It should be noted that the back-action con-
tribution to the noise variance is proportional to κ4 ∝ T2. This means that the
contribution from the back-action to the signal grows faster with κ ∝

√
T than

any other contribution, and the stronger – or longer – we measure, the more
back-action we introduce to the system.

When considering detecting a non-zero-mean transverse spin component
created using an RF pulse, the signal-to-noise ratio can be calculated by ex-
ploiting the mean of the vacuum input light field in the y-direction is 〈Sin

y 〉 =
0. At the same time, the output light field in the y-direction following the light-
atom interaction should have then a non-vanishing contribution (〈Sout

y 〉 6= 0).
This can be seen in the expression of equation (3.3a), where we select only the
cosine component of our signal in our measurement. From this, we expect our
signal to follow 〈Sout,c

y (t)〉 ∝ aSx 〈 Ĵ′z(t) cos(ωLt)〉 ∝
√

NPhκ. Further, we can
determine the noise compromising our signal as the square root of the noise
variance as determined in equation (3.13). Combining these considerations,
we determine the signal-to-noise ratio (SNR) to follow:

SNR ∝
κ
√

NPh√
NPh

4

√
1 + κ2

2 + κ4

12

. (3.14)

where the nominator is our expected signal, while the denominator describes
noise. Due to the different scaling of the noise contribution with κ, we expect
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4Often classical noise sources
like technical noise already
preclude one from attaining the
SQL. Technical noise sources
can prevent one from reaching
quantum noise limited operation
of a sensor.

a clear optimum in equation (3.14), illustrated in figure 3.2. In addition, we
show the expected growth of the SNR in the absence of the detrimental back-
action noise in figure 3.2, indicated by the dotted line. The SNR is maximized
for κ4 = 12, allowing us to define the SQL for a classical, continuous mea-
surement. We can express the minimal noise variance scaled to the projection
noise:

SQL [PN] =
1 + κ2/2 + κ4/12

κ2/2
= (1 + 2/

√
3)PN (3.15)

To put this expression into words: The minimum noise variance that one can
observe for a continuous measurement of light-atom interaction operating at
the standard quantum limit exhibits a noise variance (1 + 2/

√
3) times the

projection noise variance. This limit will be our reference for quantifying our
improvement compared to continuous measurements when exploiting back-
action evasion and conditional spin-squeezing.

3.2 Back-action evasion for QND measurements

As we have seen in the previous section, standard continuous measure-
ments of two non-commuting variables are commonly limited by a standard
quantum limit (SQL). Such a SQL sets, for example, a limit on the sensitivity
attainable with an atomic magnetometer4. In principle, measuring a quantum
mechanical observable with arbitrary precision is possible when the measure-
ment does not perturb the observable in question. However, simultaneously,
the conjugate observable will suffer perturbation, and its uncertainty will in-
crease such that the combined uncertainties still follow the Heisenberg uncer-
tainty principle (Braginsky et al., 1992). Measurements of this type, i.e., that
do not alter the observable, are called quantum non-demolition (QND) measure-
ments. A measurement of the QND type leaves the observable unchanged,
whereas the distribution for the conjugate variable is widened.

As we have seen in the previous section, the measurement of Ĵz leads to
back-action in the conjugate variable Ĵy. In the presence of a magnetic field, the
Larmor precession (ωL 6= 0) rotates the back-action acting on Ĵy(t) into Ĵz(t),
where Ĵz(t) is our observable in the non-rotating lab-frame. Hence, consider-
ing a continuous stream of light with constant intensity will ultimately disturb
our quantum measurement of the spin quadrature by introducing additional
noise in the form of extraneous back-action noise from the light. Suppose
we want to perform a quantum non-demolition (QND) measurement, where
our observable retains the same value for repeated measurements and is of
the QND type (Braginsky et al. (1992)). A way to realize this was already pro-
posed in Braginskii et al. (1978), Caves et al. (1980), and Braginsky et al. (1980).
These works introduce theoretical proposals to circumvent back-action when
probing a harmonic oscillator, mainly in the framework of gravitational wave
detection. The idea is to choose an observable that remains free of back-action
throughout the probing.



30 Chapter 3. Toward quantum non-demolition measurements for QMIT

5We will later show in, e.g.,
chapter 5, that we commonly use
probe light locked more than 1.9
GHz away from any atomic tran-
sition. Therefore, contributions
from the interaction Hamiltonian
in (2.25) proportional to a2 are
neglected.

In the previous section, we observed that the cosine component of x̂out
L suf-

fers from the back-action of the conjugate light quadrature (p̂L) for the canon-
ical light operators. To realize a quasi-QND measurement in our system of
light-atom interaction, where our measurements are always performed in the
laboratory frame, we must fulfill some criteria. First, our interaction must be
of the QND type. This means that for repeated measurements and free evolu-
tion of the system in between measurements, the conjugate observable should
not feed its perturbations into our desired observable (Caves et al. (1980)). We
can understand this as follows. Back-action disturbing and altering our mea-
surement of an observable p̂ can either directly originate from the measure-
ment or be mediated by the conjugate observable x̂ during the free evolution
of the system. Both cases prevent us from repeatedly measuring a desired
observable p̂ to arbitrary precision, and, in this case, we cannot avoid detri-
mental back-action (Caves et al., 1980). We can rephrase this observation into
a requirement for measuring Ĵz, without Ĵz suffering from undesired back-
action. Therefore, we require an interaction fulfilling

[
Ĥ, Ĵz

]
= 0 as derived

in Braginsky and Khalili (1996). In our case, the interaction Hamiltonian is
HI ∝ Ŝz Ĵz ∝ Ŝz

(
Ĵ′z cos(ωLt) + Ĵ′y sin(ωLt)

)
which is solely valid in the case

of large detuning of the probe light5. The condition for QND interaction is
hence not generally fulfilled except for ωL = 0. The presence of the bias
magnetic field makes our transverse spin projections precess with the Larmor
frequency ωL 6= 0. As we have seen in the previous section, adding a bias
magnetic field introduces an additional interaction described by the Hamil-
tonian HB = h̄ωL Ĵx. As the reader can easily verify, this contribution to the
overall interaction does not generally commute with Ĵz, thus preventing real-
izing QND interaction. For this collective spin-oscillator, the proposal of stro-
boscopic back-action evasion, as discussed in Braginsky et al. (1980), can be
exploited. While we cannot realize a continuous measurement that does not
suffer from back-action onto the collective spin state, probing Ĵz using strobo-
scopic pulses at twice the spin precession frequency ωL can circumvent this.
Then, for certain times we will fulfill

[
ĤI, Ĵz

]
=
[
ĤI, Ĵ′z

]
= 0, allowing us to

realize a non-continuous QND type interaction.

Experimentally, we detect the signal in the sideband at νL with respect to
the carrier frequency. Typically, we record only the cosine component oscillat-
ing at the Larmor frequency of our quantum light field Ŝout

y (t) using a lock-in
amplifier. This light component contains information about Ĵz(t) in the labo-
ratory frame that contains information about both transverse spin observables
in the rotating frame (equation (3.5)) for measurement durations T > 1/νL if
we probe our system continuously but will not contain any information about
Ĵ′y if we modulate the drive light intensity accordingly. We already established
that we can treat Ŝx as a classical property. This means that the detected atomic
signal Ĵz(t) ∝ Ĵ′z cos(ωLt) + Ĵ′y sin(ωLt) is analyzed only for its Fourier compo-
nent oscillating in phase with cos(ωLt). Since we want to modulate the probe
light intensity, we account for the stroboscopic modulation and hence mod-
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6It should be noted that in the
following we are not using the
canonical operators as used in
Shen (2014) and Vasilakis et al.
(2015), but rather express it in the
notation used in our manuscript
Zheng et al. (2022).
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Figure 3.3: Illustration of envelope
function. Plot of Φ(t) as stated in
equation (3.16) with D = 0.15 and
time axis scaled to units of oscillation
period T = 1/νL.

ulated atom-light interaction by multiplying with a time-dependent intensity
modulation function Φ(t), defined such that the overlap with the recorded
cosine component is optimized (Vasilakis et al. (2015))6:

Φ(t) =


1 : −DT/4 + kT ≤ t ≤ DT/4 + kT

0 : DT/4 + kT < t < −DT/4 + (k + 1/2)T

1 : −DT/4 + (k + 1/2)T ≤ t ≤ DT/4 + (k + 1/2)T

(3.16)

with k being an integer number and T now being given as the oscillation pe-
riod, not the total measurement duration as before. As illustrated in figure
3.3, the envelope function describing the modulation of the probe light pulses
Φ(t) has an oscillation period of T = 2π/ωL, with probe pulses arriving at a
rate of 2νL with a width determined by the duty cycle D. These stroboscopic
probing pulses enable us to avoid adding back-action noise from the light
onto our spin state in the limit of D → 0. The reason is that probing Ĵz in this
way singles out the cosine component and hence only probes Ĵz ∝ Ĵ′z cos(ωLt).
Only the combination of this stroboscopic probing together with choosing to
look only at the cosine component of Sout

y enables us to get rid of the quantum
back-action, while the latter alone would not allow us to do so. Therefore, no
additional back-action is added when modulating the probe light intensity.
The observable under investigation is unchanged when measured, fulfilling[

Ĵz(t1), Ĵz(t2)
]
= 0 only for specific times, making Ĵz(t) not a continuous but

rather stroboscopic QND variable (Caves et al. (1980); Braginsky et al. (1980).
Experimentally, we record a signal over many oscillation periods, corre-

sponding to τ = NT, where T is one Larmor precession period. For experi-
mental simplicity, we do not consider any weighting of our data, such that we
can describe our observable as (Vasilakis et al., 2015; Shen, 2014):

Ŝout,c
y,NT =

N

∑
k=0

[
Ŝy(kT) + aφ̄xT ̂z(kT)

]
(3.17)

Ŝy(kT) =
∫ (k+1)T

kT
dtŜin

y (t)Φ(t) cos(ωLt) (3.18)

where we introduce φ̄x as the average photon flux per period and the collec-
tive spin component ̂z(kT). The input light operator Ŝin

y (t) does not interact
with the spin-oscillator, and hence if it is assumed to be independent of the
initial spin state, this remains true for all times. Further, the correlations be-
tween light states with different k for the k-th oscillation considered in (3.18)
vanish. Under these assumptions, the simplified expression derived in Vasi-
lakis et al. (2015) explicitly depending on the choice of probe duty cycle D can
be obtained:

〈Ŝy(k1T)Ŝy(k2T)〉 = φ̄xT
4

[1 + sinc(πD)] δk1,k2 , (3.19)

where we introduced the average photon flux per oscillation φ̄x such that φ̄xT
determines the number of photons incident during a single oscillation period.
We also introduced δk1,k2 , representing the Kronecker δ.
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The second contribution to equation (3.17) contains the collective spin com-
ponent ̂z(kT), which is given by (Shen (2014)):

̂z(kT) =
1

TD

∫ (k+1)T

kT
dt Ĵz(t)Φ(t) cos (ωLt) (3.20)

and accounts for analyzing cosine mode and the modulation of our probe
light intensity as defined by Φ(t) (equation (3.16)). The expression in equation
(3.20) describes the signal obtained from the demodulated cosine quadrature
of a single oscillation period depending on our choice of stroboscopic probing
duty cycle D. To evaluate the full expression of equation (3.17), we need a
description for ̂z(kT). We will keep following the authors of Vasilakis et al.
(2015) and Shen (2014) and express ̂z(kT) as two uncorrelated contributions:

̂z(kT) = ̂free
z (kT) + ̂BA

z (kT) (3.21)

The first contribution originates from the spin-oscillator state before the light
atom interaction (Vasilakis et al. (2015)), while the latter describes the influ-
ence of the back-action arising from our measurement. In Shen (2014) and
Vasilakis et al. (2015), the free spin-oscillator evolution ̂z(kT) is found to be:

aφ̄xT ̂free
z (kT) =

aφ̄xT
TD

∫ (k+1)T

kT
dt
(

Ĵ′z cos (ωLt) + Ĵ′y sin (ωLt)
)

Φ(t) cos (ωLt)

=
aφ̄xT

2
Ĵ′z [1 + sinc(πD)] (3.22)

Contributions proportional to the free atomic evolution governed by the slowly
varying spin components of the initial-time atomic operators in ̂z(kT) then
lead to a variance of:

Var
(

aφ̄xT ̂free
z (kT)

)
=

a2φ̄2
xT2

4
Var

(
Ĵ′z
)
[1 + sinc(πD)]2

=
a2φ̄2

xT2

4
Jx

2
[1 + sinc(πD)]2 (3.23)

The second contribution to equation (3.21) arises from the back-action of the
interaction with light. As the calculation to find the correlation between dif-
ferent periods ki is rather extensive, we will refrain from going through it here
but rather state the result, derived in Shen (2014), only:

〈 ̂BA
z (k1T) ̂BA

z (k2T)〉 ∝ [K + 2 min (k1, k2)] [1− sinc(πD)] [1 + sinc(πD)]2

(3.24)

with K as a numerical factor on the order of unity (Shen (2014)). Following
Shen (2014), the end result for the full expression of the recorded variance
over many oscillations N � 1 for the cosine quadrature of Ŝout,c

y,NT is obtained
as:

Var
(

Ŝout,c
y,NT

)
=

Nφ̄xT
4

[1 + sinc(πD)]

(
1 +

κ2

2
[1 + sinc(πD)]

+
κ4

12
[1 + sinc(πD)] [1− sinc(πD)]

) (3.25)
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Figure 3.4: C versus duty cy-
cle. Value of parameter C (equation
(3.27)) versus the choice of duty cycle
D for the stroboscopic probing pulses
as defined in (3.16).
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Figure 3.5: Illustration overlap
modes and stroboscopic probing.
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together with our stroboscopic probe
pulses (D = 15 %).

We recover the result from the previous section for the continuous probing
for the case D = 1, as sinc(π) = 0. With the definitions used here, Nφ̄xT is
the total number of photons NPh interacting with the atomic spin ensemble
over the total duration of the acquired signal over N cycles. However, we can
simplify this expression by introducing the following:

η = 1 + sinc(πD) (3.26)

C =
1− sinc(πD)

1 + sinc(πD)
(3.27)

κ̃ =
√

ηκ (3.28)

allowing us to rephrase equation (3.25) to:

Var
(

Ŝout,c
y,NT

)
=

ηNPh
4

(
1 +

κ̃2

2
+ C

κ̃4

12

)
(3.29)

The value of C depends on the choice of duty cycle D, illustrated in figure 3.4.
What can easily be seen is that for D → 0, and hence C → 0, the back-action
contribution to equation (3.29) vanishes. In this case, the only noise contri-
butions will be the shot noise of the light and the contribution arising from
the atomic projection noise. The stroboscopic probing pulses and the sine and
cosine function matching the Larmor frequency of our system are shown in
figure 3.5 to illustrate why the back-action introduced to our system reduces
for smaller duty cycles. For an infinitely short duty cycle, our measurement
does not overlap with the sine mode in, for example, equation (3.8a), causing
the back-action noise in our measurement. How much back-action noise is in-
troduced to our measurement is what the constant C represents. In the limit of
continuous probing, it approaches 1 (see figure 3.4), reflecting the back-action
noise contribution introduced to our system for continuous measurement. For
D → 0, the value of C also approaches the same limit (C → 0). Hence, we will
start introducing back-action into our measurement for any finite duty cycle
value D. This is independent of our choice of considering only the cosine
component of our recorded light signal when imagining a larger duty cycle
in figure 3.5. We would also like to comment on the coupling constant κ̃ de-
pending on the duty cycle D. For D = 1, we recover κ̃ = κ, while in the limit
D → 0, our coupling constant increases and approaches the maximal value of
κ̃ →

√
2κ.

The expression for the expected best signal-to-noise ratio will improve
compared to the measurement suffering from back-action stated in equation
(3.14). Exploiting complete back-action evasion (D → 0), the SNR should be
given as follows:

SNR ∝
κ̃√

1 + κ̃2

2

(3.30)

For the eddy current detection, the application of this back-action evading
measurement of a single transverse spin component of the collective spin os-
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cillator, we should observe a scaling of its sensitivity inverse to the SNR:

δBec ∝

√
1 + κ̃2

2

κ̃
(3.31)

Let us sum up what we have seen throughout this chapter. We have found
ways to describe the collective dynamics via input-output relations based on
the description of the interaction between a spin-oscillator and light. One
of the key findings was that for a continuous interrogation of the spin with
light, we would add back-action noise to our system. However, we want to
realize a QND-type measurement. While it is impossible to implement an
experimental configuration allowing us to measure one observable contin-
uously with a QND-type measurement, stroboscopic probing should allow
for a stroboscopic QND measurement. We are probing the spin-oscillator at
twice its precession frequency, allowing us to probe only one of the slowly-
varying quadratures while only adding back-action to the orthogonal quadra-
ture. Since we add noise to the slowly-varying observable in quadrature, over-
all, the Heisenberg uncertainty principle is maintained. To quantify the im-
provement from back-action evasion in the light quadrature of our choice, we
have found expressions for the signal-to-noise ratios for continuous and stro-
boscopic measurements. While imagining infinitely short stroboscopic pulses
is theoretically easy, practical reality will be limited to a finite duty cycle. We
have developed a toy model to realize a QND-type measurement for δ-peak
probing (D → 0). We will exploit the description introduced here in the chap-
ters focusing on the QMIT experiment, starting from chapter 12 onward.



Chapter 4

Single-photon interface of the
DLCZ-type

This chapter will describe the deterministic single-photon generation from
a room-temperature atomic ensemble. The underlying idea stems from the
DLCZ protocol originally proposed in Duan et al. (2001). The DLCZ proto-
col is a quantum repeater scheme for long-distance entanglement generation
aimed at quantum communication using atomic ensembles and linear optics.
Our experiment focuses on the room-temperature implementation of one of
the fundamental nodes for a quantum repeater of the DLCZ protocol.

In this chapter, we will first cover the generic idea of the DLCZ protocol
as introduced by Duan et al. (2001) (section 4.1) and motivate why we can use
this approach as an on-demand single-photon source with built-in memory.
Intrinsic to the protocol is that the single-photon generation follows a two-step
scheme: the creation or write step and the retrieval or read step. We will intro-
duce the underlying processes for the write step in section 4.2.1 and the read
step in section 4.2.2. After introducing the write and read step, the three con-
secutive sections will cover how we overcome physical limitations. First, we
discuss how we benefit from cavity enhancement (section 4.3). Then we will
address how to overcome detrimental noise from the four-wave mixing pro-
cesses during the read process (section 4.4). Lastly, we explain the technique of
motional averaging (section 4.5) ensuring efficient single-photon retrieval. The
last part of this chapter, section 4.6, will introduce the second-order correla-
tion functions used to quantify the performance of our single-photon source
and quantum memory.

4.1 Idea of the DLCZ protocol

Exploiting quantum mechanical effects such as superposition and entan-
glement, but also the non-cloning theorem, allowed the invention of quantum
communication protocols that would be intrinsically secure and allow for de-
tecting the presence of eavesdroppers (see section 1.4). Many of these pro-
tocols rely on a quantum channel, for example, entanglement between two

35
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points. One of these protocols focusing on creating such a quantum channel
is the DLCZ protocol (Duan et al. (2001)). It relies on atomic ensembles and
linear optics to generate entanglement over a large distance.

Figure 4.1: Illustration of DLCZ protocol. Sequential entanglement generation be-
tween points A and D by first generating entanglement between links A-B and C-
D (top). After the successful entanglement of elementary links, the entanglement is
swapped by reading out the atomic ensembles at points B and C, which form a quan-
tum repeater (mid). Reading out the stored excitations at points B and C and com-
bining the retrieval light fields with a beamsplitter will swap the entanglement shared
between points A and B, and, C and D, respectively, to be shared among points A and
D (bottom). See text for more details.

The underlying idea of the DLCZ protocol is to create entanglement over
a large distance by dividing the length into smaller segments and generat-
ing entanglement first on these elementary links. The DLCZ protocol exploits
atomic ensembles at each end of the elementary links to generate entangle-
ment on the elementary links. In the first step, a collective excitation is created
inside each atomic ensemble with low probability in parallel. The success is
indicated by scattering a heralding photon (section 4.2.1). The scattered light
fields are combined using a beamsplitter with detectors placed at its output
ports as illustrated in figure 4.1 (top part). Then, detecting a single herald-
ing photon entangles the two atomic ensembles at each end of the elementary
link. This process is inherently probabilistic. Therefore, the successful opera-
tion requires the atomic ensembles to act as a quantum memory to allow for
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Figure 4.2: λ-schemes for herald-
retrieve scheme. Top: Creation of
a collective excitation using classical
light field with Ω with all atoms ini-
tially prepared in |g〉 and scattering
an atom into groundstate |s〉 by scat-
tering a photon into quantum field g.
Bottom: Retrieval of stored excitation
in |s〉 by using strong classical field Ω
and scattering quantum light field g.

repetitions of the entanglement generation in parallel links until the entan-
glement generation of all elementary links is completed. In the next step, the
entanglement between neighboring links is swapped by retrieving the stored
excitation and combining the retrieval light fields on a beamsplitter as indi-
cated in the center of figure 4.1. Through this entanglement swapping, one can
create entanglement over a larger distance. Sequentially repeating the entan-
glement swapping would allow the creation of entanglement over larger and
larger distances. This entanglement swapping not only relies on maintaining
the stored collective excitation within the ensemble (quantum memory) but
also relies on the retrieval of a single-photon on-demand (section 4.2.2).

4.2 Ensemble-Light interaction for herald-retrieve scheme

In the following, we will revisit the generic light-atom interaction intro-
duced in section 2.4 and develop a description of the herald-retrieve scheme
of the DLCZ protocol from this point. The starting point will be equations
(2.22) and (2.23), along with the interaction Hamiltonian exploiting the rotat-
ing wave approximation (2.24).

We employ the herald-retrieve scheme of the DLCZ-type for a room-temp-
erature ensemble of cesium atoms, exploiting a λ-level scheme. It consists of
one excited level, |e〉, and two distinct ground states, denoted |g〉 and |s〉.
The single-photon generation consists of two distinct steps. The first step,
which we refer to as write, is inherently probabilistic (subsection 4.2.1). For
this, we write a collective excitation into the ensemble, which coincides with
the scattering of a heralding photon (see figure 4.2 a). In a second step - the
read, we read out the previously stored excitation in the form of an on-demand
single-photon – the retrieval photon (see figure 4.2 b). We address the retrieval
in subsection 4.2.2.

Before looking into the two processes exploited for the heralding and con-
secutive retrieval step, we need to introduce some simplifications to equation
(2.24). Our total Hamiltonian describing the dynamics of light, atoms, and
their interaction contains three contributions Ĥ = ĤA + ĤL + Ĥint. In the case
of being far-detuned and weak excitation, adiabatic elimination can be ex-
ploited to effectively remove the excited state |e〉 from the description. Using
this adiabatic elimination, we can describe the dynamics utilizing an effective
ground state Hamiltonian Ĥ′int. It can be generalized to multiple excited and
ground state levels, taking the form (Hammerer et al. (2010)):

Ĥ′int = ∑
m,m′

[
−h̄ ∑

m′′

Ωm,m′′g∗m′ ,m′′
2∆m′′

]
|gm′〉 〈gm| (4.1)

Here, the first sum (m, m′) accounts for all transitions between the distinct
ground state levels. The second sum (m′′) accounts for all excited state lev-
els with their respective light detuning ∆m′′ mediating the coherent popula-
tion transfer. We can understand Ωm,m′′g∗m′ ,m′′/(2∆m′′) as the effective Rabi
frequency between the two ground states. It is governed by the detuning
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∆m′′ from the m′′-th excited state, the classical field Rabi frequency Ω and the
single-photon Rabi frequency g of the quantum field (Hammerer et al. (2010)).
The following will describe the write and read step more detailed.

4.2.1 Write

For the deterministic single-photon generation based on the two steps of
the DLCZ scheme, we will first describe the dynamics allowing us to create a
collective excitation within the atomic ensemble. Exploiting a λ-scheme with
the classical drive field with coupling constant Ω that is far-detuned, a spon-
taneous Raman scattering process can be used to coherently transfer an atom
from groundstate |g〉 to a different ground state, denoted by |s〉. Figure 4.2
a illustrates the level structure and light fields for this spontaneous Raman
scattering process.

The starting point of our description is a cesium atomic ensemble, which
we prepare employing optical pumping (see section 5.2) in a coherent spin
state. This coherent spin state describes the state where all atoms of the en-
semble are prepared in the |F = 4, mF = 4〉 state. This collective state will be
the first of our two ground states |g〉 required for the λ-level structure of our
protocol. Using a far-detuned light pulse (|∆| � 1), as indicated in figure
4.2 a, coupling to the ground state |g〉, a spontaneous Raman scattering pro-
cess can be induced, mediated via a virtual excited level (dashed line in 4.2
a). This scattering process produces a collective excitation, effectively exciting
an atom into |s〉. Due to energy conservation, this coincides with the scatter-
ing of a photon. Since the photon indicates success in creating a collective
excitation, we refer to this photon as the heralding photon. The collective ex-
citation that can be described by the operator b† in equation (2.16) assumes
equal contribution from all atoms to the collective excitation. However, this is
different from the description above. We have to account for the asymmetric
coupling between the atoms and the light during the interaction. This means
the collective excitation is not necessarily shared equally between all atoms.
One can interpret this as knowing how likely the photon was scattered from
specific atoms. In Hammerer et al. (2010), it is shown how equation (2.16)
can be extended to account also for asymmetric modes. The term asymmet-
ric mode refers to the case where different atoms contribute with different
magnitudes to the collective spin excitation. Considering that excitation and
scattered light field both propagate along the z, Hammerer et al. (2010) show
that the atomic operators can be expressed using mode functions um(~r⊥, z) as
(Hammerer et al. (2010)):

b̂m(z) =
∫

d2~r⊥um(~r⊥, z)b̂(~r) (4.2)

In analogy to the atomic operator b̂(z), light operators can be defined, which
we will denote â(z) to avoid confusion with the atomic operators. Prepar-
ing a single excitation in our atomic ensemble while heralding the success by
scattering a photon is a type of interaction known as the parametric gain-type
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Figure 4.3: Illustration of four-wave
mixing process. Atomic levels in-
volved in the heralding (top) and re-
trieval (bottom) step. During the re-
trieval, four-wave mixing processes
are mediated by excited levels and
choice of retrieval light polarization.
Figure adapted from Dideriksen et al.
(2021).

H ∝ â† b̂† + âb̂. This parametric gain Hamiltonian can be understood as the
write-in of a collective excitation coinciding with the creation of an excitation
in the scattered light field and vice versa for the annihilation. Suppose that
scattered light field and collective atomic excitations start with zero excita-
tions. Only the first part of the parametric gain Hamiltonian will be relevant
for describing our system. Under this condition, the parametric gain interac-
tion creates states of the two-mode squeezer type (Sangouard et al. (2011)):

|ξ〉2 =
1

cosh(ξt)

∞

∑
n=0

(−i)n tanhn(ξt) |nA, nL〉

=
√

1− p0

∞

∑
n=0

(−i)n pn/2
0 |nA, nL〉 (4.3)

where we have introduced the excitation probability as p0 = tanh(ξt). The
indices A and L indicate the atomic and scattered light modes, respectively,
with n as the number of excitations.

Assuming perfect atomic state preparation of all atoms in |g〉, and π-pola-
rized write excitation light, we can effectively realize a three-level λ-system
as shown in figure 4.3 a. With this, assuming a flat transverse profile for the
interaction and the z-axis as the light propagation direction, the light-atom
interaction describing our desired write processes is found to be (Hammerer
et al. (2010)):

ĤW = h̄
∫ L

0
dz

[
|Ω(z, t)|2

4∆ ∑
m

b̂†
m(z)b̂m(z)

−
(

Ω(z, t)g∗(z)
2∆

ei∆kWz ∑
m

â†
m(z)b̂

†
m(z) + h.c.

)]
(4.4)

Here, the first part of the Hamiltonian is just a constant energetic shift, an AC
Stark shift, affecting the atomic ground state. The second part of the write
Hamiltonian contains the parametric gain interaction with the coupling con-
stant g(z) ∝ nA(z) ∝ NA depending on the atomic density via NA. In a vapor
cell, the density within the interaction volume is constant when keeping the
ambient conditions constant. The number of atoms interacting governs the
coupling constant, providing an essential advantage over a single atom. This
dependency makes atomic ensembles one of the core elements of the DLCZ
protocol in Duan et al. (2001). The overall interaction is enhanced when in-
creasing the atomic density in a vapor cell, for example, by heating it. The
expression in equation (4.4) is summed over all possible modes m. The inte-
gration of the Hamiltonian is reduced to one dimension along the length of the
ensemble. We have to include the phase ei∆kz since our two ground states are
non-degenerate but are energetically separated by the Larmor frequency νL.
This phase will be referred to as a spin wave. It will play a crucial role in the
success of retrieving a single-photon (section 4.2.2). The name spin wave can
be understood when considering that the spontaneous Raman scattering pro-
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cess, a two-photon process, effectively "flips" atomic spins by changing their
value of mF.

Due to the nature of the interaction in equation (4.4), the detection of a
single scattered photon will project the atomic state onto one specific atomic
mode (Lukin (2003)). The scattered light photon is often referred to as Stokes-
photon, in analogy to the convention used in Raman scattering. However,
this requires that the storage state |s〉 has higher energy than the ground state
|g〉 (Sangouard et al. (2011)), which is not the case in our specific choice of
Zeeman level storage. Nevertheless, we will sometimes still use this notation
of Stokes and anti-Stokes photons to illustrate the analogy to other schemes.

4.2.2 Readout

Deterministic single-photon generation can be achieved in the case of the
DLCZ protocol as a consecutive retrieval of a previously stored excitation.
Given that we herald the existence of a collective excitation during the write
step of the protocol, as discussed in the previous section 4.2.1, this should be
possible by the correct choice of interaction.

As opposed to the write step, where creating a collective excitation should
coincide with an excitation created in the scattered light field, the read requires
a slightly different process. This time, the previously created atomic excitation
should be annihilated while scattering, and hence retrieving, a single-photon.
The process in a simplified three-level λ-scheme is illustrated in figure 4.2
b. We, therefore, are interested in finding a process of the type Ĥ ∝ â† b̂.
As before, b̂ describes the atomic annihilation operator, while â† corresponds
to the creation operator acting on the quantum light field. The process can
be realized by swapping which of the two ground states the classical light
couples to in order to address the collective excitation directly. The light-atom
system dynamics, illustrated in figure 4.2 b, are derived in Hammerer et al.
(2010). For this, mode functions similar to equation (4.2) with the replacement
um(~r⊥, z)↔ u∗m(~r⊥, z) are used. The Hamiltonian used for describing the read
step is then given by (Hammerer et al. (2010)):

ĤR =− h̄
∫ L

0
dz

[
|Ω(z, t)|2

4∆ ∑
m

b̂†
m(z)b̂m(z) +

|g(z)|2
∆ ∑

m
â†

m(z)âm(z)

+

(
Ω(z, t)g∗(z)

2∆
ei∆kRz ∑

m
â†

m(z)b̂m(z) + h.c.

)]
(4.5)

This Hamiltonian consists of three parts. First, as before, we have an AC Stark
shift affecting the atomic state. However, the direction of the energetic shift
is in the other direction compared to the write Hamiltonian (equation (4.4)).
The second contribution affects only the scattered quantum light field, corre-
sponding to the index of refraction arising from the gaseous cesium atoms in
the vapor cell. The interesting part of equation (4.5) is the last contribution
to the Hamiltonian. It connects the atomic and scattered field modes with an
exchange of quanta for modes with the same mode number m. This type of
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1Of course, one cannot consider
the atoms as fully immobile
either, but their diffusion motion
opposed to our anti-relaxation
coated cells is significantly
reduced. Diffusion, so the
motion of the atoms in and out
of the interaction region is still
one of the main limitations, e.g.,
Felinto et al. (2005) in cold atoms
limiting the coherence time to
a millisecond, and Eisaman
et al. (2005) observed a few
µs coherence time for warm
ensembles. This issue will be
covered more in detail in section
4.5.

interaction is referred to as beamsplitter interaction. As for the write step, we
also have to account for a phase arising from the energetic difference between
the two ground states involved in the process. The phase term got the index
R here to indicate that different processes can be involved. Assuming that we
have a single collective excitation stored, this retrieval process should allow us
to read out this excitation in the form of a single-photon. Due to the preceding
heralding of the collective excitation, this retrieval is deterministic. Like the
write process, this retrieval photon is often denoted as the Anti-Stokes photon.
However, we have to be careful since the Anti-Stokes photon, in our case, has
a higher energy than the drive light. We will still follow this commonly used
convention for convenience here.

While this description allows us to describe and understand the dynam-
ics, this alone will not suffice to ensure the success of the protocol. As a first
step, we will have to consider the two phases and the respective implications
arising from these. In Sangouard et al. (2011), this issue of the spin wave is
discussed thoroughly. Here, we will only introduce it briefly. To illustrate
the problem arising from the phases acquired during the write and read pro-
cesses, let us consider the following. If we succeed in the retrieval of the read
single-photon, our atomic ensemble should be in its ground state we started
out with initially. However, due to the phase terms in equations (4.4) and (4.5),
the final state will have an amplitude proportional to:

|ΨR〉 ∝
NA

∑
n=1

exp(i(~kW −~kS)~xn) exp(i(~kR −~kAS)~x′n) (4.6)

We refer to the wave vectors of our write and read classical light fields as
W and R, while we indicate the wave vectors for the Stokes and Anti-Stokes
photon as S and AS. The sum is over all atoms of the ensemble, where we
indicate the position of the n-th atom as ~xn. For atoms not moving, e.g., atoms
in a cell with buffer gas or cold atomic clouds1, the amplitude is maximal
if the acquired phases fulfill the following condition to ensure constructive
interference (Sangouard et al., 2011):

~kW −~kS = −(~kR −~kAS) (4.7)

The condition in equation (4.7) is trivially fulfilled if the levels are degenerate.
However, spatial separation of the photons is required in this case, as spectral
filtering will not be possible. A thorough discussion of the impact of dephas-
ing of the atoms where scattered light fields are detected at an angle θ can be
found in Zhao et al. (2009). In addition, one needs to avoid that the atomic
motion on the scale of the imprinted phase leads to significant dephasing. In
the case of our experiment, the wavelength of the imprinted spin wave will be
significantly larger than the spatial extent of the atomic ensemble, making de-
phasing a minor effect in our case (Zugenmaier (2018)). The long wavelength
of our spin wave and the forward scattering in our comparably short ensem-
ble lead only to minuscule changes in the phase factors for different atomic
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positions in equation (4.6). This makes the precise position of atoms irrele-
vant. Instead, the mode of the spin wave will govern the success, as we will
see in the following.

In our choice of system, we operate in the collinear configuration, and
spectral filtering will be used to filter out the desired scattered light fields (see
sections 9.4.1 and 9.4.2). Furthermore, despite the atomic motion, we rely on
the spin wave not decaying. Due to our choice of geometry, the phase affects
only the spin state along the z-axis, the light propagation direction. Because
the cavity is creating an effective standing wave together with our drive light
being far-detuned, we effectively remove the impact of Doppler effects due to
the light field inside the cavity that can be viewed as a superposition of two
counter-propagating light fields (Borregaard et al. (2016)). Due to the atomic
motion, only the symmetric mode can easily be stored and consecutively re-
trieved. The reason for this can be intuitively understood when considering
the impact of atomic motion on an asymmetric mode. Let us assume that one
specific asymmetric mode is written into the ensemble. Since it is subjected to
atomic motion, it cannot be easily addressed during the readout as the "con-
figuration," so the atoms’ momentary position and velocity distribution has
already changed by then. This makes the symmetric mode the only accessible
mode in our case.

In Shaham et al. (2020), the dynamics of highly polarized atomic ensembles
are modeled for coated and uncoated vapor cells. When the atoms undergo
many wall collisions while not changing their spin state, the atomic ensemble
is in the diffusive regime (Shaham et al. (2020)). The authors find that only the
symmetric mode is long-lived for those anti-relaxation coated cells, while all
asymmetric mode contributions decay much faster. The findings by Shaham
et al. (2020) indicate and verify previous findings (see Borregaard et al. (2016))
that only the symmetric mode is long-lived and suited for adequate storage
and consecutive retrieval of a collective excitation in our experimental con-
figuration. Since the excitation is spread out across all atoms, additional spin
wave decay mechanisms, such as atomic motion, do not affect the symmetric
mode. Therefore, the decay of this mode should be governed by the lifetime of
coherences across Zeeman levels. However, this we previously introduced as
the transverse spin decay time T2, and hence we expect the lifetime of the sym-
metric collective excitations to be governed by the same decay mechanisms.
How to overcome this limitation in the case of moving atoms and efficient
selection of the symmetric collective excitation for the write and read will be
discussed further in section 4.5.

4.3 Cavity enhancement

For the success of our write-read scheme, we rely on efficient interaction
between the light and the atoms. A common technique to enhance the inter-
action between light and atoms is to place the atomic ensemble inside a cavity.
Our experiment is no exception here; already in the original proposal for the
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Figure 4.4: Illustration cell in cav-
ity. Simplified illustration of one-
sided cavity used for efficient out-
coupling κ, together with the vapor
cell at the center. The arrows in-
dicate the transverse magnetic field
direction and scattered photon wave
packet.

DLCZ protocol, the authors suggested placing the ensemble inside a cavity
(Duan et al. (2001)). While we will introduce the experimental specifics of our
cavity and cell in section 9.3, we will look at the generic description of the
expected enhancement during write and read.

We will consider a standing wave cavity for our description and place the
cell in the center (figure 4.4). The enhancement compared to the free space
case has been discussed in Tanji-Suzuki et al. (2011).

In terms of on-resonance optical depth d, the free-space cooperativity ηfs
can be expressed as ηfs = d/2 (Dideriksen (2021); Tanji-Suzuki et al. (2011)).
The on-resonance optical depth can readily be determined from the absorp-
tion measurement presented in section 7.3 as d(ν = 0) = ρσ(ν = 0)Lz with
α(ν) = σ(ν)Lz as the detuning-dependent absorption governed by Clebsch-
Gordan coefficients (section 7.3). In Tanji-Suzuki et al. (2011), the authors find
that the cooperativity inside the cavity can be related to the free-space coop-
erativity as:

ηcav =
2Fηfs

π
=

dF
π

(4.8)

with F as the finesse of the cavity. This equation illustrates that the cavity
enhances the effective optical depth d by a factor of 2F/π. It should be noted
that this is the case where the light interacts twice per round trip with the
atoms. For a traveling cavity, i.e., a cavity with a single pass per round trip,
only half of the enhancement will be achieved, as shown for example in Gor-
shkov et al. (2007).

So far, this cavity enhancement has been an abstract property, leading to an
enhanced interaction due to a higher effective optical depth. Furthermore, this
enhanced interaction and the finite outcoupling efficiency of light out of the
cavity reduces the filter requirement as the scattering rate of photons is pro-
portional to the optical depth d. We can understand the cavity enhancement as
follows. For the same number of scattered photons, the cavity enhancement
of the optical depth will reduce the required number of classical photons to
create a scattered photon by a factor of π/(2F ). We will investigate and dis-
cuss this further in the later chapters 9 and 11. Furthermore, a more rigorous
description and derivation can be found in Dideriksen (2021).

4.4 Four-wave mixing and its suppression

In the experimental implementation of the herald-retrieve scheme, the le-
vel structure of a real cesium atom will lead to experimental effects posing
challenges for the experimental success. In figure 4.5, we indicate the ap-
propriate Zeeman levels relevant to our write and read scheme. Experimen-
tally, we use optical pumping to prepare all atoms in |F = 4, mF = 4〉, which
will form our ground state. For the write step, discussed in 4.2.1, we use π-
polarized light to scatter a heralding photon with a low excitation probability
p0. In this process, our level structure is not leading to any unwanted ef-
fects. However, during the read step, indicated in the lower part of figure 4.3,
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Figure 4.5: Illustration of the four-
wave mixing process. Atomic lev-
els involved in the heralding (top)
and retrieval (bottom) step. During
the retrieval, four-wave mixing pro-
cesses are mediated by excited state
levels and choice of retrieval light po-
larization. The solid arrow indicates
the desired retrieval process, while
the gray dashed arrows indicate the
undesired write process during the
readout. See the text for more details
on four-wave mixing and its suppres-
sion. Figure adapted from Diderik-
sen et al. (2021).

our choice of experimental configuration leads, unfortunately, to unwanted
effects. Due to the orientation of bias magnetic field and light propagation
direction, along with the cell inside a cavity, the σ-polarized light is a super-
position of σ+ and σ− for the atoms. For the successful retrieval, only the
σ+-polarized light is of interest (compare bottom part figure 4.5).

The undesired four-wave mixing processes lead to the detrimental effect
that our retrieval drive light field also creates additional excitations. While
the scattered photons from these false write processes are a problem, we at
least can avoid their detection due to our spectral filtering. However, over
the total duration of the read pulse, these new excitations can also be read
out again. These false retrieval scattered photons are indeed a problem for us,
as those are not correlated with any previously detected heralding photons
during the write pulse. This four-wave mixing process during the retrieval
was identified as the primary constraint in the previous incarnation of our
DLCZ-type experiment, presented in Zugenmaier et al. (2018).

In order to understand the underlying dynamics of the detrimental four-
wave mixing, we will consider Dąbrowski et al. (2014). The four-wave mixing
for a Raman memory during the readout is discussed using the example of
hyperfine storage using Rubidium-87. As mentioned before, four-wave mix-
ing creates in our experimental configuration additional collective excitations
during the readout that can consecutively be read out again. Therefore, the
Hamiltonian contains terms resembling the beamsplitter-type Hamiltonian
(compare equation (4.5)) and the parametric gain-type Hamiltonian (compare
equation (4.4)). The dynamics of the four-wave mixing are illustrated in figure
4.6.

The dynamics combining a parametric gain-type and beamsplitter-type in-
teraction can be described using the Hamiltonian as introduced in Dąbrowski
et al. (2014):

ĤR = ih̄
(

χâ†
χ b̂ + ξ â†

ξ b̂†
)
+ h.c. (4.9)

where χ is the strength of the desired beamsplitter interaction, the associated
scattered light field is proportional to â†

χ. The unwanted parametric gain inter-
action strength and scattered light field are given by ξ and â†

ξ , respectively. As
discussed in section 4.2.2, the desired part of this Hamiltonian is proportional
to χ. In Dąbrowski et al. (2014), the mean expectation value for the anti-Stokes
scattered photons is calculated assuming the initial scattered light field is in
a vacuum state. The mean number of spin waves initially present is under
this assumption given by nexc = 〈b̂†(0)b̂(0)〉. The authors in Dąbrowski et al.
(2014) reach:

〈â†
χ(t)âχ(t)〉 = χ2e(ξ

2−χ2)tnexc +
ξ2χ2

ξ2 − χ2

(
e(ξ2−χ2)t − 1

)
(4.10)

This expression shows that any contribution of four-wave mixing, i.e., ξ > 0,
our dynamics cannot be fully described by a simple retrieval of previously
stored excitations in the ensemble. If both processes are included in equation
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Figure 4.6: Four-wave mixing pro-
cess. Simplified level structure indi-
cating the involved states and tran-
sitions for the four-wave mixing. âχ

illustrates the desired readout, while
âξ indicates the undesired write pro-
cess during the read pulse. Figure
adapted from Dideriksen (2021).

(4.9), there will be coupled dynamics between the two scattered light fields
causing additional readout noise.

In the trivial case, ξ = 0, our desired retrieval light field is simply de-
pendent on the stored excitations and the coupling strength. The retrieval
follows a simple exponential decay. Also, the Hamiltonian includes only the
beamsplitter-type interaction then. Experimentally more interesting are the
cases where ξ > 0. For ξ > χ, the second term in equation (4.10) will lead to
an exponential growth of "false" retrieval photons in the scattered light field.
This would severely limit the expected cross- and auto-correlations of our ex-
periment. For χ > ξ > 0, we expect influence from false readout originating
from four-wave mixing processes. In this case, it is possible to retrieve more
excitations than initially written into the ensemble during the write process.
However, an equilibrium level will ultimately be reached, governed by the
prefactor of the second term in equation (4.10). Different experimental ap-
proaches are aimed at reducing or even suppressing contributions to the para-
metric gain interaction driven by the coupling constant ξ, but they come with
different challenges on their own. These include, for example, the exploitation
of cavities only resonant with the desired scattered photons and anti-resonant
with the undesired scattered photons as pursued in Saunders et al. (2016) and
Nunn et al. (2017).

For our experimental approach exploiting Zeeman level storage, we are
interested in avoiding Raman scattering processes mediated via the excited
level(s) driving false write processes during the read step. In Vurgaftman
and Bashkansky (2013), Zeeman level storage in different hyperfine levels was
chosen with ∆mF = 2 for a Rubidium vapor cell. The transitions mediated by
different excited states interfered destructively, effectively suppressing them.
Similar to the observation in Vurgaftman and Bashkansky (2013), this sparked
the interest in Zugenmaier (2018) to investigate exploiting a magic detuning,
for which the undesired write transitions mediated via different excited states
would destructively interfere. For the D2 line, such a magic detuning does
not exist outside the Doppler-width of the excited states. However, for transi-
tions on the D1 line, it is possible to find a detuning where the two transitions
driving detrimental "false" write processes during the read pulse have equal
coupling strengths but are of opposite signs. This is the case for a detuning of
∆ = 924 MHz from |4′, 4′〉, where the four-wave mixing process is effectively
suppressed, and only the desired readout process is possible. The specifics
about the calculation can be found in Zugenmaier (2018), and have also been
covered in Dideriksen (2021).

To conclude this section, we wish to summarize the reason for four-wave
mixing and the necessity to suppress it. Due to our choice of geometry and
Zeeman level storage with ∆mF = 1 and placing the cell inside a cavity, our
σ-polarized read drive light is seen as a superposition of σ+- and σ−-polarized
light. The coupling of our system to the undesired σ−-polarized light has to
be suppressed to avoid driving false write excitations causing undesired four-
wave mixing processes. Choosing a magic detuning, we can get the two tran-
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2We will thoroughly introduce
cells and their design in chapter
7.

3In analogy to the double slit
experiment where the double
slit interference pattern vanishes
if we observe which path the
photon takes, we would obtain
information about the scattered
photon origin if we detect the
photon package instantaneously.

4It should be noted that the
paper considered hyperfine
storage as opposed to our choice
of Zeeman level storage. Where
necessary, we will comment on
the differences throughout this
section.

sitions coupling to the σ−-polarized light to destructively interfere, effectively
leaving us with only the desired beamsplitter-type interaction for the retrieval
process. This process is illustrated in the bottom part of figure 4.5.

4.5 Motional averaging

In our lab, we make use of vapor cells that are anti-relaxation coated to
allow atoms to maintain their spin state upon hitting the walls of the channel.
This also means that our atoms are free to move within the interaction vol-
ume, as opposed to buffer gas cells, where the atoms are immobilized using
a buffer gas. The interaction volume is the channel of our vapor cell, confin-
ing the atoms in a well-defined volume2. While the movement of the atoms
leads to the dephasing of atomic modes, we will in the following introduce the
technique of motional averaging as introduced by Borregaard et al. (2016), effec-
tively turning the detrimental atomic motion into an advantage by enabling
addressing the long-lived symmetric mode during write and read steps. At
the same time, the motional averaging enabled by high finesse cavities will
ensure that when we detect a single-photon, the correlation with the momen-
tarily atomic position remains washed out, as otherwise instantaneous detec-
tion would project the atomic ensemble onto an asymmetric mode. In order to
not get this detrimental "which-way" information3, a high-finesse cavity also
acts as a random delay before the detection of the single-photon, washing out
any atomic position and scattered photon correlations.

In the following, we will introduce the key ideas and concepts of Borre-
gaard et al. (2016)4, as these form one of the three pillars for our experimental
results presented in chapter 10. First, let us consider our experiment’s config-
uration and Zeeman level structure. As previously introduced (section 4.3),
we enhance the light-atom interaction by placing the cell inside a low-finesse
cavity. This means that in our case, the Gaussian beam intensity profile deter-
mined by the cavity mode is illuminating the vapor cell channel with a square
cross-section of 300× 300 µm2 and length of 10 mm. In order to average the in-
teraction of the atoms with the drive light, a good filling factor – how well the
transverse beam profile fills the cross-section of the channel – is required. Fur-
ther, temporally long laser pulses and an anti-relaxation coating that allows
the atoms to move back and forth through the light are exploited to average
out the inhomogeneous light-atom interaction. Combining these allows us to
enhance the interaction with the symmetric mode.

A second cornerstone in Borregaard et al. (2016) is the exploitation of ad-
ditional spectral filter cavities with narrow linewidth. A narrow filter cavity
is relevant as it ensures averaging the interaction between atoms and light,
as the cell cavity itself with a low finesse on the order of 10 will not suffice.
While we can easily employ polarization filtering of our scattered light (e.g.,
see section 4.2.1), spectral filtering is also possible and even needed, as we will
see later (section 9). In the following, we will describe the dynamics. Figure
4.7 indicates the simplified experimental setup and level scheme.
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5As in section 4.2, we will use the
common choice of referring to
the write (read) scattered photon
as (Anti-)Stokes photon. We
further note that this is formally
incorrect due to the Stokes
photon being of higher energy
than the Anti-Stokes photon.

Figure 4.7: Motional averaging.
Setup as proposed by Borregaard
et al. (2016) for exploiting the mo-
tional averaging principle. Top:
Write process with strong classical
drive Ω and scattered field g between
ground states |g〉 and |s〉 mediated
via the excited level |e〉. Bottom:
Setup for motional averaging. The
operators refer to the quantum field
in the cell cavity (subscript "cell"), the
filter ("filter"), and the detector (no
subscript). The two coupling con-
stants of the cavities are denoted by
κi Figure inspired by figure 1 in Bor-
regaard et al. (2016).

Let us start by considering the write-in of a collective excitation into an en-
semble of moving atoms. As opposed to the sections 4.2.1 and 4.2.2, we need
to account for the inhomogeneous coupling of the light to the moving atoms
due to the Gaussian intensity profile. This is done by explicitly including spa-
tial dependency into the expressions for the couplings g and Ω of each atom
(Borregaard et al. (2016)):

Ω(j)(t) = Ωe−
x2

j (t)−y2
j (t)

ω2 sin(kWzj(t)) (4.11)

g(j)(t) = ge−
x2

j (t)−y2
j (t)

ω2 sin(kSzj(t)) (4.12)

We use g and Ω to denote the couplings as indicated in figure 4.7. The sub-
scripts W and S refer to the write drive light field and scattered light field
(Stokes photon5), respectively.

In order to find the scattered light field at the detector, indicated in figure
4.7 as â, the scattered light field has to be propagated through the filter cavity
(âfilter(t)). For this, one first needs to find the field inside the cell cavity, de-
scribed by âcell(t). The authors in Borregaard et al. (2016) find the dynamics
by formally integrating the equations of motion.

â = −κ2
√

κ1

4

NA

∑
j=1

θj(t)σ̂
(j)
10 (4.13)

where κ1 and κ2 are the cavity decay rates of the cell and filter cavity. The
sum accounts for all NA atoms in the interaction volume. In addition, the
dynamics are governed by population transfer σ

(j)
10 alone. This is a result of

treating the light-atom interaction as a perturbation and that all atoms are
initially in |g〉 = |0〉⊗NA . The j-th time-dependent atomic coupling θj(t) is
given as (Borregaard et al. (2016)):

θj(t) =
∫ t

0
dt′

∫ t′

0
dt′′

∫ t′′

0
dt′′′e−κ2(t−t′)/2e−κ1(t′−t′′)/2

×e−(γ/2−i∆)(t′′−t′′′)g∗j (t
′′)Ωj(t′′′) (4.14)

Here, the first integral describes the dynamics arising from the filter cavity
(dt′), effectively shifting the atomic response compared to the detection and
hence washing out the correlations between detection and atomic position
correspondence. The second integral describes effects due to the cell cavity
(dt′′), and the third stems from the formal integration of the equation of mo-
tion (dt′′′) including the spontaneous decay γ of the atoms. The full derivation
is shown in the supplements of Borregaard et al. (2016).

One figure of merit in our experiment is the write efficiency during the
write step of the scheme. The detection of a scattered photon projects the
ensemble onto a collective state. Good detection events will correspond to
projection onto the symmetric collective state, which has to be scaled by the
overall probability of detecting a photon, including symmetric and asymmet-
ric collective excitations. For a write drive pulse duration of tint, the authors
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in Borregaard et al. (2016) find the general expression for the write efficiency
to be governed by the time-dependent atomic coupling constants θj(t) as:

ηW ≈
∫ tint

0

∣∣∣〈θj(t)〉e
∣∣∣2 dt∫ tint

0 〈
∣∣θj(t)

∣∣2〉e dt
(4.15)

where 〈. . .〉e = 1
NA

∑NA
j−1 〈. . .〉 indicates that the ensemble average is taken. In

order to determine the write efficiency based on the individual atomic cou-
pling coefficients, the two contributions in equation (4.15) need to be ana-
lyzed. The denominator contains correlations between the atomic positions.
The authors of Borregaard et al. (2016) find the expression of the correlation
to be given by 〈gj(0)gj(t)〉 = 〈gj(0)2〉 e−Γt + 〈gj(0)〉2 (1 − e−Γt) and verify
their assumptions using Monte-Carlo simulation. Here, Γ is the decay rate of
atomic position correlations. The first term contains correlations of individ-
ual atoms, only relevant on short time scales (Borregaard et al. (2016)). The
second term dominates on long time scales and is proportional to correlations
averaged over the atoms. Using this, together with the assumption that the
linewidth of the filter cavity is much narrower than that of the cell cavity, the
effective interaction time is governed by 1/κ2. The authors of Borregaard et al.
(2016) reach, assuming a detuning beyond the Doppler width:

ηW ≈
1

1 + κ2
2Γ+κ2

(
4L2

πω2
0
− 1
)

≈ 1− 1
Npass

(4.16)

where the size of the beam is ω0 and 2L is the diameter of the cell channel.
We see that the filling factor, so how good the beam profile (πω2

0) fills the
transverse cross-section of the cell channel (4L2), limits the potential write ef-
ficiency. The better the filling factor, the better the write efficiency. The second
part influencing the write efficiency is how the filter cavity decay κ2 scales
compared to the decay rate Γ of the atomic coupling correlations. The higher
the finesse of the filter cavity, and hence smaller κ2, the closer we will ap-
proach unity in the write efficiency. The last approximation in equation (4.16)
states that the write efficiency scales as the effective number of passes an atom
can travel through the beam for a decay rate of κ2 � Γ of the filter cavity (Bor-
regaard et al. (2016)).

More details on how the filling factor and decay rates impact the write ef-
ficiency ηW, including simulation and estimation for variable parameters, can
be found in Borregaard et al. (2016). It has also been discussed extensively in
Zugenmaier (2018). It should be noted that the different mode contributions
have also been discussed in Shaham et al. (2020). There, the spectral composi-
tion of the spin noise spectrum has been considered as parameters of the cell
cross-section and beam profile. Shaham et al. (2020) find that the broad contri-
bution to the spin noise spectrum is a superposition of different Lorentzians
with variable widths.
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Figure 4.8: Expected write spectrum.
Estimated write spectrum consider-
ing our experimental parameters for
Γ = 2π · 0.46 MHz for the broadband
contribution (red) and γ for the nar-
rowband contribution (blue) based
on our T2 measurements. The ra-
tio between contributions is chosen to
aid the visualization. Figure inspired
by figure 2.5 in Zugenmaier (2018).

Following Borregaard et al. (2016), we use their simulation result, for an
experimental setup very close in geometry to ours, of Γ ≈ 1.3vth/ω0 with vth
as the mean thermal velocity of the atoms and ω0 as the waist of the beam to
estimate the HWHM width of the broadband contribution. With a beam waist
of ω0 = 90 µm and a temperature of T = 42 ◦C, the decay rate of the correla-
tions is estimated to be on the order of Γ = 2π · 0.46 MHz. Figure 4.8 shows the
expected write spectrum. The broadband contribution, illustrating asymmet-
ric collective excitations, is plotted with the desired narrowband feature illus-
trating the coupling to the symmetric collective excitation. As discussed, the
symmetric mode is governed by the transverse spin coherence time. There-
fore, the width of the narrow contribution to the spectrum is determined by
our T2 time. Experimentally, the spectral contributions as illustrated in figure
4.8 allow us to determine the write efficiency ηW as the ratio between the nar-
row peak height to the total peak height. We will exploit this later in chapter
10 when discussing our experimental results.

For the read process, Borregaard et al. (2016) determine the read efficiency
ηR to be given by:

ηR =
κ2

2κ1

4

∫ τR

0
d
∫ t

0
dt′

∫ t

0
dt′′e−κ2(2t−t′−t′′)/2 〈â†

cell(t
′)âcell(t′′)〉 (4.17)

where τR is the duration of the read pulse. In order to find an expression for
the retrieval efficiency, Borregaard et al. (2016) considers the case with Ω→ 0
and τR, κ2 → ∞. The latter can be understood as using infinitely long readout
pulses and an infinitely narrow filter cavity. This allows us to find a conve-
nient expression for the retrieval efficiency to zeroth order, η

(0)
R , as (Borregaard

et al. (2016)):

η
(0)
R ≈ 1

1 + π
dF

(4.18)

where F is the finesse of the cell cavity and d is again referring to the optical
depth. It should be noted that this expression is just an approximation and re-
flects the case of perfect motional averaging and considering long time scales.
It also resembles the expression found for the retrieval efficiency in cold atoms
as presented in Gorshkov et al. (2007).

Due to decoherence, we wish in our experiment to retrieve a stored ex-
citation with read light pulses shorter than the finite lifetime of the stored
collective excitations. Therefore, higher orders constituting the retrieval effi-
ciency must be considered. The authors of Borregaard et al. (2016) address
this issue. The retrieval efficiency is reduced when considering higher-order
contributions, as those contain losses due to spontaneous emission. However,
this also means that there will be a trade-off between how fast we can read out
a stored excitation, as this coincides with using higher read drive light power,
which speeds up spontaneous emission. For more details and the derivation
of the higher order contributions to the retrieval efficiency ηR, please consider
the supplements of Borregaard et al. (2016).
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6see Loudon and von Foerster
(2000); Sekatski et al. (2012) for
more details

4.6 Non-classical correlations

When dealing with single-photons, we are dealing with highly non-clas-
sical light. In order to quantify the statistics of our generated light fields, and
hence how well we can create collective excitations and retrieve them again,
we need a formalism allowing us to determine the correlations and statistics
of the different light fields involved. In the following, we will describe the
statistics of the different light fields involved and how we can find a criterion
to relate the scattered light fields during write and read to each other.

We will be starting by introducing the classical second-order correlation
function used to, for example, describe the coincidences of detector counts
after a beamsplitter with detectors at each output port after a delay τ as (Gerry
and Knight (2004)):

γ(2)(τ) =
〈I(t)I(t + τ)〉
〈I(t)〉2

(4.19)

This second-order correlation function can be defined analogously for quan-
tum fields using a quantized electric field. This allows us to describe the
second-order correlation function using creation and annihilation operators
â(t) and â†(t). Here, we stated the explicit time dependency. In the following,
we will refrain from that. It will become more apparent why we can do this
in our case throughout this section. Following Gerry and Knight (2004), the
quantum second-order correlation function is given by:

G(2)(~r1, t1,~r2, t2) =
〈

â†
1 â†

2 â1 â2

〉
(4.20)

It will often be more practical for comparison between fields to deal with the
normalized second-order correlation functions:

g(2)(~r1, t1,~r2, t2) =

〈
â†

1 â†
2 â1 â2

〉〈
â†

1 â1
〉 〈

â†
2 â2
〉 (4.21)

In the following, we will use equation (4.21) to find expressions for describing
the properties of our recorded detection events in the experiment. The first
measure is the second-order auto-correlation function of the write (W) and
read (R) scattered light fields. For this, we rewrite the creation and annihila-
tion operators in terms of number operators n̂i exploiting

[
â, â†] = 1, since we

will be "counting photons" in our experiments 6:

g(2)ii =
〈n̂i (n̂i − 1)〉
〈n̂i〉2

with i = [R, W] (4.22)

which we will use to describe the correlations within the individual scattered
light fields.

In addition, we can also use equation (4.21) to define the cross-correlation
between the write and read scattered light fields. In this case, the expression
takes a slightly different form as the operators commute in this case:

g(2)WR =
〈n̂Wn̂R〉
〈n̂W〉 〈n̂R〉

(4.23)
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7A very thorough derivation and
also discussion of the implica-
tions can be found in Gerry and
Knight (2004).

8Further, similar considerations
of coincidences of two entangled
single-photons were considered
by J. Clauser and used for
experimental violation of the
Bell-inequality, discussed at
length in Clauser and Shimony
(1978). His efforts were rewarded
with last year’s Nobel prize
(2022).

which allows us to obtain information about the distribution of the photon
number between the two fields (see Sekatski et al. (2012)). Our experiment
will use well-defined time windows for write and read duration and consider
the number of recorded photons during these. This is possible since our single
photon detectors can be considered number resolving in our experiment (see
9.4.3 for details).

Elemental for the success of our write-read scheme is that the retrieval of
single-photons is not only correlated with the successful detection of a herald-
ing write scattered photon but also that we only retrieve a single scattered
photon during the retrieval light pulse. For this purpose, we define the condi-
tional second-order auto-correlation function of the read scattered light field.
Conditional means that we consider the auto-correlation of the read light field,
considering only cases where we detected a single write scattered photon dur-
ing the preceding write pulse. We define:

g(2)RR|W=1 =
〈n̂R (n̂R − 1)〉W=1

〈n̂R〉2W=1

(4.24)

and will always refer to this expression here when talking about our condi-
tional auto-correlation. This expression tells us how likely it is to detect two
photons in the scattered retrieval light field during the read pulse, given that
we detected a single write heralding photon during the write pulse. Therefore,
it can be considered a measure of how likely triple photon events (2 R, 1 W)
are to occur. In the case of photon-number states |n〉, we can easily see that a
perfect single-photon character of our read scattered light field with |nR = 1〉
would give a conditional second-order auto-correlation of g(2)RR|W=1 = 0. Ex-
perimentally, we will have noise counts arising from background counts and
the like (see subsection 9.4.3). Consequently, we consider the expected condi-
tional auto-correlation for a two-photon state, which exhibits g(2)RR|W=1 = 1/2,
as an upper bound of the read scattered light field statistics. Thus, we say
the read light field exhibits significant single-photon character if the observed
conditional auto-correlation g(2)RR|W=1 is statistically significant below 1/2.

We want to consider the non-classicality witness based on the Cauchy-
Schwarz inequality 2I1 I2 ≤ I2

1 + I2
2 (Loudon and von Foerster (2000)). Assum-

ing classical light fields, one can find classical bounds for the second-order
correlation functions 7 that cannot be violated by classical fields:

g(2)ii ≥ 1 with i = [R, W] (4.25a)

g(2)WWg(2)RR ≥
(

g(2)WR

)2
(4.25b)

We note that the upper expression fulfills equality in the case of a coherent
light field, while for thermal light fields, it takes the value g(2)ii = 2. Please
note that these classical bounds and their violation have also been considered
already in Clauser (1972, 1974)8.
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9For a thorough description,
consult the supplementary
information of Kuzmich et al.
(2003).

10It should be noted that the
expression only holds for num-
ber resolving photon detection,
in the case of non-number-
resolving, it scales only as 1/p0.

From equation (4.25b) one typically defines the Cauchy-Schwarz parame-
terR, sometimes also referred to as non-classicality witness:

1 ≥ R =

(
g(2)WR

)2

g(2)WWg(2)RR

(4.26)

As before, equality is obtained in the particular case of coherent light fields.
Often, g(2)WR > 2 alone is taken as a sign of non-classicality. Commonly,

assuming that our independent light fields originate from a perfect two-mode
squeezed state (Sangouard et al. (2011)), the unconditional light fields should
follow a thermal distribution (Gaussian statistics) with g(2)WW = g(2)RR = 2, ex-
hibiting clear photon bunching. Then, an observation of a cross-correlation
g(2)WR > 2 alone is sufficient to violate the inequality. However, even for g(2)WR <

2, it is possible to verify non-classicality using the Cauchy-Schwarz parameter
R with scattered light field auto-correlations smaller than that of a thermal
light field. For example, this approach has been used in Zugenmaier et al.
(2018), and Kuzmich et al. (2003). Using the Cauchy-Schwarz parameter R
is beneficial, as often losses and detection imperfections reduce the observed
cross-correlations9.

In Sekatski et al. (2012), a thorough analysis of the impact of imperfect
detector efficiencies, and hence losses, on the Cauchy-Schwarz parameter R
and second-order cross-correlation functions are considered. They show that
the expression is also valid in the presence of imperfect detection and losses
and if the detectors are not photon-number resolving.

In order to avoid double excitations and only create a two-mode squeezed
state with one photon in each mode, we only use a very low excitation proba-
bility p0. For a perfect two-mode squeezed state, the respective cross-correla-
tion scales as (Sangouard et al. (2011)):

g(2)WR = 1 +
1
p0

(4.27)

where we see that the overall attainable cross-correlation is limited by the
excitation probability10. We usually remain in the low excitation probabil-
ity regime to observe high cross-correlations and ensure that double or triple
excitations are negligible.

At the same time, the conditional read auto-correlation function is also
governed by the excitation probability p0 for p0 � 1 (Chou et al. (2004)):

g(2)RR|W ≈ 4p0 (4.28)

4.6.1 Modelling correlations in the presence of noise

In the following, we will shortly introduce the method we used to model
the correlations obtained experimentally. This has been part of our joint pub-
lication in Dideriksen et al. (2021). It was described extensively in Dideriksen
(2021), and we will summarize it here.
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11For enhancing the light-atom
interaction, we place the atomic
ensemble in a cavity. This, at
the same time, limits the outcou-
pling efficiency of the scattered
photon. The experimental limi-
tations are presented in detail in
section 9.3, and the theoretical
description has been provided in
the preceding section 4.3.

Limited detector efficiencies, losses along the optical path, and background
noise counts introduce losses and noise into our cross- and auto-correlations.
Consequently, we wish to find expressions describing our real experimental
system. The derivation is performed using probability-generating functions,
also referred to as PGFs. We exploit the assumption that all recorded light
fields are quantized, including coherent and noise contributions to read and
write scattered light fields. All detection events are performed in the Fock
basis ("counting photons"); hence, the phase relations between different light
states are neglected.

In the following, we will describe the combined observed detection events
as an independent sum of the coherent and noise counts as W = X + A for write
and R = Y + B for read, where the noise processes are denoted A and B with
mean numbers λA and λB for the detection events. The coherent contributions
from the two-mode squeezed state are X and Y for write and read, respectively.
These follow a joint thermal distribution of photon pairs, the probability for n
photon pairs given as (compare equation (4.3)):

pn = (1− p0)pn
0 (4.29)

for an excitation probability p0 and mean excitation µ = p0
1−p0

. In order to
include the experimental reality of losses, we have to account for different ef-
fects. During both write and read, we suffer from outcoupling losses from the
cell cavity11, leading to a finite escape efficiency ηesc, affecting write and read
scattered photons to the same extent. We use dedicated filtering and detection
setups for write and read scattered photons. We determine the detection ef-
ficiencies of each setup experimentally (compare sections 9.4.1 and 9.4.2) and
indicate them as ηW

det and ηR
det. For the read, we additionally have to account

for the finite retrieval efficiency of the stored excitation in the form of the de-
sired on-demand single-photon. We will denote the retrieval efficiency η∗R.
The combined efficiencies are therefore given by ηX = ηescηW

det for coherent
write detection events and ηY = η∗RηescηR

det for coherent read detection events.

Cross-correlation

In Dideriksen (2021), the cross-correlation is derived as:

g(2)WR = 1 +
µ(1 + µ)

(µ + λA/ηX) (µ + λB/ηY)
(4.30)

using the PGFs and the previously introduced mean excitation µ, detection
efficiencies for write, ηX, and read, ηY, along with the mean noise detection
events λA and λB. Let us have a brief look at different cases. In general,
this function can be understood as a function of three variables: µ, λA/ηX
and λB/ηY. In the case of no noise, the latter two being zero, we recover
the result stated in equation (4.27). When noise contributions are considered
and have a finite contribution, this reduces the maximally obtainable cross-
correlation. As soon as the mean noise detection events reach λA/B ≈ ηX/Yµ,
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the cross-correlation reduces to g(2)WR = 1 + 1/(4p0), which is significantly
reduced compared to the noise-free case.

Auto-correlation

We expect the true auto-correlation of the coherent write and read scat-
tered light fields to be governed by the thermal distribution of the modes of
the two-mode squeezed state. Hence g(2)XX = g(2)YY = 2, while we expect the
experimentally observed auto-correlations to be compromised by noise. The
noise auto-correlation of the write and read process will be referred to as g(2)AA

and g(2)BB . The observed auto-correlations for write g(2)WW and read g(2)RR should
therefore be a mixture of the noise and coherent auto-correlations. In Diderik-
sen (2021), the expressions are found to be:

g(2)WW =
η2

Xµ2g(2)XX + λ2
Ag(2)AA + 2ηXµλA

η2
Xµ2 + λ2

A + 2ηXµλA
(4.31a)

g(2)RR =
η2

Yµ2g(2)YY + λ2
Bg(2)BB + 2ηYµλB

η2
Yµ2 + λ2

B + 2ηYµλB
(4.31b)

As before, we used the previously defined detection efficiencies and mean
detection events. Let us have a look at the expressions. We see that there
are three contributions in both expressions, the two auto-correlations for the
respective write or read process and their respective noise auto-correlations,
scaled with their respective mean counts squared as they deal with two-photon
events. The third contribution accounts for uncorrelated coincidences of coherent-
and noise-detection events. This "mixing" of the auto-correlations is responsi-
ble for the deviation of experimentally observed auto-correlations from those
of a thermal state (see results in chapter 10).

Conditional auto-correlation

Verifying our retrieved light field’s single-photon character is of utmost
importance for our experiment. Finding an expression reflecting the dynam-
ics in the presence of noise and losses will allow us to verify our experimental
findings and help us identify how different contributions impact them. In or-
der to find a similar expression as stated in (4.31b) for the conditional auto-
correlation, one needs to find some additional expressions. In Dideriksen
(2021), the conditional auto-correlation for the coherent readout conditioned
on a single write scattered photon is found to be:

g(2)YY|W=1 =2(1− ηX) (λA + ηXµ + λAηXµ) ·

·
(
λA + 2ηX − λAηX + 3ηXµ− η2

Xµ + λAηXµ− λAη2
Xµ
)(

λA + ηX − λAηX + 2ηXµ− η2
Xµ + λAηXµ− λAη2

Xµ
)2 (4.32)

Further, since we consider only a subset of our measurements where we suc-
cessfully heralded a collective excitation, we need an expression reflecting the
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conditional mean excitation probability and conditional retrieval efficiency. In
Dideriksen (2021), it was found to be:

µ̃ =
µ
(
λA + ηX − λAηX + 2ηXµ− η2

Xµ + λAηXµ− λAη2
Xµ
)

(1 + ηXµ) (λA + ηXµ + λAηXµ)
(4.33)

allowing to determine the conditional retrieval efficiency as ηR = ηYµ̃.
Now we have the necessary expressions to determine the conditional read

auto-correlation in analogy to equation (4.31b), leading to (Dideriksen (2021)):

g(2)RR|W=1 =
η2

Yµ̃2g(2)YY|W=1 + λ2
Bg(2)BB + 2ηYµ̃λB

η2
Yµ̃2 + λ2

B + 2ηYµ̃λB
(4.34)

We will use these functions later in our analysis (chapter 10). The data ob-
tained during our experimental runs will be used to fit g(2)WR, ηR, and the mean
number of read detection events 〈nR〉. The results are used to overlay our ex-
perimental results for g(2)RR|W=1 with the model prediction from the fit model
result. This will be discussed further in chapter 10.
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1For the DLCZ-type experiment,
we have one additional laser,
but as it is particular to that
experiment, the additional laser
will be presented in the respec-
tive experimental setup for the
DLCZ-type experiment (chapter
9).

Figure 5.1: Saturated spectroscopy.
Simplified setup of the saturated
spectroscopy illustrating the beam
paths used for generating a Doppler-
free locking signal for locking the
lasers. No waveplates are shown for
simplicity.

Chapter 5

Laser system and optical pumping

This chapter and the consecutive chapters will introduce standard exper-
imental methods used to prepare and characterize our experiments at Quan-
top. In this chapter, we will introduce the light sources used for all the ex-
periments covered in this thesis, along with our method of optical pumping.
As will become clear throughout the thesis, optical pumping for the coherent
spin state (CSS) preparation is one of the fundamental building blocks for the
successful operation of our experiments.

5.1 Light sources

For our experiments, we rely on different laser sources. Across all of the
experiments covered in this thesis, we rely on three main lasers1. We refer to
the lasers as the probe, pump, and repump laser, respectively. Their names
originate from the purpose they are used for: the probe laser "probes" or inter-
rogates the atoms. The pump and repump laser have names indicating their
purpose in the optical pumping for the atomic spin state preparation. The
latter’s names will become apparent when the scheme for optical pumping is
introduced in section 5.2.

Common to all our lasers is that they are external cavity diode lasers –
often just referred to by their acronym ECDL. We lock them using saturated
absorption spectroscopy. This allows us to lock to atomic transitions with
higher precision than the Doppler broadening ∆ωD would usually allow for.
In simple terms, the working principle relies on two counter-propagating light
beams traveling through a so-called spectroscopy cell filled with cesium, as
depicted in figure 5.1. The first beam is acting as a pumping beam due to
its high intensity exceeding the saturating intensity of the atomic transition(

Ipump & Isat
)

(Foot (2005)). The counter-propagating, weaker probe beam
then interacts with the atoms depending on their velocity along the probing
direction. Depending on the atoms’ velocity along the probing and pumping
direction, their resonance frequency is shifted with respect to their velocity as
ω = ω0 ± kv. Given that the beams are counter-propagating, scanning the
laser frequency away from atomic resonances will lead to probe absorption
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2For more details, consider chap-
ter 8.3.2 on cross-over resonances
in saturation spectroscopy in
Foot (2005).

3It will become clear why we
make slight adjustments to the
modulation frequency when
working with the DLCZ-type
experiment.
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F = 4

F = 3

F = 2

62P1/2

F = 4

F = 3Probe

Repump

Δ = 1.95 GHz

Figure 5.2: Laser transitions for lock-
ing. Transitions used for locking the
probe laser (F = 4 → F′ = 4, 5 +
1.95 GHz), repump laser (F = 3 →
F′ = 2, 3 on D2 line) and pump laser
(F = 4 → F′ = 4 on D1 line). Fig-
ure inspired by figure 3.1 in Thomas
(2020).

as the probe and pump beam are resonant with atoms of different velocity
classes since they are counter-propagating. The probe beam absorption is re-
duced when both beams are resonant with the atoms due to the transition
being saturated from the much stronger pumping beam. Saturation is only
the case when atoms have no mean velocity (v = 0) along the probing and
pumping direction. No mean velocity along the beam propagation direction
is only valid for a subset of the atoms subjected to Doppler broadening. When
scanning the laser frequency, we only observe less probe absorption when this
resonance condition is fulfilled for atoms exhibiting v = 0 along the probing
direction. The obtained probe signal is a wide Doppler-broadened absorption
dip with a narrow peak around the atomic resonance frequency (Foot (2005)).
To get the strongest signal, we want the overlap between the two counter-
propagating beams to be as considerable as possible. At the same time, we
need to be capable of spatially separating the probe beam for the detection
as indicated in figure 5.1. Modulating the laser frequency and monitoring
the probe beam signal allows us to generate an error signal to lock the laser
to an atomic reference. For more details on the specific experimental setups,
one can consider Krauter (2011), while a general, more in-depth description
of saturated absorption spectroscopy can be found in Foot (2005).

We lock the three lasers of our experiment to three different transitions,
indicated in figure 5.2. The pump laser is locked on resonance to the F =

4 → F′ = 4 transition on the D1 line (figure 5.2). The laser is a Toptica DL100
pro design laser, which includes a tunable grating and an optical isolator. The
repump laser, a Toptica DL pro laser, is locked to the F = 3 → F′ = 2, 3-cross-
over transition on the D2 line. This transition exists due to the Doppler width
∆ωD exceeding the energetic separation between the transitions to the differ-
ent excited states (figures 2.1 and 5.2). In this case, additional cross-over tran-
sitions can be locked to as the resonance condition can also be fulfilled with
atoms traveling at a velocity matching half of the energy difference between
two different resonances2. The specific choice of locking for the repump will
be discussed in sections 5.2 and 6.2 and was thoroughly analyzed in Thomas
(2020).

We use a Toptica DL pro laser lasing on the D2 line for our probe laser.
Unique about this laser compared to the pump and repump laser is that we
do not want to lock it close to any atomic transition. However, its frequency
should also not be free running. Therefore, we use a fiber-coupled EOM to
modulate the probe light to generate sidebands of the error signal of atomic
transitions. This allows us to lock the probe laser with a fixed detuning to
an atomic transition. In our case, we choose the second sideband to the blue.
Depending on the precise modulation frequency3, we lock the laser approxi-
mately 1.9 to 2.0 GHz from the F = 4 → F′ = 4, 5-cross-over transition as it
exhibits the most prominent error signal.
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4For a comprehensive discus-
sion on various optical pumping
schemes, one might want to
consider chapter 9 of "Optically
polarized atoms - understand-
ing light-atom interactions"
(Auzinsh et al. (2010)).

F = 4

F = 3

F = 4

F = 3
mF = 3

mF = 4

Pump
X
X
X

Figure 5.4: Allowed scattering tran-
sitions. Simplified level structure for
the pump beam addressing atoms in
F = 4, mF = 3 (orange) and the al-
lowed scattering processes (blue), as
well as the dark state for F = 4, mF =
4.

5.2 The principle of optical pumping
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Figure 5.3: Optical pumping. Left: Relevant levels for repumping atoms from F = 3 using light locked to the F = 3 →
F′ = 2, 3 crossover transition on the D2 line. Right: Pump transitions exploited for trapping atoms in the dark state
F = 4, mF = 4 using light locked to F = 4 → F′ = 4 on the D1 line. Diagonal arrows reflect σ+ polarized light. Levels
indicated in grey do not couple to the drive light due to selection rules or due to a detuning exceeding the Doppler width
multiple times (far-detuned). Scattering processes not indicated. This figure was inspired by figure 4.8 in Julsgaard (2003).

Both experiments presented in this thesis rely on the collective spin oscilla-
tor being prepared in a coherent spin state (CSS). In this state, all cesium atoms
are in the desired F = 4, mF = 4 state exhibiting minimal projection noise. The
spin ensemble is then said to be fully polarized along the quantization axis,
determined by the bias magnetic field orientation.

To achieve this, starting from the equilibrium distribution of the atoms, we
exploit the technique of optical pumping4. In order to polarize an atomic en-
semble, we need to exploit polarized light. In our optical pumping scheme,
we use two lasers, pump and repump, to collectively move the atoms in our
spin ensemble to F = 4, mF = 4 using σ+-polarized light. There are two
different purposes for the lasers, reflected in their names. The pump laser
pumps the atoms in F = 4 towards higher mF levels (figure 5.3). The selection
rules for atomic transitions determine which transitions are dipole-allowed,
which we will refrain from discussing here. For a derivation and introduction
to the selection rules, the interested reader is referred to Foot (2005). Using
σ+-polarized light will, on average, increase the mF level as shown in the sim-
plified scheme for the pump showing the scattering processes in figure 5.4. As
shown in that figure of the dipole-allowed transitions, mF will never decrease
using σ+ polarized light. Since the F = 4, mF = 4 has no dipole-allowed tran-
sition for σ+-polarized light, atoms in this state do not couple to the pump
light. The state is said to be a "dark" state. Applying the pump laser to the
atomic ensemble will lead to atoms accumulating in this dark state.

Starting initially from an equilibrium distribution of the atomic ensemble,
along with additional atoms scattered to the 3-manifold by the pump laser,
a portion of atoms are "stuck" in F = 3 as the pump laser does not address
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them. To remedy this and increase the macroscopic spin for our experiments,
we must remove the atoms in F = 3. Removing atoms from the 3-manifold
can be done using the repump laser, addressing atoms in the 3-manifold. The
repump process is illustrated in the left part of figure 5.3. Due to the Doppler-
broadening and selection rules, the repump couples to three excited hyperfine
levels. When optimizing the atomic state polarization, the best result has been
obtained by locking the repump to the F = 3→ F′ = 2, 3-cross-over transition
(see Thomas (2020)).

After some duration of optical pumping pulses, the atomic orientation,
defined as (Julsgaard (2003))

p =
1
F

F

∑
mF=−F

mF 〈σ̂mF ,mF 〉 , (5.1)

can be determined. For a thermal state, all mF levels exhibit equal populations
〈σ̂mF ,mF 〉, and hence p = 0. However, after optical pumping, we expect p = 1 if
all atoms are successfully prepared in F = 4, mF = 4. How to quantify our suc-
cess with optically pumping the atomic ensemble toward preparing a highly
polarized atomic ensemble, we need means of characterizing the atomic pop-
ulation distribution, which will be introduced in the following chapter 6.



Chapter 6

Atomic state characterization

Our experiments rely on the atomic spins prepared in specific collective
spin states. The starting point for all experiments is the coherent spin state
(CSS). We prepare our ensemble using optical pumping as described in the
previous chapter (chapter 5). In the following, we will discuss the different
experimental methods employed in our lab to optimize the optical pumping
and determine the atomic spin orientation for our experiments.

This chapter will mainly present the techniques regarding (pulsed) MORS
– magneto-optical resonance spectroscopy – by focusing on data obtained
for the experimental setup of the DLCZ-type experiment. The choice origi-
nates from the fact that for the DLCZ-type experiment, we spent an extensive
amount of time improving the optical pumping and coherent state prepara-
tion. We use the pulsed MORS technique to quantify the success, we have in-
vestigated this technique and the underlying model used to analyze the data.
The principles presented throughout this chapter are also valid and have (par-
tially) been adapted to the quantum-enhanced MIT covered from chapter 12
onward. The specifics for the experimental setup and characterization for the
QMIT will be addressed in chapter 13.

6.1 MORS

The magneto-optical resonance spectroscopy (MORS) method can be used
to determine the atomic spin polarization p of a macroscopic spin ensemble.
Initially, this method was presented in Julsgaard (2003); Julsgaard et al. (2004).
MORS allows us to determine the distribution of the atomic population across
the different Zeeman levels of the ground-state hyperfine manifolds. This
can be done using continuous probing and optically pumping while slowly
sweeping the frequency of the RF field, driving Rabi oscillations between
neighboring Zeeman levels. The RF field, oriented transverse to the bias mag-
netic field, creates a non-vanishing transverse spin component Ĵ⊥. The trans-
verse spin component Ĵ⊥ precesses with the Larmor frequency ωL = 2π · νL.
Similar to the Faraday angle measurement (section 7.4), this alters the bire-
fringence of a far-detuned, linearly polarized probe. The orientation of optical
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1For simplicity, we provide the
expression here again:

Ŝout
y (t) = Ŝin

y (t) + aSx Ĵz(t)

2According to equation (2.3) the
Larmor frequency is determined
by the bias magnetic field as:

νL = gFµBBbias/h

Figure 6.1: Experimental (p)MORS
configuration. Illustration of the
beam and magnetic field orientations
used for exciting and reading out
the transverse spin component for
(p)MORS. See text for more details.

pumping and probing beams, along with bias and RF magnetic field orienta-
tion, is illustrated in figure 6.1.

In the following, we will consider the macroscopic spin Ĵi and light Ŝi
operators as introduced in chapter 2. Following the input-output relation
presented in equation1 (3.3a) in section 3.1, we can read out the orthogonal
spin component by recording Ŝout

y (t). Please note that we use horizontally
polarized input light such that Sx is again a macroscopic property. We use
a half-wave plate after the vapor cell together with a polarizing beamsplit-
ter to record the desired Stokes component Ŝout

y (t). For small rotation an-
gles, the recorded photo current I(t) of the detector – ignoring the linear DC
component – allows us to gain access to the transverse spin component since
I(t) ∝ 〈Ŝout

y (t)〉 ∝ 〈 Ĵz(t)〉 (Julsgaard, 2003).

To understand the MORS signal, we need to develop a description of the
dynamics. Here, we will follow Julsgaard (2003) but provide only the key
steps to reach the expressions required and only motivate the steps required
to achieve the stated results. First, we will consider the spin state of the atomic
ensemble containing NA atoms in the hyperfine manifold F. We can describe
the collective spin operators as (Julsgaard, 2003):

Ĵx = NA

F

∑
mF=−F

mFσ̂mF ,mF (6.1a)

Ĵy = NA

F

∑
mF=−F

C(F, mF)

2
(
σ̂mF+1,mF + σ̂mF ,mF+1

)
(6.1b)

Ĵz = NA

F

∑
mF=−F

C(F, mF)

2i
(
σ̂mF+1,mF − σ̂mF ,mF+1

)
(6.1c)

where C(F, mF) =
√

F(F + 1)−mF(mF + 1) and σ̂i,j =
1

NA
∑NA

k=1 |i〉k 〈j|k. The
indices i, j can take all values in the range i, j = [−F,−F + 1, ..., F]. Typically,
we are interested in F = 4 for our experiments. However, the description can
also be used for F = 3 when adjusting relevant information, such as the num-
ber of Zeeman levels, for example. Further, we need to consider the dynamics
introduced to our collective spin system when applying a transverse RF mag-
netic field oscillating with ωRF = 2π · νRF as BRF(t) = |BRF| cos(ωRFt + φ)

(along y-axis) while the spin-oscillator is subjected to a constant bias magnetic
field2 Bbias (along x-axis). For reference, the orientation of the fields is indi-
cated in figure 6.1. Concerning ourselves only with the first-order interaction
between the collective spins and the applied magnetic fields, the Hamiltonian
describing the dynamics is given as follows (Julsgaard, 2003):

Ĥ = gFµBJ · B
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3As previously introduced in
equation (2.4), the quadratic
splitting νQZ can be determined
from the Larmor frequency νL
and the hyperfine splitting νhfs
as

νQZ =
2ν2

L
νhfs

.

=
F

∑
mF=−F

h̄ωmF · σ̂mF ,mF+

gFµB

4

F

∑
mF=−F

(
C(F, m− F)σ̂mF+1,mF BRFeiωRFt + h.c.

)
(6.2)

where the second equality exploits the definitions introduced in equations
(6.1b,c). Further, we have introduced BRF = |BRF| e−iφ as the complex am-
plitude of the RF field.

Finally, we are interested in finding an expression for the population differ-
ences between neighboring Zeeman levels in order to evaluate the distribution
of atoms across a hyperfine manifold and determine the atomic polarization
of the atomic spin ensemble. Therefore, Julsgaard (2003) employs the Heisen-
berg equation using the Hamiltonian in equation (6.2) and adds decay terms
(Γ/2) by hand to account for the interaction of the system with the environ-
ment. This, together with defining ˆ̄σij = σ̂ijeiωRFt as slowly varying operator,
Julsgaard (2003) reaches the following:

∂ ˆ̄σmF ,mF+1

∂t
=

(
i∆ωmF −

Γ
2

)
· ˆ̄σmF ,mF+1

+
igFµB

4h̄
C(F, mF)BRF

[
σ̂mF+1,mF+1 − σ̂mF ,mF

]
(6.3)

Here, we have introduced ∆ωmF = ωRF − ωmF+1,mF , reflecting the frequency
difference between the RF field oscillation and the resonance frequency be-
tween two neighboring Zeeman levels. Since we wish to operate in the re-
solved regime, meaning that the quadratic splitting3 νQZ exceeds the linewidth
of the resonances between neighboring Zeeman levels, each resonance will be
subject to its resonance frequency in the first term of equation (6.3):

ωmF+1,mF

2π
= νL − νQZ (mF + 1/2) (6.4)

For the continuous MORS as discussed here, we are interested in finding the
equilibrium solution to equation (6.3). Considering a stationary RF field, the
solution to equation (6.3) is determined by Julsgaard (2003) to be given by:

ˆ̄σmF ,mF+1(t) = ˆ̄σmF+1,mF (0)e
(i∆ωmF−Γ/2)t

− iχ
i∆ωmF − Γ/2

[
σ̂mF+1,mF+1 − σ̂mF ,mF

] (
1− e(i∆ωmF−Γ/2)t

)
(6.5)

with χ = gFµBBRFC(F, mF)/(4h̄)

where we note that the steady-state solution is obtained when all oscilla-
tions have averaged out (e−Γt/2 → 0). Further, we can then easily obtain
σ̂mF+1,mF (t) by reverting the transformation to the rotating frame through σ̂ij =
ˆ̄σije−iωRFt. From equation (6.6a), we can obtain the dynamics for the collective
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4For an example description of
how this is exploited, consider
Krauter (2011), or Schmieg
(2019).

spin operators in equations (6.1b,c) as (Julsgaard, 2003):

Ĵy = Re

(
F−1

∑
mF=−F

iχ · eiωRFt

−i∆ωmF − ΓmF+1,mF /2
(
σ̂mF+1,mF+1 − σ̂mF ,mF

))
(6.6a)

Ĵz = Im

(
F−1

∑
mF=−F

iχ · eiωRFt

−i∆ωmF − ΓmF+1,mF /2
(
σ̂mF+1,mF+1 − σ̂mF ,mF

))
(6.6b)

where we have reused the previously introduced expressions for C(F, mF), χ,
and ∆ωmF . Please note that the expressions are proportional to σ̂ii instead of
the previous dependency on σ̂ij in equations (6.1b,c). The dynamics induced
from an RF magnetic field onto our transverse spin components will also be
of interest when performing the quantum-enhanced eddy current detection in
chapter 15. For our desired Fourier signal, the frequency-dependent magneto-
optical resonance spectroscopy signal – MORS(ωRF) – Julsgaard (2003) finally
reaches:

MORS(ωRF) ∝
∣∣∣∣NA

F−1

∑
mF=−F

[F(F + 1)−mF(mF + 1)]
i(ωmF+1,mF −ωRF)− ΓmF+1,mF /2

·

· 〈σ̂mF+1,mF+1 − σ̂mF ,mF 〉
∣∣∣∣2

(6.7)

where we see that the spectrum consists of a superposition of 2F Lorentzian,
each centered around their respective resonance frequency ωmF+1,mF . The
height of each Lorentzian depends on the population difference between the
two neighboring Zeeman levels, where the population of the i-th Zeeman
level is determined as 〈σ̂i,i〉. Overall, the total spectrum depends on the num-
ber of atoms NA within the hyperfine manifold F of the atomic ensemble.
Furthermore, the transverse spin decay rate ΓmF+1,mF determines the spectral
width of the Lorentzian resonances of the Fourier spectrum. Experimentally,
we record the desired spectrum by using a lock-in amplifier. Further, the RF
frequency is slowly swept within the range of interest.

Typically, we use the (continuous) MORS only to optimize alignment and
polarization of the optical pumping beams since changes lead to an instan-
taneous change in the observed spectrum4. Further, we use the technique of
colinear MORS to test the homogeneity of a magnetic field profile. There, we
exploit a small vapor cell, move it along the magnetic field profile, and record
the center Larmor frequency. The magnetic field profile can be obtained by
plotting the center Larmor frequency versus the position of the cell. We use
this technique rather commonly for magnetic field homogeneity optimization.
An example and accurate description of the technique are presented in ap-
pendix B.

However, considering that the experiments presented within this thesis
are operated in a pulsed fashion, we have to extend our MORS technique
to pulsed MORS to get a proper estimate of the atomic polarization for our
experiments.
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6.2 pMORS

Commonly, we extend the method of MORS to pulsed operation. We refer
to the pulsed version of MORS as pMORS. This originates from the fact that
all experiments presented throughout this thesis rely on pulsed measurement
sequences. For a reliable estimate of the atomic polarization after the respec-
tive optical pumping pulse, only pMORS can be employed to determine the
atomic spin state reliably. Therefore, we employ a sequence consisting of op-
tical pumping pulses (section 5.2), followed by a short RF pulse of roughly
50 µs for our pulsed version of MORS and consecutive optical readout using
a probing pulse extending multiple milliseconds. The precise RF pulse dura-
tion is chosen to fit an integer number of oscillations. As for MORS, the RF
pulse is used to excite the transverse spin component. This short pulse can
be seen as a "kick" of the macroscopic spin, creating a non-vanishing trans-
verse spin component Ĵ⊥. Instead of sweeping the RF frequency, we choose
a temporally short RF pulse much shorter than the transverse spin coherence
time (tRF � T2), making it spectrally broad. This allows us to address all
resonances between neighboring Zeeman levels despite their different ener-
getic splitting (1/νQZ � tRF). Figure 6.2 illustrates the pulse sequence. For
pMORS, we record time traces instead of directly recording the spectra using
lock-in detection. Typically, we record not only a single pulse sequence but
rather average it 500 times to remove incoherent noise from the time trace.
Further, optical pumping and probing duration is chosen to be significantly
longer than the transverse spin coherence time T2.

Figure 6.2: Pulse sequence pMORS. Illustration of the pulse sequence for the pMORS
measurement. The sequence starts with a long optical pumping duration, followed by
a short RF pulse of approximately 50 µs before the mean transverse spin is optically
read out with a probing pulse extending multiple T2 times. The RF and probing pulse
can be delayed to test the polarization decay.

We determine the Fourier spectrum from the recorded time traces in the
analysis. A quadratic splitting exceeding the linewidth of the individual reso-
nances allows for a resolved spectrum and is fundamental to reliably estimat-
ing the population differences for the atomic polarization. To motivate this,
let us consider how we estimate the atomic polarization p. In an atomic en-
semble, different atoms will occupy different Zeeman levels. Depending on
the value of mF, the projection along Jx will differ. We estimate the atomic
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spin orientation p by weighing Zeeman levels according to their relative oc-
cupation, normalized to the maximally polarized state (p = 1, all atoms in
mF = F). Then we obtain (compare equation (5.1)):

p =
1
F

F

∑
mF=−F

mF 〈σ̂mF ,mF 〉 (6.8)

For a reliable estimate of p, we require reliable knowledge of the occupation in
each Zeeman level 〈σ̂mF ,mF 〉. Their estimate will improve when the spectrum
is fully resolved.

The RF pulse, inducing Rabi oscillations between neighboring Zeeman lev-
els, is followed by an optical probing pulse, reading out the transverse spin
component. The underlying principle is the same as for MORS. However, the
dynamics in the pulsed case are more involved. Due to the free evolution, the
induced coherences between neighboring Zeeman levels are damped. Fur-
ther, the free evolution also leads to relative phases between the coherences.
The following will introduce the two models we use to estimate atomic polar-
ization. The first population model is the thermal population model as intro-
duced in Julsgaard (2003); Julsgaard et al. (2004). We refer to it as the thermal
model, as one of the basic assumptions is a thermal distribution of the occu-
pation. The eight population differences in the spectrum (equation (6.7)) are
replaced by two fitting parameters:

〈σ̂mF+1,mF+1 − σ̂mF ,mF 〉 = A · ε4−mF (ε−1 − 1) (6.9)

where A describes an overall scaling parameter of the spectrum, and ε repre-
sents the population differences following an exponential distribution. This
significantly reduced the number of free parameters to describe a pMORS
spectrum and enabled reliable fitting. Overall, the thermal model requires
only five parameters. The remaining three are the linewidth Γ, the center
frequency of the spectrum’s first peak, and a parameter accounting for the
resonance shift due to the quadratic splitting.

As we have seen in chapter 4, one of the main limitations for the readout
in the DLCZ-type experiment is the residual population in |F = 4, mF = 3〉.
Therefore, we spent a significant part of our efforts on improving the optical
pumping between Zugenmaier et al. (2018) and the more recent publication
Dideriksen et al. (2021). Therefore, the results and considerations regarding
atomic polarization optimization and pMORS analysis throughout this chap-
ter are based on the DLCZ-type experiment. However, the techniques and
improvements also apply to other experiments and are partially revisited for
the QMIT experiment later on (chapter 13 onwards). When we improved the
optical pumping, we started to observe discrepancies between the thermal
model and the recorded pMORS spectra (see figure 6.3). The main issue with
the thermal model is its ability to reflect the third peak correctly. Likewise, the
valleys in-between neighboring peaks cannot be reproduced with it. These is-
sues drove the investigation of alternative models in Schmieg (2019) and con-
secutively in Dideriksen (2021). We developed a model with three individual
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peak heights to allow for more flexibility of the fitting model at the expense
of excluding the remaining five peaks to be expected in the spectrum for the
4-manifold.
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Figure 6.3: Comparison pMORS model fits. Shown is the amplitude (top) and phase
(bottom) of our complex Fourier signal (blue) recorded with the pMORS technique.
The fit obtained with the thermal model is shown in red, while our free model fit is
shown in purple. See text for more details. The same experimental data is presented
in figure 3.10 in Dideriksen (2021).

Further, we added two phase factors between the complex Lorentzian mo-
tivated by the expression in equation (6.6a). Our motivation for doing so
lies in the slightly different resonance frequencies that should lead to relative
phases acquired during the spin’s free evolution after the optical pumping
stops. Therefore, our fit model, which we refer to as the free model, is given
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as follows (Schmieg (2019)):

pMORS (ω) = N ·
(

A1

(ωL −ω + iΓ
2 )

+
A2eiφ1

(ωL −ω + G + iΓ
2 )

+
A3eiφ2

(ωL −ω + 2G + iΓ
2 )

)
(6.10)

Here, we use N as an overall scaling factor, while Ai are the amplitudes
of the respective Lorentzian. Further, we have the central Larmor frequency
ωL and account for the frequency shift due to the quadratic splitting by intro-
ducing G. Also, we have the two complex phases φ1 and φ2. The linewidth
of the resonances if estimated by the fit parameter Γ. We observed in Schmieg
(2019) some instability of the fit regarding the phase factor for repeated mea-
surements. We extended our fitting routine to include the phase information
instead of only fitting the power spectral density. The fit exploiting the com-
plex Fourier signal was first introduced in Dideriksen (2021). Including the
phase information in our fitting routine improved the reproducibility of the
fitting results for repeated measurements. We observe a better agreement be-
tween the data and the fit for the free model compared to the thermal model,
as becomes apparent in figure 6.3.

While it is straightforward to calculate the population based on the ther-
mal model (equation (6.9)), we want to address the assumptions in our free
model. To estimate the polarization according to equation (6.8) based on
the fit result of the three complex amplitudes of the free model, we have to
make some assumptions regarding the occupation of Zeeman levels (Schmieg
(2019); Dideriksen (2021)):

〈σ̂4,4 − σ̂3,3〉 → A4,3

〈σ̂3,3 − σ̂2,2〉 → A3,2

〈σ̂2,2〉 → A2,1

where we assume for the last one that the remaining Zeeman levels have no
occupation, i.e., 〈σ̂mF ,mF 〉 = 0 for mF ∈ [−4, 1]. With this at hand, we can
calculate the respective atomic polarization from the two fit results shown in
figure 6.3. For the thermal model, we obtained pthermal ≈ 99.1 %, while for the
free model, we only estimate an atomic spin polarization of pthermal ≈ 98.8 %.
The discrepancy between the two estimates can be explained by the thermal
model underestimating the third peak in the spectrum significantly. Hence the
thermal model underestimates the residual population of atoms in Zeeman
levels with mF < 3, leading to an overestimation of the spin polarization in
the ensemble according to equation (6.8).

While 98.8 % of atomic spin polarization within our ensemble seems like
a relatively high level of polarization, we kept investigating how to improve
it further. Considering that the residual population in |F = 4, mF = 3〉 is the
main limitation in the DLCZ-type experiment, the residual population in the
F = 3 manifold is not a problem. Therefore, we investigated how delaying the
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5Only the amplitude is shown.
However, the fit was still con-
taining the phase portion as
well.

pump turn-off later than the repump laser alters our initial atomic polariza-
tion. Delaying the pump turn-off comes at the expense of the available optical
depth since we effectively reduce the number of atoms in the F = 4 manifold.
In figure 6.4, a comparison of the two spectra5 for no delay of the pump laser
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Figure 6.4: Comparison pump delays. PMORS spectra for pump turn-off 0 µs (blue)
together with the free model fit (red) in comparison to spectrum with pump turn-off
delayed by 40 µs (green) together with the free model fit (purple). At the expense of
the overall signal and optical depth, the relative height of the second and third peaks
is reduced. This figure contains the same data as figure 3.13 in Dideriksen (2021).

turn-off compared to 40 µs delayed pump laser turn-off is presented. For the
latter, the atomic spin polarization increases to pfree ≈ 99.2 %. Extending the
delayed turn-off of the pump laser beam further does not improve the atomic
polarization further (see Dideriksen (2021)).

The pMORS also allows us to determine the evolution of the transverse
spin component by delaying the probing pulse by variable gaps. Appendix C
provides an example of that. Further, the T2 in the dark, meaning in the ab-
sence of other decoherence processes due to probing and the RF field, can be
determined. Similar to the T1 time (chapter 7), this can be done by extrapolat-
ing the RF power and probe power to zero by recording pMORS for different
values.

Let us summarize the key facts regarding optical pumping optimization
and quantification using the technique of pMORS. Optical pumping and co-
herent spin state preparation are fundamental requirements for many exper-
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iments throughout this thesis and beyond. Calibrating and estimating the
atomic spin state using pMORS allows quantifying the atomic spin state in
an experimental sequence. Further, the information about the population dis-
tribution across Zeeman levels allows us to identify limitations and evalu-
ate possible improvements. Combining the pMORS spectra with respective
fitting models, the information about the Zeeman level populations can be
extracted. The free model reproduces the spectrum better than the thermal
model for a very high atomic spin polarization. The technique pMORS can
also be imagined to quantify other optical pumping schemes as proposed in
Chalupczak et al. (2018), not necessarily limited to preparing the spin ensem-
ble in a coherent spin state. However, depending on the choice of spin state
preparation, a suitable fitting model is required to extract and quantify the
relevant information from the pMORS spectrum. An alternative approach
to pMORS is to monitor higher-order Zeeman coherences as presented in
Pustelny et al. (2006). The authors excite and read out higher-order Zeeman
coherences as nonlinear magneto-optical rotation with frequency-modulating
the light. In appendix C, we further present the evolution of the atomic spin
polarization versus delay time and our efforts of combining pMORS with a
second measurement to get absolute estimates of the Zeeman level occupa-
tion as opposed to the relative ones we exploited throughout this chapter.



Chapter 7

Cell testing

During the time of this PhD program, we were fortunate enough to get a
visit by Mikhail Balabas, a master at crafting anti-relaxation coated atomic
vapor cells. In the following, we will introduce vapor cells and the subtleties
of quantifying their performance. Given that the various experiments in our
group have different requirements on the vapor cells, a variety of cells has
been manufactured during the visit of Mikhail Balabas. While these measure-
ments provide information about newly fabricated cells, some of the tech-
niques used are also relevant for the day-to-day operation of our experiments.
Apart from the experimental performance of newly fabricated cells, denoted
Generation O to indicate their fabrication time and properties, procedures re-
garding the cell fabrication and specifics in the approach for this generation
will be introduced briefly.

During the cell testing efforts, the master student Isaac Roca Caritg was
introduced to the different techniques used for vapor cell characterization. He
joined in the cell testing efforts for a small subset of measurements. Therefore,
this chapter has some overlap with the data presented in the master thesis by
Isaac Roca Caritg (see: Caritg (2022)).

7.1 Vapor cells

Many room-temperature experiments in quantum optics use so-called va-
por cells – glass containers usually filled with one or more atomic or molecular
vapors. Vapor cells are versatile due to their broad applicability. Vapor cells
can be made with different atomic species – in this thesis, we only use cesium –
and come in various sizes and geometries, depending on the application they
are intended for. Sensing and detection applications of atomic vapors range
from terahertz electrometry (Chen et al. (2022)) or imaging (Downes et al.
(2020)), eddy current detection (Jensen et al. (2019)), unshielded magnetoen-
cephalography (Zhang et al. (2020)), as an optogalvanic gas sensor (Schmidt
et al. (2020)) or even as a possible application for improved gravitational wave
detection (Khalili and Polzik (2018)). Other applications are, for example,
within the field of quantum communication as building blocks for DLCZ-

73
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Figure 7.1: Vapor cells. Assortment of cesium vapor cells with different geometries. All displayed cells are of encapsulated
design with a channel of a variable cross-section diameter and channel length. The channel is contained within a half-inch
glass cylinder. All cells are coated with an anti-relaxation coating and have a drop of cesium in the attached stem as the
atomic reservoir. Jun Jia kindly provided the picture.

type of experiments (Borregaard et al. (2016); Dideriksen et al. (2021)), EIT-
based quantum memory (Ma et al. (2015)) or parametric downconversion
based single-photon generation and matched atomic vapor storage (Buser
et al. (2022)).

In our group, we employ vapor cells for various experimental applica-
tions. A subset of the experiments has already been covered in the introduc-
tion in chapter 1. All of our experiments have in common that we use anti-
relaxation coated vapor cells. We exploit anti-relaxation coatings to prevent
loss of atomic spin orientation when the atoms collide with the channel walls
due to their thermal motion. We do not suppress thermal atomic motion in our
vapor cells, as opposed to buffer gas cells, where a buffer gas consisting of one
or more atomic or molecular species is used to slow down the atomic motion
to elongate spin coherence times. A better coating enables longer coherence
times of atomic spin states, which are an essential performance parameter of
vapor cells for us. Other figures of merit are the transmission and atomic
density of a vapor cell. These vapor cell properties depend on the tolerable
temperature of the anti-relaxation coating and the manufacturing process. All
cells are handcrafted. Hence, there is a limit to the reproducibility of each cell
parameter, and we require individual testing of each cell.
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Figure 7.2: Illustration cell parts. Left: Schematic of cell with channel showing the stem with cesium, the anti-relaxation
coating (yellow), and anti-reflection (AR) coating (blue). Figure inspired by Figure 3.1 in Enault-Dautheribes (2017). Right:
Picture of encapsulated glass chip micro-cell. Photo: Carsten Seidel for University Post.

7.1.1 Information about Generation O

The vapor cells manufactured as part of Generation O were all made in
winter ’21 to spring ’22. All of them are produced similarly, while their di-
mensions vary to accommodate the needs of their intended practical appli-
cation. Two main types of cells can be distinguished in this vapor cell gen-
eration. One design is the encapsulated chip cell, while the other type is a
simple encapsulated glass channel. Figure 7.1 is a picture of an assortment of
vapor cells illustrating the various designs and geometries. For small interac-
tion volumes, glass chips are used for improved stability in the encapsulated
design. Independent of the precise geometry, all channels/chips are placed
inside a half-inch glass tube forming the vapor cell body. The cell body is con-
nected to a stem containing a drop of pure cesium. A schematic illustrating
the generic design of our vapor cells is provided in figure 7.2. All glass parts
consist of Borofloat, sometimes referred to as Duran or Pyrex. The channels,
chips, and glass tubes are obtained from Vitrocom, partially as off-the-shelf
parts and partially as a custom order. The bare windows originate from Foctek
China but were coated with an AR coating on both sides by the Danish com-
pany Ferroperm.

In order to attach the windows to the cell body, the outer rim of the AR
coating had to be polished off. Polishing off the outer rim can cause minor
scratches on the surface, leading to unwanted scattering and losses in trans-
mission of the vapor cell. The channel/chip is placed inside a half-inch glass
tube of the same length. The glass tube has a smaller glass capillary attached
to it that will enable the filling of the cell and form the stem of the cell. The
window and cell body are fused by melting the rim of the window and glass
tube. The windows are attached to each side of the cell body, clamping the
channel/chip in between the windows. The procedure is the same for all cell
geometries. For an overview of the geometries realized, see table A.1 in ap-
pendix A.2. A connection between the cell channel and the atomic reservoir in
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1This is not the case for the cell
of encapsulated design used
for the DLCZ-type experiment
(chapters 8 to 11). This cell is
from an older generation and has
a micro-drilled hole connecting
the channel with the cell body.

Figure 7.3: Picture scratched win-
dow Frontal view of a vapor cell. The
window has visible scratches from
the manual manufacturing process.
Polishing off the rim of the AR coat-
ing or other mechanical forces led to
scratches on the cell window.

the stem requires a physical connection. For this, one of the channel surfaces is
scratched, creating a connection between the channel and the cell body. When
heating the cell, this allows for atoms from the cesium reservoir to evaporate
and reach the cell channel1. The manual scratching process leads to a natu-
ral variance in how big the connection between the channel and the cell body
is. In an experiment, a more significant scratch allows more atoms to leave
and enter the channel from the cell body. The scratch also enables coating the
inside of the channel during the filling process.

The anti-relaxation coating made for cells of Generation O is based on
normal alpha olefins "AlphaPlus C30+HA" from Chevron Phillips Chemical –
CPChem. The C30+ mixture contains more than 95 % of carbon chains with
at least 30 carbon atoms (CPChem (2010)). It is an alkene type, also referred
to as the unsaturated hydrocarbon type, with one double bond between two
carbon atoms. The C30+ mixture is distilled to increase the amount of long-
chained molecules allowing for higher operating temperatures of the coating.
Since this has to be done for each set of cells manufactured, each coating has
a slightly different composition. However, the higher operational tempera-
tures, meaning increased atomic density and optical depth, are at the expense
of possible spin relaxation times. Typically, anti-relaxation coatings that allow
for more wall collisions and enable longer spin coherence times come with
the limitation that they only endure lower experimental operation temper-
atures. The relation between longer coherence times with low-temperature
anti-relaxation coatings has been experimentally verified for older genera-
tions of cells with different coatings in our lab, for example, in Zugenmaier
et al. (2018), and externally by the authors of Balabas and Tretiak (2013). Coat-
ing material with shorter carbon chains allows, on average, longer relaxation
times at the expense of enduring lower operational temperatures in the exper-
iments.

The cell is cleaned and evacuated before the distilled coating material is
deposited inside the cells at high temperatures ranging for Generation O be-
tween 320 and 350 ◦C. Afterward, the residual gaseous coating material is
removed, and the cell is evacuated once more before finally adding a drop of
cesium to the cell. As a last step, the cell is disconnected and sealed from the
manufacturing glass construction.

7.2 Transmission and Losses of vapor cells

High levels of transmission for newly fabricated cells are essential. A
low transmission indicates losses that can harm an experiment’s performance,
making cell transmission a figure of merit for us. The transmission of a cell
is influenced by the anti-reflection (AR) coating of the windows or other is-
sues during the manual manufacturing process of the vapor cells. These in-
clude, for example, bending or twisting the channel (illustrated in figure 7.5)
or alignment of the windows at an odd angle (figure 7.6). Also, the outer rim
of the windows was coated and had to be polished off, sometimes causing
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Figure 7.4: Alignment chip cell. We
verify the proper alignment of a prob-
ing beam through the channel with
a camera for the front (top) and side
view (bottom). We increase the con-
trast by shining light from the top
into the shield with a flashlight.

Figure 7.6: Illustration issues with
windows. Top: Scratches/dirt ob-
scuring transmission through the
channel. Bottom: Example of win-
dows bending and alignment issues
during the attachment of the win-
dows to the glass body.

scratches on the coated windows when removing the outer part of the AR
coating (figure 7.3). A too-thick coating layer or condensed cesium on the
windows reduces a cell’s transmission.

We adapt the beam size to match the cross-section of the cell under inves-
tigation for a reasonable estimate of the cell transmission. A too-big beam
diameter would lead to clipping and scattering losses, while a too-small beam
does not accurately reflect the transmission through the whole channel cross-
section. The maximal local transmission for a small beam might exceed and
not reflect the expected transmission for a beam with an adequate filling fac-
tor. For small cross-sections, it is crucial to verify the alignment of the beams
using a camera. The alignment of a probe beam inside a chip cell is illustrated
in figure 7.4.

Figure 7.5: Illustration of channel misalignment. Left: Schematic of cell visualizing
tilt of the channel inside the cell body. Right: Frontal view for illustrating a twisted
channel inside a vapor cell.

Measuring all cells of Generation O for their transmission leads to the re-
sults stated in table A.1, visualized in figure 7.7. Most of the cells exhibit
between 94 and 97 % of transmission. Fortunately, the transmission is not
dependent on the cross-section of the cells. The AR-coated windows are spec-
ified for 99.5 % transmission, leading to 99 % of expected transmission for
the cells. This value does not agree with our observation. We investigated
the possible causes for the lower transmission. Therefore, we checked the
transmission through windows and cells at different manufacturing steps to
identify where the losses originate.

We compared uncoated and coated cells to rule out the anti-relaxation
coating as the reason for the diminished transmission. Coating and filling the
cells with cesium could also be ruled out. Instead, the attachment of the win-
dows to the cell body was identified as the problem. Testing bare and filled
cells, we observed hardly any difference. However, we measured 1.5 % of re-
flection of the attached windows as opposed to the bare AR-coated windows.
This was measured and confirmed together with Jeppe Detlefsen for multiple
cells, angle of incidence, and more. The increase in reflection identifies the
glass-blowing process as the problem. We suspect that heating the rim of the
windows to the melting point adds much stress to the window and the AR
coating. The melting can cause cracks and stress within the AR coating or the
window substrate.
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2For an introduction to the se-
lection rules, one might consider
Foot (2005), or Steck (2007).

Figure 7.7: Transmission of cells. The different transmission values obtained for Gen-
eration O, each cell reflected with label and individual color, plotted versus their cross-
section. It should be noted that for better visibility, cell "O10" has been excluded due
to its bad transmission (table A.1).
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Figure 7.8: Recorded absorption sig-
nal cell O19. Offset corrected ab-
sorption signal recorded with APD.
The left dip is the F = 4 manifold,
while the right dip corresponds to the
F = 3 manifold. The signal was av-
eraged ten times to remove uncorre-
lated high-frequency noise.

As lessons learned, this means that windows with a thick, flat center but
thinner rim could be tested in the future. The idea here is that a thinner rim
could help during the attachment process. Less material must be melted for
the attachment process, thus reducing the AR-coating and window substrate
distress due to the glass-blowing. Hopefully, this will allow for a higher trans-
mission of vapor cells. Also, twisting and bending of the glass channels could
be remedied by using glass wares with thicker walls, making the parts stur-
dier. We also plan to coat only the center of the window substrates with the
AR-coating to not remove part of it again and damage the center of the coating
layer in the process.

7.3 Atomic absorption measurement

Another figure of merit for vapor cells is their atomic density, from which
the number of atoms inside the interaction volume and the expected optical
depth (OD) can be calculated. To measure the atomic density, we use what we
refer to as "absorption measurement". The absorption measurement exploits
the detuning-dependent light absorption of atomic transitions. Scanning the
probe laser over the two hyperfine ground state transitions allows recording
an absorption spectrum (figure 7.8). For the D2 line, we expect the absorp-
tion spectrum to consist of two dips corresponding to the Doppler-broadened
transitions for the F = 4 and F = 3 manifold, determined by the selection
rules2.

The optical power used should not saturate the atomic transitions and
avoid broadening effects to get a reliable estimate of the number of atoms.
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3For readers interested in broad-
ening effects of atomic transitions
might want to consider Foot
(2005) as an extensive resource.

The probe laser should scan slowly enough that we can assume an equilib-
rium distribution of the atoms. A too-fast or a too-high probe power would
lead to asymmetry in the absorption dips for the up-and-down scan of the
laser frequency. The transmission signal through the vapor cell is recorded
with an APD due to the low optical powers used for this measurement (figure
C.2). Figure 7.8 shows an offset-corrected absorption signal. We see the probe
power is not constant when scanning the probe laser frequency. For a more
reliable estimate of the atomic density, the signal is normalized to correct for
the frequency-dependent power change of the probe laser.

The absorption spectrum can be integrated for low optical depths to es-
timate the atomic density (Fabricant (2014)). Increasing the length of cells
to 80 mm or operating at elevated temperatures, complete absorption limits
the applicability of this method. Therefore, a fitting algorithm taking the
temperature-dependent Doppler broadening leading to Voigt profiles of the
atomic transitions, including their relative transition strengths, was devel-
oped in Schmieg (2018). This fitting routine allowed for more reliable esti-
mates, even for the case of total absorption. The method was also successfully
used, for example, in Thomas (2020); Dideriksen (2021). The two dips in the
absorption spectrum are separated by the hyperfine splitting of 9.2 GHz. The
frequency and temporal separation between the two dips allow us to convert
the time trace into a spectrum. Due to the nonlinearity of the probe laser scan,
an asymmetric Mach-Zehnder-Interfero-meter (MZI) of 2.58 m path difference
is exploited to improve the time-frequency conversion by recording the inter-
ference signal on a simple reference photo detector (PD). Details can be found
in Schmieg (2018). The experimental setup is shown in figure 7.9, illustrating
the separate path for the MZI together with the transmission measurement. In
the following, we will summarize the approach developed in Schmieg (2018)
and present the core concepts of the model and the fitting routine here.

The atomic density can be determined from the absorption spectrum from
the Beer-Lambert law describing the probe attenuation through a medium:

Iν(Lz)

Iν(0)
= exp (−ρσ(ν)Lz) = exp (−α(ν)Lz) (7.1)

where ρ refers to the atomic density, Lz is the length of the atomic medium, in
our case, the length of the cell, and σ(ν) is the frequency-dependent absorp-
tion cross-section. Lastly, ρσ(ν) = α(ν) is the absorption coefficient.

Due to the finite temperature, all atomic transitions are subjected to Doppler
broadening. This Doppler broadening means that each transition is a con-
volution of the Lorentzian atomic spectral line and the Gaussian Boltzmann
velocity distribution3 (Schmieg, 2018):

SFF′ (ν) =
∫ ∞

−∞

γF′
2

(ν− νFF′)
2 −

(
γF′
2

)2 ·
exp

(
− ln 2 (ν−ν′)2

Γ2
D

)
√

π
4 ln 2 ΓD

dν′ (7.2)
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4The values for the Glebsch-
Gordan coefficients can be found,
for example, in Steck (2019).

5Typically, the value of this
parameter is within the range
[0.99, 1.01], therefore acts only as
a really minor correction to our
calibration.

Figure 7.9: Experimental setup: Absorption measurement. Relevant optical paths
for the absorption measurement for a vapor cell, including the asymmetric Mach-
Zehnder-interferometer (MZI) for linearizing the probe scan. BS indicates a beam-
splitter, λ/2, and λ/4 represent half- and quarter-waveplates. Green tiles represent
parts of the experimental setup relevant only to the absorption measurement of the
cell testing. Paths in Orange tiles are part of the setup but not used for the absorption
measurement.

where ΓD refers to the temperature-dependent Doppler width (HWHM) and
γF′ is the excited state decay rate. The total absorption spectrum is then a su-
perposition of all six allowed transitions weighted according to their Glebsch-
Gordan coefficients4, incorporated into AmF

FF′ in equation (7.3). Using this spec-
trum and introducing an overall scaling factor allows incorporating the atomic
density of the medium:

c1α(ν) = c1 · ∑
F,F′

∑
mF

AmF
FF′SFF′(ν) (7.3)

Combining the above expressions, the overall fitting model can be expressed
as:

Iν (L)
Iν (0)

= exp (−c1 · α ((ν− c2) · c3) · Lz) (7.4)

where the two additional fit parameters are a shift along the frequency axis,
given by c2, and a frequency scaling factor allowing for corrections in the time-
frequency conversion, denoted c3

5. The latter serves the purpose of adjusting
the frequency scale of the spectrum to the data. Only c1 defines the steepness
of the absorption spectrum. The fitting parameter c1 thus allows us to retrieve
the information from our measurement required to determine the atomic den-
sity ρ.

Using equation 7.1, we can calculate ρ from the fit of the data to the spec-
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Figure 7.10: Comparison absorption spectra for different temperatures Left: Normalized absorption spec-
trum with obtained fit for cell O19 at room-temperature. Right: Same, but at an elevated temperature of 41
degrees.

trum as:

ρ =

∫ ∞
−∞ c1 · α ((ν− c2) · c3) dν∫ ∞

−∞ σ(ν)dν

=
1

πcre f

∫ ∞

−∞
c1 · α ((ν− c2) · c3) dν (7.5)

where we have used that the integral over the atomic absorption cross-section
is given as

∫
ν σ(ν)dν = (πre f c) (Fabricant (2014)). Here, c is the speed of

light, re is the electron radius, and f is the absorption oscillator strength. For
the D2 line of cesium, it takes the value f = 0.7164 (Steck (2019)). As an
example, we have performed the absorption measurement for cell O19 at two
different temperatures. Figure 7.10 presents the respective absorption spectra.
The values of the atomic density were determined to be:

ρ23◦C = (3.78± 0.02) · 1016 1
m3 (7.6)

ρ40◦C = (1.40± 0.01) · 1017 1
m3 (7.7)

where we estimate the uncertainties from an error on the temperature of 1 ◦C
since we cannot place our thermistor arbitrarily close to the cell, we also note
that statistical uncertainties lead to uncertainties of the same magnitude. The
difference between the two atomic densities corresponds roughly to a factor
of 3.7, which agrees with the expected increase in vapor density for cesium
provided in figure 1 in Steck (2019).

The summary table A.1 in appendix A.2 shows the results at room-temperature
for all cells of Generation O. The results are presented in figure 7.11 versus the
order the cells were manufactured for easier comparison. This figure shows
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Figure 7.11: Measured atomic densities. The measured atomic densities were deter-
mined using the fit model described in the text. All densities correspond to room-
temperature measurements. The densities are plotted versus the manufacturing or-
der of the vapor cells to identify possible manufacturing dependencies of their perfor-
mance.

that most cells exhibit a vapor density within a factor 2 of each other. The
differences could be related to different amounts of cesium in the stem or the
size of the scratch, connecting the reservoir via the cell body to the cell chan-
nel. Another explanation is the different composition and thickness of the
anti-relaxation coating as investigated in Li et al. (2017). Variations in the cell
coating would explain why the cells O17-O19 have a slightly higher atomic
density, as they were manufactured simultaneously. Cell O22 was a cell that
we discovered at the end but was suspected to be already manufactured as
one of the first but not tested initially.

Another explanation for the variance in the atomic densities observed is
that the volume or the length could be a factor that introduces biases to our
results. A bias due to the cell channel volume could explain why cells O17-
O19 and O21 have a higher atomic density than those with smaller volumes,
as can be seen in figure 7.12. If we consider that the channel length mainly
determines the optical depth and hence the observed absorption, this would
speak against a bias of the fitting routine and model towards bigger channel
volumes, as the cells O7, O8, O12, O13, and O15 also have a length of 80 mm.
Nevertheless, the cells with smaller volumes are consistently lower in atomic
density, except for cell O5. Given that the cells were mainly manufactured
in sets with similar dimensions, we cannot rule out either explanation for the
variation of atomic densities. One way to investigate this in the future is to
manufacture and fill cells in sets of mixed geometry. Then comparing tenden-
cies in the atomic density plotted versus manufacturing order and interaction
volume should give a better idea of the underlying reason and help identify



Measuring relaxation time T1 83

Figure 7.12: Measured atomic densities versus channel volume. The measured
atomic densities obtained from the respective absorption spectra, similar to figure 7.10,
versus the volume of the channel. For identification, each cell is shown in a different
color and their number is indicated.

possible biases and errors in the measurement or its analysis.

7.4 Measuring relaxation time T1

For many of our experiments, we must achieve a good spin polarization
of our ensemble, but we also need to know how fast the coherent spin state
(CSS) decays. For this purpose, we are interested in T1, the spin population
decay time (longitudinal spin Ĵx(t)), and in T2, the spin coherence decay time
(transverse spin component Ĵ⊥(t)) as introduced in section 2.3.1. Since mag-
netic field inhomogeneity and the like impact T1 less, it reflects the vapor
cell performance, while T2 reflects both cell properties and magnetic field ho-
mogeneity. We already discussed determining the transverse spin coherence
time T2 as part of the atomic state characterization in the preceding chapter
6. Here, we will focus on one of the experimental techniques used to quantify
the longitudinal spin coherence time T1. For many experiments at Quantop,
the transverse spin coherence time T2 is of more relevance. However, it is also
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6T2 was measured in the "GWD
lab" by Jun Jia and Ryan Yde.

Figure 7.13: Experimental setup: Absorption measurement. Relevant optical paths
for the T1 measurement, including the optical pumping path and the homodyne de-
tection marked in the orange tiles. BS indicates a beamsplitter, λ/2, and λ/4 represent
half- and quarter-waveplates. Optics in green tiles are not used for the T1 measurement
but are part of the whole setup for cell testing.

Figure 7.14: Coil system T1 measure-
ment. Picture of the 3D printed coil
frame used for the T1 measurement.
We use multiple coil pairs to opti-
mize the magnetic field homogeneity
along the cell channel.

more tedious to measure, especially given the vastly different sizes of the cells
to be tested. Therefore, we investigate T1 for all vapor cells, while only for
a subset T2 was also measured6. From this, we hope to have some way of
gauging the expected cell performance from the much simpler T1 measure-
ment to the expected T2 times. A note of caution: T2 is highly dependent on
magnetic field inhomogeneity and magnetic field fluctuations. Therefore, ex-
trapolations from one setup to the other must be taken with a grain of salt.
However, since all T1 will be measured within the same setup with the same
magnetic field settings, we can evaluate the cells reasonably well with respect
to each other.

Figure 7.15: T1 measurement sequence. Measurement sequence for the Faraday angle
readout to estimate the T1 time. The atomic ensemble is first optically pumped (red).
In a second step, the optical probing is turned on and the decay of the Faraday angle
is recorded using an optical probing pulse with τ � T1.

For the T1 measurement, we use the magnetic shield used for the DLCZ-
type experiment. However, we removed the innermost aluminum layer with
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7This method has been subject
in many previous theses, we
will therefore refrain from re-
producing all the details here.
The interested reader should
consult Fabricant (2014) for a
more experimentalist’s take on
the measurement or Julsgaard
(2003) for a more in-depth math-
ematical description.

8We used a RIGOL DG1032 for
the trigger generation of the
switches for the light pulses.

the coil frame. We exchanged it with a 3D-printed coil frame, generating a
field along the probing direction as indicated in figure 7.13. Figure 7.14 de-
picts a picture of the new coil system. We use a combination of multiple coil
pairs whose current ratio has been optimized to create a homogeneous mag-
netic field along the cell channel. More details on the coils used for the T1
measurement can be found in Caritg (2022) and are not reproduced here for
brevity.

When performing the T1 measurement, we rely on the Faraday effect and
the respective light polarization rotation due to atom-light interaction. The
macroscopic spin 〈Jx(t)〉, prepared via optical pumping (compare chapter 5),
rotates the polarization axis of linearly polarized light propagating along the
magnetic field direction due to circular birefringence. The rotation angle is
often referred to Faraday angle θF and is given by (Krauter, 2011):

θF(t) =
γa1λ2 〈Jx(t)〉

32A∆π
(7.8)

The rotation angle depends on the polarization state of the atomic spin state,
meaning the magnitude of 〈Jx(t)〉. In principle, equation (7.8) equips us to
calculate the maximal Faraday angle for a given detuning and the number of
atoms for a fully polarized atomic ensemble. For convenience, we are not in-
terested in measuring the maximal rotation angle but rather in exploiting that
the decay in the atomic state will decrease the rotation angle over time. Hence,
this change in light polarization can be monitored using polarization homo-
dyne detection. Figure 7.15 illustrates the pulse sequence. Due to the decay of
the atomic spin state, we can describe the dynamics by a simple exponential
decay as 〈Jx(t)〉 = 〈Jx(0)〉 e−t/T1 (see also section 2.3.1). In order to record the
decay of the DC-Faraday rotation7, we use a simple sequence that switches be-
tween optical pumping (circularly polarized) and probing (linearly polarized)
beams.

We use the setup shown in figure 7.13, indicating relevant optical paths
and components, for measuring the DC-Faraday rotation and its decay. We, of
course, adapted the beam sizes to match the respective channel cross-sections
with lenses. We use a simple sequence of 500 ms optical pumping, 100 ns de-
lay, and then probing the DC-Faraday rotation either continuously (m̃ultiple
T1 times) or pulsing the probe light to reduce the depumping effects. Pulsing
the probe corresponds, in a sense, to applying lower mean probing powers.
We use a function generator and AOMs to control the light pulses8.

We record the time trace of the decay of the DC-Faraday rotation signal
for different probing powers. We fit an exponential decay to the DC-Farday
rotation signal for each optical probing power. An example recording with
respective fit is shown in figure 7.16 for cell O16 with a probe power of 20 µW.
The higher the probing power, the faster we expect the signal to decay as the
probe laser induces more and more decoherence. Plotting the respective T1
times for each cell versus various probe powers, we can fit a linear function to
extrapolate the expected T1 time in the dark. The linear extrapolation of the



86 Chapter 7. Cell testing

Figure 7.16: Decay of Faraday rotation. Exemplary recording of the measured Fara-
day angle decay (blue) for cell O16 with a simple exponential fit (dashed orange line)
of type f (t) = a + b exp(−t/T1) to extrapolate the T1 time after turning off optical
pumping at t = 0. This measurement is repeated for many different probe powers.

Figure 7.17: T1 versus probe power. Obtained T1 times (red dots) for cell O16 as
obtained from the Faraday rotation decay as presented in figure 7.16 versus different
probing powers. From this, we extrapolate the decoherence time in the dark for zero
probe power to be T1 = (1.19± 0.01)ms using the fit function (blue).

T1 time in the dark is shown for cell O16 in figure 7.17. The extrapolated T1
times in the dark are the values we stated in table A.1 and plot for compari-
son versus the channel cross-section in figure 7.18. Typically, we choose T1 in
the dark for comparison, as this time should be independent of the applied
probing power, enabling us to compare cells of different geometries and beam
sizes. We see a variance in the observed T1 times for cells. We expect the av-
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erage T1 time to increase with the mean free path of the atoms towards larger
channel cross-sections. However, we expect cells of the same cross-section
to exhibit similar longitudinal spin coherence times. Precise anti-relaxation
coating compositions and thickness variations are likely cause the observed
coherence time differences. We can rule out that the variances are related to
day-to-day drifts, as we tested the same cell over multiple days and observed
a high level of reproducibility.

Figure 7.18: T1 times in the dark versus channel cross-section. Observed T1 times in
the dark for all cells (individual colors and labels) versus their respective cross-section
diameter. The two insets are zoom-ins of the data points to allow better data visibility.

Naturally, one would easily anticipate some correlation between different
cell performance parameters when observing variations in different parame-
ters. For example, one could expect a correlation between a low transmission
of the vapor cells and the observed coherence times. However, there is no
clear trend that long T1 times coincide with the high transmission of a vapor
cell. The absence of correlations illustrates the natural variability across vapor
cells due to their manufacturing process. The high level of the individuality of
cell performance is why we go through so much trouble in having many cells
fabricated and tested with the same geometry. The individuality of the cells
makes it hard to predict the precise outcome in cell performance, and hav-
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9Recuring refers to heating the
cell to an elevated temperature
to remove atoms that are stuck
to the coating or the window
and "reinitialize" the cell in a
sense. The method is described
in appendix A.1.

ing a variety will ensure that we can take our pick, accommodating a specific
experiment’s needs.

Comparison T1 and T2

As mentioned, we are interested in extrapolating the T2 times of newly fab-
ricated cells based on the much simpler T1 measurement. The hope is to find a
linear dependence between both measurements to extrapolate the remaining
cells’ expected performance. The values for the T2 times have been obtained
by Jun Jia and Ryan Yde in the "GWD lab".

In figure 7.19, we plot the measured T1 and T2 times in the dark versus
each other. We fitted a polynomial of the first order to the result and observed
rather good agreement. The linearity hints that each method seems to repro-
duce the relative performance. Otherwise, lower T2 would not necessarily
correspond to observing lower T1. One outlier is cell O12, but there we had
the problem that between its T2 measurement and the T1 measurement, we
had observed a sudden degradation of the cell. This sudden cell degrada-
tion has often been observed across many cell generations (e.g., Zugenmaier
et al. (2018); Thomas (2020)). For cell O12, we had to recure the cell9 multi-
ple times before a proper T1 measurement with a reasonable outcome could
be performed. Therefore, this data point is likely, not reliable. Nevertheless,
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Figure 7.19: Polynomial of first order fitted to T2 times versus T1 times in the dark,
individual colors for each cell, to extrapolate the expected proportionality factor. The
purple line illustrates the fitting result. Cell O12 is an outlier, but removing it did not
alter the result significantly. More information about O12 is provided in the text.

using the relation in figure 7.19 allows for a rough estimate of the expected T2.
However, one should be careful and not extrapolate the absolute expected T2
values from the various T1 in the dark shown in table A.1 in appendix A.2. It is
limited to how comparable T1 and T2 measurements are since they were per-
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10This has been a rather long
endeavor for our fellow Quan-
toppies in the GWD lab, extend-
ing over more than a year. The
results have been part of the
Master thesis by Ryan Yde (Yde
(2020))

formed in different experimental setups and regimes. For example, T1 mea-
surements were performed at significantly higher magnetic field strength than
T2. Also, the magnetic field used for the T2 measurements has been specifi-
cally designed to achieve an incredibly high magnetic field homogeneity10,
decreasing the decoherence rate due to magnetic inhomogeneity compared
to other experimental setups. However, due to the linear agreement, using
the values to relatively judge the cells compared with respect to each other is
possible.
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Chapter 8

A room-temperature atomic
ensemble as single-photon source

Single-photons and their sources are fundamental building blocks for many
schemes establishing secure communication channels. Characteristics of sin-
gle-photons are their statistical properties, manifesting in the anti-bunching of
photons. This allows us to quantify the performance of single-photon sources
by investigating the auto-correlation function of their light field. There are
two fundamentally different ways of generating single-pho-tons: probabilis-
tic and deterministic single-photon generation. The fundamental difference
here is that probabilistic sources will generate single-photons with some finite
probability but most of the time zero photons. With a finite probability, two
or more photons are generated. Multi-photon generation can be detrimental
to specific quantum cryptography protocols. However, a truly determinis-
tic single-photon source will generate a single-photon – and a single-photon
only – each time. Many efforts have been aimed at developing single-photon
sources across many different physical platforms, as seen in the introductory
chapter of this thesis (section 1.2).

Often, a single-photon source by itself is of limited use with probabilis-
tic operating schemes, as the photons are generated with low probabilities,
and successful generation can be random in time. Therefore, these sources are
often combined with a quantum memory (section 1.3). A quantum memory
allows the successful storage of a quantum state, for example, single-photons.
After a variable storage time, the stored state can be retrieved from the mem-
ory again. While it is easy to think of combining two systems, one dedicated to
the single-photon generation and one dedicated to the storage of said single-
photon, it is technologically simpler to have one system combine both proper-
ties. The advantage of having source and memory within one physical is that
one does not need to worry about how to interface both systems. A single ex-
perimental setup and control suffice. The DLCZ protocol exploits storage and
consecutive retrieval of single-photons on demand for long-distance entan-
glement generation using atomic ensembles. The protocol aims to overcome
limits set by losses when sending qubits through fiber to create entanglement
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over a distance. It exploits storing and retrieving a collective excitation to gen-
erate a single-photon on-demand to implement so-called quantum repeaters to
create entanglement over long distances. Many efforts have gone into realiz-
ing the herald-retrieval scheme as proposed in the DLCZ protocol (Duan et al.
(2001)). Early experimental realizations, verified by the observation of non-
classical correlations, were using cold atomic clouds, e.g., in Kuzmich et al.
(2003), or an atomic memory in a dense cloud of Rubidium atoms van der Wal
(2003), however, not on the single-photon level.

This part of the thesis covers our approach toward implementing a DLCZ-
type single-photon source with built-in memory. The following chapter will
first focus on the experimental setup used for the DLCZ-type experiment
(chapter 9) where we will emphasize the changes and steps taken towards
our publication Dideriksen et al. (2021). Here, we will describe the differences
and improvements implemented since Zugenmaier et al. (2018) and Schmieg
(2019). Afterward, chapter 10 will present and elaborate on the results pre-
sented in our joint publication Room-temperature single-photon source with near-
millisecond built-in memory (Dideriksen et al., 2021). All the main results pre-
sented have been achieved in collaboration with Michael Zugenmaier and
Karsten B. Dideriksen. Due to this very close collaboration, there is a sig-
nificant overlap in the presented information with the PhD thesis by Karsten
B. Dideriksen (Dideriksen (2021)). This part of the thesis will conclude with
a discussion and outlook chapter, where the steps towards improving our
single-photon source and memory are presented (chapter 11).



Figure 9.1: Photo of microcell. Mi-
crocell of encapsulated design, where
a glass chip with a small channel is
placed inside a half-inch glass tube.
A micro-drilled hole connects the
channel and cell body, allowing ce-
sium atoms from the cesium reser-
voir in the stem to travel to the chan-
nel. Due to the stem and chip’s orien-
tation, optical pumping must be ap-
plied through the thick side of the
chip. Photo: Carsten Seidel for Uni-
versity Post.

Chapter 9

Experimental Setup

This chapter will introduce the setup used to implement the DLCZ-type
single-photon source with in-built memory as presented in our publication
Dideriksen et al. (2021). We will emphasize the changes made since Diderik-
sen (2017); Zugenmaier et al. (2018); Zugenmaier (2018) and Schmieg (2019),
as those were the contributing factors allowing us to improve our experimen-
tal setup and scheme to reach the level of performance as presented in chapter
10. However, most of the experimental setup details will significantly overlap
with the previously presented theses. Further, the same status of the experi-
mental setup has been reported in Dideriksen (2021) due to the close collabo-
ration.

Due to the complexity of the experimental setup, we will illustrate and
describe individual parts of the setup in the following sections. We will start
this chapter by introducing the characteristics of the vapor cell used for our
experiment and details on the magnetic field and shielding (section 9.1). In
addition, we will introduce the narrow linewidth laser used to derive the two
drive light fields for the write and read step, along with the respective lock-
ing frequencies for the scattered light fields in section 9.2. Further, we will
discuss the properties of our cavity surrounding the vapor cell and address
some of the experimental difficulties arising from the cell cavity in section 9.3.
As we have motivated in the theory part of this thesis (chapter 4), efficient
filtering and rejection of the drive light are essential for the success of our
herald-retrieve scheme. The two dedicated write and read detection setups
and our choice of single-photon detectors will be covered in section 9.4. This
chapter will commence with a description of our experimental control and
pulse sequence used to perform our measurements (section 9.5).

9.1 Vapor cell

In the case of the DLCZ-type experiment, we use a vapor cell internally
known as G2. Generic details about vapor cells have already been introduced
in chapter 7, and technical details were covered in the first section 7.1 of that
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chapter. Therefore, we will only describe specifics of cell G2 that have not
been covered yet and are relevant to the DLCZ-type experiment.

Cell G2 is an encapsulated chip cell with an effective interaction volume
of 0.3× 0.3× 10 mm3. Due to its size and design, we refer to it as a micro-
cell. The chip is contained in a half-inch glass tube with a stem connected to
it. A drop of cesium in the tip of the stem is the atomic reservoir. The reser-
voir is connected to the interaction volume (cell channel) through a micro-
drilled hole as opposed to the scratch used for cells of Generation O, cov-
ered in chapter 7. We have an alkane-based paraffin coating, allowing for
>104 wall collisions of atoms before they depolarize while at the same time
allowing for operating temperatures of up to 60 ◦C. We typically heat our
cell to ≈ 42 ◦C. Using the absorption measurement presented in section 7.3,
we determine the number of atoms in our interaction volume at 42 ◦C to be
ρ42◦C = (0.22± 0.02) · 109 atoms. Following Dideriksen (2021), we estimate
the on-resonance optical depth d between the ground and excited states and
assume a fully polarized atomic ensemble for convenience. Then we only
need to consider |F = 4, mF = 4〉 −→ |F′ = 4, mF′ = 4〉with π-polarized light
in analogy to our theoretical description of the write step in section 4.2.1. We
estimate the optical depth of our ensemble to be (Dideriksen (2021)):

d =
λ2

2π
ρ42◦CLz = (0.32± 0.03) · 103 (9.1)

where Lz = 10 mm is the length of our cell channel and λ is the wavelength of
the D1 line. The prefactor of exactly one is related to the excited state branch-
ing ratio and can be found, for example, in Steck (2019).

In the DLCZ-type experiment, we are limited by two figures of merit of
our vapor cell. First, we need a long transverse spin coherence time T2 to
efficiently store and retrieve single collective excitations in our herald-retrieve
scheme. Secondly, we rely on a high transmission of the cell. Since we exploit
a cavity around the cell, any additional losses inside the cavity are detrimental
to our performance. Therefore, avoiding as many losses as possible for each
pass inside the cavity is elemental (section 9.3). Typically, we observe Tcell =

87.8 % for the transmission of the cell.

9.1.1 Magnetic field and shielding

As for the cell testing (chapter 7), or later on in this thesis for the entangle-
ment-enhanced MIT (chapter 13), we rely on a homogeneous magnetic field
and avoid disturbing our collective spins by magnetic fields originating from
surrounding electronics or the power grid, for example. To this end, we place
our vapor cell inside a magnetic shield. However, compared to the cell test-
ing, the channel is not oriented along the axis of the magnetic shield cylinder
(x-direction) but transverse to it (z-direction). The shield for the DLCZ-type
experiment consists of an outer layer of iron and three layers of mu-metal.
These serve the purpose of reducing low-frequency magnetic fields. An addi-
tional layer of aluminum serves the purpose of shielding our collective spin-
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Figure 9.2: Optical pumping con-
figuration. To optimize the opti-
cal pumping along the bias magnetic
field and match the cell channel, we
exploit cylindrical lenses to widen the
beam along the z-direction. We moni-
tor the pump and repump powers us-
ing a reference photodetector.

oscillator from external RF frequency magnetic fields. This aluminum shield
simultaneously serves as a frame for our coil system generating the bias mag-
netic field. The bias magnetic field is generated using three pairs of coils. Since
our bias magnetic field is transverse to the cell channel, we are sensitive to the
radial dependency of the magnetic profile. Our bias field alone will not be
sufficient for that. Therefore, a double saddle coil is introduced to reduce the
radial inhomogeneity. Unlike the quantum-enhanced MIT setup (chapter 13),
we do not have a compensation coil for the DLCZ-type experiment.

With careful optimization of the magnetic fields, our magnetic field ho-
mogeneity is good enough to resolve a pulsed MORS spectrum at a Larmor
frequency of νL = 2.4 MHz. This corresponds roughly to B ≈ 7 · 10−4 T. Us-
ing pulsed MORS, we determine the transverse spin coherence time T2 in the
dark for cell G2 to amount to T2 = 1/(π · 158 Hz) = 2.0 ms. In order to per-
form pulsed MORS, we need to drive transitions across neighboring Zeeman
levels. We "kick" the macroscopic spin using a pair of RF coils, generating an
RF field oriented along the y-axis. The RF coils are the only coil pair placed
inside the aluminum shield.

These magnetic field and shielding configurations have been discussed
many times before. We refrain from presenting them here further. The experi-
mental details on them are found, for example, in Fabricant (2014) or Stærkind
(2015).

9.1.2 Optical Pumping and atomic state preparation

As discussed in the theory section 2.4, a fundamental prerequisite for im-
plementing the DLCZ scheme successfully in a room-temperature vapor cell
is the successful preparation of the atomic ensemble in a coherent spin state
(CSS). Our scheme is intrinsically limited to the residual population in the
m4 = 3 Zeeman level. We previously identified this as one of our leading
experimental limitations compromising the successful retrieval of stored col-
lective excitations (Zugenmaier (2018); Schmieg (2019)). Continuing our pre-
vious efforts to improve the optical pumping remained a key factor. We have
introduced the principle of optical pumping in section 5.2 and discussed some
of our efforts as part of the chapter on atomic spin state characterization. Here,
we will focus more on the experimental setup and specifics.

As previously discussed, we use the pump and repump lasers for optical
pumping. We combine them in front of the cell using a beam splitter (figure
9.2). With an interaction volume of 0.3× 0.3× 10 mm3, optical pumping from
the side poses some challenges. First, due to the encapsulated chip design
of the cell, we have to optically pump through the thick side of the chip the
curvature of the cell body. In addition, we require a very narrow beam waist
in the vertical direction. In contrast, the horizontal dimension of the optical
pumping beams has to cover a large extent of the channel length. We achieve
this highly asymmetric beam profile with cylindrical lenses (figure 9.2). The
technique of pulsed MORS is key to investigating the optical pumping effi-
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ciency as presented in 6.2, as it allows us to determine the population dif-
ferences between neighboring Zeeman levels. Employing this technique, we
optimize the polarization of the optical pumping beams, their optical power,
and their temporal shape. Implementing smooth optical pumping turn-off
and delaying the pump turn-off to the repump beam allowed us overall to
achieve an atomic polarization of 98.8 % using our free model for a Larmor
frequency of νL = 2.4 MHz. Delaying the pump turn-off in our experimen-
tal pulse sequence by 40 µs at the expense of optical depth allowed us to reach
99.2 % atomic spin polarization. The experimental sequence is discussed at the
end of this chapter in section 9.5. More details on the optical pumping opti-
mization can be found in the chapter on atomic state characterization (chapter
6). Further, readers interested in different efforts people at Quantop have pur-
sued throughout time might want to consider checking the relevant (p)MORS
chapters provided in Zugenmaier (2018); Schmieg (2019); Dideriksen (2021)
for the steps taken in the DLCZ-type experiment. Valuable information is pro-
vided in Thomas (2020) for a different experiment from our group. A rather
old but somewhat more educational resource exploiting continuous MORS for
optical pumping optimization is Krauter (2011).

9.2 Excitation light

The light used to drive the scattering processes during the write and read
part of our scheme is derived from a single narrowed ECDL laser. The optical
setup, including relevant optical paths for the feedback, is shown in figure 9.3.
This narrowed laser has been part of the experiment for a long time and has
been covered previously. Here, we will only introduce the basic working prin-
ciples, and more details can be found in Dideriksen (2014a) and Zugenmaier
(2018). Both resources cover the setup when the light on the D2 line at 852 nm
was used. A more recent description describing the setup after changing to
the D1 line can be found in Dideriksen (2021).

The laser is locked using a triangular cavity, where the reflection of the in-
coupling mirror is analyzed using a Hänsch-Couillaud analyzer, and an error
signal is derived (Hansch and Couillaud (1980)). The error signal is used to
actuate the piezo attached to the feedback mirror that sends a small fraction
of the light back into the ECDL. The piezo-actuated feedback ensures that the
phase of the feedback light is stabilized.

As we have seen in section 4.4, our experiment needs to operate the write
and read drive light at a magic detuning to avoid four-wave mixing processes
during the readout. In order to lock the laser to an atomic transition, a second
feedback loop is used to stabilize the laser at the desired wavelength. For this,
we beat part of the ECDL laser light against the light of our pump laser (locked
to F = 4 → F′ = 4), and the recorded signal is analyzed for its beating signal
using an RF electronic interferometer based on Schünemann et al. (1999). The
error signal controls the piezo of the triangular locking cavity using an analog
PID controller. The advantage of using a triangular cavity in this setup is
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Figure 9.3: Narrowed laser setup. Schematic of the narrowed external cavity diode laser (ECDL), in-
cluding the optical feedback, the H.-C. locking, and relevant other optics. The optical path towards the
experiment includes the dedicated AOMs and fiber for write and read pulse generation. The triangular
cavity is used for locking and as a spectral filter of our narrowed laser light. A piezo-controlled feedback
mirror stabilizes the phase of the optical feedback light. For locking the laser to an absolute atomic ref-
erence, it is beaten against the pump light. The feedback from the beat note signal is used to control the
length of the lock cavity. Figure inspired by figure 3.1 in Zugenmaier (2018).

that we can exploit the locking cavity simultaneously as a spectral filter for
our drive light used in the experiment. The drive light is split and sent to
two AOMs – one for write and one for read (see figure 9.3). The frequencies
for write and read are then obtained using the first-order diffraction of the
respective AOM.

The narrow linewidth of our laser is one of the building blocks for the
success of our scheme. The linewidth of the laser light would limit us if our
spectral filters were narrower than our scattered photons. Spectral filters nar-
rower than our scattered light would lead to spectral mismatch and inadver-
tently filter out part of our "good" scattered light fields. In Dideriksen (2014b),
and further discussed in Dideriksen (2021), the linewidth of the laser was de-
termined to be FWHM < 30 kHz over 200 µs as an upper limit using a beat
note measurement.

9.3 Cell cavity

We place the vapor cell G2 used for our experiment inside a low finesse
cavity to enhance the light-atom interaction (compare section 4.3). The cav-
ity is designed to be one-sided to ensure efficient outcoupling of the light and
guide it toward the dedicated filtering and detection setups. One-sided means
that our incoupling mirror is a high-reflector with R1 = 99.6 %, while our out-
coupling mirror has a lower reflectivity of R2 = 80.5 %. Then, losses out of
the cavity through R1 are negligible, and we can assume that our scattered
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Figure 9.4: Beam paths incident on cell cavity and cell cavity locking signal. Illustration of write and read
path incident on the cell cavity. In addition, the probe path (blue dashed line) for locking the cell cavity in
transmission, exploiting a dichroic mirror (DM), is shown. For polarization cleaning before the cell cavity and
filtering between drive and scattered light fields, Glan-Thompson polarizers (G.-T.) are used. (P)BS indicates a
(polarizing) beamsplitter. Arrows indicate the light propagation directions to aid the reader.

photons will effectively leave the cell cavity solely through R2. Both cavity
mirrors have a curvature of R = 110 mm. As indicated in figure 9.4, we built
the cavity around the magnetic shield. By varying the separation between the
mirrors, we can adjust the waist at the center of the cavity. This allowed us to
increase the waist radius from ω0 = 55 µm, used for the results presented in,
for example, Zugenmaier et al. (2018), to ω0 = 90 µm, effectively improving
our filling factor. As previously introduced (section 4.5, the motional averag-
ing is faster for a beam profile that illuminates the cell cross-section better. For
a waist of ω0 = 90 µm, we observe a cell transmission of Tcell = 87.8 %.

One practical limit to our scheme is how well a generated scattered photon
can leave the cell cavity, which we refer to as escape efficiency ηesc. Consider-
ing only the out-coupling mirror with R2 and approximating R1 = 1, together
with the cell transmission Tcell, we determine the escape efficiency ηesc as fol-
lows:

ηesc =
Tcell(1− R2)

1− R2T2
cell

= 0.45± 0.02 (9.2)

This equation can be interpreted as the transmission of the scattered photon
through the outcoupling mirror (1− R2), where a scattered photon has passed
through the cell once (Tc), divided by the total round-trip loss (1− R2T2

cell).
The escape efficiency of scattered photons out of the cell cavity significantly
reduces our scheme’s success rate, as more than half of the scattered photons
are not even leaving the cell cavity. The high number of lost scattered photons
limits our attainable retrieval efficiency of a heralded collective excitation. It
slows down the rate of successful write-read detection events. However, these
losses do not compromise our performance. They only increase the number
of trials required (success rate) and require us to operate in the low excitation
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regime to render double-excitations negligible.
The cell cavity is locked using our probe laser (see chapter 5), as the probe

laser is far-detuned from any atomic resonances. An off-resonant laser avoids
depolarizing the atomic ensemble during our experimental sequence’s optical
pumping and locking stage (section 9.5). The far-detuned laser for locking the
cavity allows us to prepare the atomic ensemble in a coherent spin state within
the same time window during the experimental pulse sequence. When using
the probe laser to lock the cell cavity, we must ensure that our scattered light
field resonances and probe laser resonance coincide despite their vastly dif-
ferent wavelengths. We achieve this by scanning the cell cavity and recording
the signals of drive light fields tuned to the scattered light field frequency and
the probe light used for locking. The co-propagating beams are illustrated in
figure 9.4. To overlap the resonances of the scattered light field and the probe
light, we adjust the precise probe EOM modulation frequency to overlap the
resonance of all three light fields. These adjustments to the EOM modulation
frequency are why our probe light detuning is not fixed but instead varies
between 1.8 and 2 GHz.
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Figure 9.5: Cell cavity scan. Obtained transmission signal when scanning the cavity
piezo over multiple resonances. Each resonance is fitted with a Lorentzian lineshape
to estimate the average finesse. See the main text for more details about the fits.

Before we run our experiments, we verify the proper alignment of the cell
channel inside the cell cavity by scanning the piezo to scan over multiple res-
onance peaks. This allows us to determine the observed finesse by fitting a
Lorentzian to each scanned resonance and determining the free spectral range
(FSR) between each resonance. A good scan of the transmission signal, in-
cluding four individual Lorentzian fits, is shown in figure 9.5. We fitted four
individual Lorentzians in the time domain:

L(t) =
a

(t− t0)2 + (γ/2)2 + b (9.3)
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Figure 9.6: Illustration cell cavity
birefringence. The atomic birefrin-
gence depends on the atomic popu-
lation distribution. The resonances
for the fully pumped ensemble are
strongly split for horizontally polar-
ized (π) and vertically polarized (σ)
light. From here, the two reso-
nances shift to the same frequency
for the ensemble at thermal equilib-
rium (grey). The dashed lineshape il-
lustrates the empty-cavity resonance.
Figure and caption adapted from fig-
ure 3.17 (left) in Dideriksen (2021).

where the fit parameters are given by the amplitude a and offset b, while t0
determines the peak location and γ the width. These fits allow us to deter-
mine the finesse F = γ/FSR in the time domain. Due to the nonlinearity
of the piezo scan, we determine the finesse as the average over the observed
four resonances. Typically, we observe for our light at the scattered photon fre-
quencies a finesse of F = 13.0± 0.4. The linewidth γ in the frequency domain
can be determined using the finesse F , together with FSR = 725 MHz, leading
to γ = 55.8 ± 1.7 MHz. This relatively broad spectral linewidth of the cell
cavity ensures that drive and scattered light fields have both high transmis-
sions through the cell cavity despite their separation by the Larmor frequency
νL = 2.4 MHz.

Another essential feature of the cell cavity – or more of a challenge – is its
different, atomic polarization-dependent birefringence. We observe for our
vertically-polarized σ-light and horizontally-polarized π-light a shift in the
resonance frequencies with respect to each other. The resonance frequency
shift due to the birefringence is maximal when dealing with a highly polar-
ized atomic ensemble. It approaches zero for a thermal atomic ensemble, as
illustrated in figure 9.6. The birefringence originates from the hyperfine split-
ting of the excited states and different strengths of the dipole-allowed transi-
tions for π- and σ-polarized light (Dideriksen (2021)). Typically, we observe
a frequency shift of ∆νres ≈ 32 MHz. Instead of correcting the frequency dif-
ference by stepping the piezo between write and read step, we rather adjust
the light frequencies between our write and read pulses to accommodate the
resonance shifts. The frequency difference between write and read scattered
photons comes at the price of additional experimental complexity. Due to
their large frequency shift, we require two dedicated filtering and detection
setups for write and read scattered photons.

However, the frequency shift reduces while the atomic polarization de-
grades. The reduction in birefringence poses a problem when we wish to
delay the readout of a heralded collective excitation. One way of remedying
this would be to adjust the probe EOM modulation frequency, which deter-
mines the frequency the laser is locked to, and optimize the common reso-
nance for each delay. We have tried this, and it is possible to do. However, this
would mean that we cannot interleave measurements with different delays
but would need to perform measurements after each other. Additionally, this
optimization process of finding common resonances between scattered light
fields and probe laser is time-consuming. It is a significant disadvantage to
be unable to interleave measurements, as drifts, alignment degradation, and
more would affect experimental runs with different delays between write and
read pulses differently. Therefore, we want to interleave measurements with
different write-read delays. To do so, we require a different approach to com-
pensate for the change in the birefringence of the cell cavity. Another way to
remedy the polarization-dependent birefringence is to include an additional,
weak repump pulse into our experimental sequence (see section 9.5) when de-
laying the read pulse more than 100 µ sec after the write pulse. At the expense



Filtering and detection 103

of small repump-induced decoherence, we observe that the atoms transferred
from |F = 3, mF = 3〉 to |F = 4, mF = 4〉 help us counteract the change in bire-
fringence of the cell cavity. For a more thorough discussion of the cell cavity
birefringence, the interested reader is advised to consult Dideriksen (2021).

9.4 Filtering and detection

In the following, we will discuss how we separate our desired scattered
photons from a background of >1012 classical photons in the same spatial
mode. As seen in section 4.2, two traits differentiate the single-photons from
their respective drive light. First, the scattered photons are of orthogonal po-
larization with respect to their drive light. For the write step, we expect the
heralding scattered photon to be in σ−-polarization, while the write drive light
is π-polarized. The roles are reversed during the retrieval process. The read
drive light is σ-polarized for the read pulse, while the retrieved scattered pho-
ton is π-polarized. This orthogonality in both processes between drive and
scattered light can be exploited by polarization filtering. As a first level of fil-
tering, we use a Glan-Thompson polarizer that allows us to achieve suppres-
sion of 5 · 10−5 of the respective undesired light polarization. However, this
alone is not enough to suppress the drive light to filter out the desired scat-
tered photons from the background of classical photons. Therefore, we must
exploit spectral filtering to further suppress the residual drive light. Spectral
filtering is possible since the scattered and drive light fields are separated by
the Larmor frequency νL = 2.4 MHz.

Due to the significant frequency difference between write and read scat-
tered photons originating from the cell cavity birefringence (section 9.3), we
require two dedicated filtering and detection setups for write and read. If this
would not be the case, we could, in principle, exploit a single detection setup
combined with an optical element that allows us to change the polarization
of light before the Glan-Thompson polarizer for either write or read. For ex-
ample, changing the polarization of one of the scattered light fields could be
done using a Pockels cell. A Pockels cell controls the polarization rotation of
light by changing the voltage applied to it.

In the following, we will discuss how we implemented the detection se-
tups for write (subsection 9.4.1) and read (subsection 9.4.2) processes, as well
as the single-photon detectors (subsection 9.4.3) used for recording the scat-
tered photons.

9.4.1 Write detection setup

The write detection and filtering setup is the detection setup we use to
filter out our desired heralding single-photons during the write pulse, sepa-
rating them from the write drive light field. Since the initial polarization fil-
tering using a Glan-Thompson polarizer (shown in figure 9.4) is insufficient,



104 Chapter 9. Experimental Setup

we exploit spectral filtering to separate the remaining drive photons from the
desired scattered light field.

2

Figure 9.7: Write detection setup. Top: Beam paths for locking the write filtering and detection setup,
the transmission signals recorded on the photodetectors are used to lock the two cavities. A shutter
is blocking the path toward the SNSPD for its protection. Bottom: Beam path to detect the scattered
write photon and suppress residual write drive light. The shutter is open during the write pulse.
More details are provided in the text.

For the write filtering and detection setup, we use two cavities. One is
a triangular cavity placed on the same spacer as the filtering cavity of the
narrowed ECDL laser discussed in section 9.2. The piezo is attached to the
curved mirror. The cavity has roughly a linewidth of 98 kHz. Since this cav-
ity’s extinction alone is insufficient, a second linear cavity is used to further
spectrally filter the 2.4 MHz detuned drive light from the desired scattered
heralding photon. This cavity has only a linewidth of 240 kHz. The two cavi-
ties combined have a total suppression of roughly 60 dB.

In figure 9.7, the beam paths used for locking are shown (top), as well as
the path the scattered photon takes through the setup towards the detector,
while the residual drive photons are rejected due to their frequency difference
(bottom). During the locking window of our sequence (see section 9.5), we
lock all cavities used in our experiment. Using the AOM generating the write
pulse, we generate light at the scattered photon frequency to lock the cavities
on resonance with the scattered photon. Further, we modulate the locking
light with 3 kHz sidebands to lock the two cavities. The recorded transmission
signal on the respective photodetector of each cavity is demodulated. Using
an analog PID locking circuit, the respective error signal is used to lock the
cavities (Zugenmaier et al. (2018); Dideriksen (2021)). During the locking pe-
riod of our experimental sequence, we exploit a mechanical shutter to block
the path toward the fiber leading to the single-photon detector to protect it
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from stray light during the locking stage. The design of the shutters used in
our experimental setups is heavily inspire by Zhang et al. (2015). The mechan-
ical shutters lead to mechanical vibrations significantly disturbing our locking
performance. Therefore we spent some time in optimizing the damping the
shutters and isolating them from the optical table. Our choice ended up being
multiple layers of thick rubber. Of course, this can be improved further but
for our purposes this proved to be sufficient.

All locks are frozen during the experimental pulse sequence, and the lock-
ing beams are turned off. The shutter protecting the single-photon detector
during the locking stage is opened. The scattered light propagates through
the two write filter cavities (figure 9.7, lower part), while the undesired write
drive light, off-resonance with the cavities, is reflected. To avoid back-reflection
and cavity effects between the cavities, we introduced Faraday isolators be-
tween the cell cavity and the triangular lock cavity, as well as between the
triangular and the linear cavity. As we will see later, the combination of po-
larization and spectral filtering suppresses the leakage of classical drive light
to our detected scattered photons very efficiently.

9.4.2 Read detection setup

For the read step in our herald-retrieve scheme, we wish to detect the suc-
cessful retrieval of a single-photon in the background of our read drive light
field – we face the same challenges as for the write setup. Due to the frequency
and polarization difference to the write step, we use a dedicated filtering and
detection setup for the read. We use two high-finesse linear cavities for the
read detection setup based on a design of an earlier generation of the filter
cavities presented in Galinskiy et al. (2020). We have two distinct beam paths,
one for locking, as indicated at the top of figure 9.8, and one for filtering the
scattered light from the drive light, as shown in the lower part of figure 9.8.

We lock the cavities of the read detection setup using RedPitayas. These
RedPitayas (STEMlab 125-14) are small, versatile, and affordable FPGA-pow-
ered boards with fast analog in- and outputs that come with a variety of
tools on them, including PID modules. Together with the open source library
PyRPL by Neuhaus and Deléglise (2017) that we modified to our needs, it is
easy to automate and control the locking of the cavities. We generate the er-
ror signals and feedback using lock-in detection and dithering of the piezo
of each cavity. We automated the locking and freezing of the active feedback
using a home-written python interface using PyRPL. As opposed to the ap-
proach described in Schmieg (2019), we had to improve the locking routine
and the lock’s stability. Initially, we used only a single RedPitaya to lock both
filtering cavities, as discussed in Schmieg (2019). However, this implied that
we are limited by the bit-resolution of the RedPitayas arising from the digital-
to-analog converter. In order to remedy this, we switched to a two PID lock-
ing scheme for each cavity, requiring a single RedPitaya for each cavity. Our
locking scheme for each cavity is now based on two analog output channels,
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Figure 9.8: Read detection setup. Top: Beam paths for the locking of the read detection setup. Bottom: Beam
path for the detection of the read scattered light field. The light blue path indicates a short-cut path part of
the read drive light could take in the absence of the shutter. The respective shutter positions are indicated.

a coarse-gain and a fine-gain feedback channel. We amplify the course-gain
output significantly to allow scanning over multiple FSRs of the cavity. Once
we have found the initial locking position on the side of a fringe by scanning
the coarse-gain channel, we freeze the feedback from this coarse-gain chan-
nel. Instead, the fine-gain channel takes over. This fine-gain channel has only
a narrow range to ensure that the digital resolution does not limit us, and it
controls the on-resonance locking of the cavity. The two outputs are combined
using an analog summing circuit. The output of the amplifier is low-pass fil-
tered to reduce the noise.

In our locking routine, we have implemented a "feed-forward" that adjusts
the constant output of the coarse-gain channel. The feed-forward adjusting
the coarse-gain channel’s constant voltage output avoids that the fine-gain
channel reaches the edge of its output range. Our feed-forward locking rou-
tines operate smoothly enough that after these improvements, the two cav-
ities only unlock when the laser itself relocks. Otherwise, the lock is fully
maintained or re-captures the peak without restarting the scanning part of the
locking routine.

Overall, adding the new fine-gain channel for more precise on-resonance
locking improved the average transmission during the total freeze window
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1AlCav and InCav are the inter-
nal names of the cavities, linear
cavity 1 and 2 is used in figure
9.8 for more generic description.

by approximately five and six percent for InCav (Linear cavity 1) and AlCav
(Linear cavity 2), respectively1. The read detection setup’s improved stability
and overall better transmission might initially seem minor. Considering that
we are very sensitive to losses, even these minor improvements will prove
vital when recording three-photon coincidences required for the conditional
read auto-correlation g(2)RR|W=1.

Single channel feedback Two channel feedback

InCav (Linear cavity 1) 89± 12 % 94.2± 6.9 %

AlCav (Linear cavity 2) 89± 11 % 95.1± 4.8 %

Table 9.1: Comparison of average transmission during freeze window of 50 ms for old
lock and the newly implemented two channel locking solution.

9.4.3 Single-photon detector

Throughout this thesis, we will mainly cover results obtained after we
were fortunate enough to replace our old SPCMs (single photon counting
modules). The SPCMs are based on single-photon avalanche detectors from
LaserComponents, with only limited quantum efficiency (≈ 30− 50 %). We
replaced the SPCMs with two superconducting nanowire single-photon de-
tectors (SNSPD) from Photon Spot. These SNSPDs are advantageous as they
offer a higher intrinsic quantum efficiency (> 90 %). Exchanging our detectors
came at the expense of some complications to our experimental setup, and our
DLCZ experiment no longer being truly room-temperature-based.

The SPCMs were more straightforward in operation as we could use free
space propagation of our scattered light fields. For the SNSPDs, however,
we needed to couple the scattered light fields into fibers to guide and record
the scattered photons with the SNSPDs. Overall, the reason for switching to
the SNSPD was the significantly higher quantum efficiency and expected im-
provement of the detection efficiency. A higher detection efficiency decreases
the time between single-photon detection events as more scattered photons
are collected and not lost along the detection path. However, the actual gain
of these detectors comes when looking for detection events with multiple pho-
tons, especially when measuring the conditional auto-correlation of the scat-
tered light field during the readout. Since the conditional auto-correlation cor-
responds to multiple photon detection events – one write and two read pho-
tons – a factor of two in the overall detection efficiency leads to an eight-fold
improvement in the overall measurement time required for sufficient statistics
to estimate the conditional auto-correlation. A higher detection efficiency also
allows us to reduce the write excitation probability. A lower write excitation
probability reduces the probability of multiple collective excitations further.

Typically, we observe with the new detectors a dark-count rate of less than
1 Hz, as opposed to more than 10 Hz when we were using the SPCMs (see
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2Later, we will also determine
the detection efficiencies based
on the correlation model (section
4.6) from fitting the model to
our experimental data. Fitting
the correlation model gives us
an alternative estimate of the
detection efficiency.

Schmieg (2019)). We can determine the detection efficiency of the two detec-
tion setups using calibrated neutral density filters to attenuate a beam with
well-known optical power after the cell cavity2. For the read detection setup,
we observe ηR

det = (19 ± 2) %. This value is an increase compared to pre-
viously determined values using the SPCM as a single-photon detector (see
Schmieg (2019)). However, for the write detection setup, we only observe
ηW

det = (5.5 ± 1.0) %. The value is significantly lower than that of the read
detection efficiency. Part is related to the fact that we already previously ob-
served low transmission through the write detection setup. The low trans-
mission does not explain why we do not observe an improvement compared
to the SPCM detector. We have had problems with the custom-ordered fiber
used for the write detection setup, collecting the scattered light field, and cou-
pling the light to the SNSPD. The fiber has some problems we could not rem-
edy. We verified that the issue was not with the SNSPD channel or the con-
nection spliced to it by switching between multiple detector channels. The
result remained the same, indicating that the fiber connecting the write detec-
tion setup with the SNSPD is the limit. In the future, fixing or exchanging the
compromised fiber causing the poor write detection efficiency can speed up
our required measurement time. Given that our scheme operates "just" slower
with a low detection efficiency, the problem caused by the low write detection
efficiency is not a fundamental problem but rather an inconvenience.

9.5 Experimental control and sequence

Our experimental sequence is controlled using a field programmable gate
array (FPGA) board, sending the trigger signals to our electronic controls, for
example, the RedPitayas locking the read filter cavities. In addition, the FPGA
board controls the trigger signals for the gating of the single-photon detectors
(see section 9.4) and respective recording of the detection events, assigning
each detection event with a time tag. It also records additional information,
such as the transmission signals of the cavities.

For the write and read step, along with the locking frequencies for the
filter cavities, we rely on precise frequency generation in the RF frequency
range. To generate these desired frequencies controlling the AOMs in our
experimental sequence, we employ a second DDS-FPGA controlling a DDS
(direct digital synthesis technology) board. The DDS board generates the RF
frequencies, allowing us to switch between the frequencies used for locking
the cavities and the excitation light. The DDS-FPGA is controlled using our
primary FPGA board and measurement interface.

Our total experimental control is synced to the 50 Hz line of the power
grid. The overall repetition rate of the experimental pulse sequence is limited
to a total duration of 120 ms. From this maximal duration of the experiment,
only 65 ms can be exploited to run the desired DLCZ-type write-read sequence
corresponding to a maximum of 75 repetitions. The remainder of the 120 ms is
used to relock the cavities (see section 9.5). Each experimental sequence cycle,
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Figure 9.9: Pulse sequence. Pulse sequence including intermediate pumping, write
and read pulse with optional, variable delay τD. Repump pulse for counteracting cav-
ity birefringence effects is indicated along with shaded areas showing the integration
of data in the experimental analysis. Figure from Dideriksen et al. (2021).

illustrated in figure 9.9 consists of the following:

1. Locking window:
All filter cavities are locked to the respective scattered photon frequen-
cies of the write and read steps. The cell cavity is locked using far-
detuned probe light. At the end of this locking window, the active feed-
back to the cavity locks is frozen.
Duration: 55 ms

2. Optical pumping window:
Long optical pumping duration for atomic polarization preparation.
Smooth turn-off of the optical pumping, pump turn-off is 40 µs delayed
compared to repump.
Duration: 6.5 ms

3. DLCZ-type write-read scheme:
A variable number of repetitions, up to 75 depending on the delay τD
between the write and read pulse, is performed.

a) Write window:
Horizontally polarized write drive light. The pulse is shaped to
exhibit smooth turn-on and turn-off.
Duration: 40 µs

b) Delay τD:
Variable delay τD between creation and retrieval of stored excita-
tion. For delays exceeding 100 µs, a weak repump pulse is applied
to counteract atomic polarization decay and resulting cell cavity
resonance shift (see section 9.3).
Duration: 10 µs - 1 ms

c) Read window:
Vertically polarized read drive light. The pulse is shaped to exhibit
smooth turn-on and turn-off.
Duration: 200 µs
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d) Intermediate optical pumping:
Intermediate optical pumping to reinitialize atomic state before re-
peating another write-read sequence. Similar to the main optical
pumping, the pulses are shaped to be smooth, pump turn-off de-
layed by 40 µs.
Duration: 350 µs

Figure 9.9 illustrates the core write-read sequence. While the duration of the
pulses is fixed in the sequence, we can choose how long we integrate the pulse
during the analysis. The integration of the pulses in the analysis is reflected by
the shaded areas in figure 9.9. How we choose the timings will be discussed
more thoroughly in the analysis presented in the next chapter, chapter 10.



Chapter 10

Cavity enhanced DLCZ

After discussing the experimental setup and the design choices in chapter
9, we will look at the experimental results of our DLCZ-type experiment. We
will distinguish the impact of different parameters on our experimental per-
formance regarding our generated single-photons and consider the intrinsic
memory performance of our source.

Throughout this chapter, we will present the results published in Diderik-
sen et al. (2021), which were achieved as a group effort with Karsten Diderik-
sen and Michael Zugenmaier. We will elaborate on the results more thor-
oughly. Due to the close collaboration and overlap with another PhD project,
the results have also been covered in Dideriksen (2021). This chapter has two
main parts. First (section 10.1), we will quantify our source for immediate
retrieval of stored excitations and analyze the statistics of write and read scat-
tered light fields, along with the noise in the spectrum. We will introduce
and identify the origin of different contributions to the scattered light fields.
This information will be used as input for the correlation model introduced in
section 4.6. Further, we will estimate the second-order correlation functions
to quantify our herald-retrieve scheme. In the second part (section 10.2), we
will quantify the memory capabilities of our experimental system by introduc-
ing delays between write and read drive light pulses. Considering different
bounds of non-classicality, we define the memory time of our quantum mem-
ory.

A short note on our optimization

We have, throughout the years, spent much time improving the perfor-
mance of our experimental scheme. A big part has been improving the optical
pumping and coherent state preparation but likewise included optimizing the
detection efficiencies (section 9.4) and more. These properties can be tested
and improved without running the complete DLCZ-type experiment. Part of
these efforts has been covered in this thesis as part of chapter 9. Other pa-
rameters, such as the read power used for the scheme or the pulse shapes of
the optical pumping, write and read pulses, require running the experiment

111



112 Chapter 10. Cavity enhanced DLCZ

with the entire experimental setup. These optimizations have been presented
for the respective experimental increments in Zugenmaier (2018), Schmieg
(2019), and Dideriksen (2021). For our most recent implementation, the fol-
lowing sections only include a subset of the optimizations going into it for the
sake of the brevity of this thesis. Therefore, it is recommended that interested
readers consult Zugenmaier (2018), Schmieg (2019), and Dideriksen (2021) for
details on additional parameter optimization, for example, on optimization
of the read power or the beam waist inside the cell cavity, or shaping of the
optical pulses.

10.1 Observation of non-classical correlations

Following the introduction in section 4.6, we will consider the statistics of
our scattered light fields. First, we will consider the individual statistics of
pure write and read auto-correlations before estimating the conditional auto-
and cross-correlation function characterizing the relationship between write
and read scattered light fields. These will be our measure of success.

Throughout this section, we will consider ourselves only with minimal
delay between write-in and retrieval of stored collective excitations and vary
the write-excitation probability.
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Figure 10.1: Histogram of time bins in sequence. Histogram of detection events dur-
ing write and read pulses in bins of 1 µs. The write and read photon counts are shown
in blue and red, respectively, and were measured with two separate detectors of the
SNSPD. The histogram is obtained from 31 million sequence repetitions folded back
onto each other of the combined data set covered in section 10.1.7.

Before diving into the analysis, we will consider the temporal shape of
our recorded data. As introduced in section 9.5, each experimental sequence
contains multiple repetitions of our write-read pulse sequence. Further, our
recorded data files contain multiple of these sequences. Each count is recorded
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Figure 10.2: Readoutrate. We deter-
mine the coherent readout rate γR us-
ing the read data ranging from 55 µs
to 120 µs, marked in green. The re-
sulting exponential fit is shown in
red, while purple shows the data of
the complete read pulse.

in these with a time tag. The time tags allow us to analyze the data in various
ways. The fundamental analysis is to fold all pulse sequences and detection
events back onto a single write-read pulse sequence and consider the resulting
histogram. In figure 10.1, the detection events are shown in 1 µs bins. These
histograms give us an idea about how the detection events are distributed on
average across write and read pulse. Both write and read exhibit slow rise
and fall of the counts at the start and end of the respective pulse. This finite
rise and fall are expected as we shape our pulses to have a rise and fall time
of 10 µs (see section 9.5). We previously observed less noise when shaping all
the pulses (Schmieg (2019); Dideriksen (2021)). Also, Bao et al. (2020) observed
sensitivity to the turn-off shape of optical pumping.

The readout shape exhibits two distinct features in figure 10.1. We observe,
in addition to the rise time related to the smooth shaping of the write and
read drive pulses, an exponentially decaying component of the readout rate,
ranging from 55 µs to 120 µs on the time axis in figure 10.1. This slope can be
fitted with an exponential function f (t) = a · exp (−γRt) + c. Here, we define
γR as the rate at which we read out the single-photons. We typically observe
a readout rate of γR = 40.2 ± 1.6 kHz for our optimal read drive power of
PR = 200 µW as estimated from figure 10.2. Towards the end of the read
pulse, ranging from 120 µs to 220 µs in figure 10.1, the readout rate approaches
a linear trend. We will discuss these observations more thoroughly in later
sections of this chapter.

10.1.1 Filter cavity scan

We use narrow filter cavities to filter out any residual excitation light leav-
ing the cell cavity that remains in the same spatial mode after the polarization
filtering. In order to quantify the spectral contributions to our scattered light
fields, for example, noise arising from the broadband noise (see section 4.5) or
residual drive light, we need to shift our filters with respect to the desired scat-
tered photon frequency. Detuning the filters enables us to record a spectrum of
the signal and noise constituting our detected photon counts of the SNSPDs
during the write and read pulses. For this, let us motivate which contribu-
tions we expect to comprise our spectra during write and read pulses. For
both cases, we expect a narrow and broadband contribution centered around
the Larmor frequency (±νL), constituting contributions from symmetric and
asymmetric collective excitations. Further, residual drive light, detuned ∓νL
from the scattered photon frequency for write (-) and read (+), is expected to
contribute to our spectrum. We will refer to this residual drive light also as
leakage. Last, we expect a spectrally flat background noise floor originating
from detector dark counts or stray photons. Based on this, we set up a fitting
model for the write scattered photon spectrum given as (Dideriksen et al.,
2021):

SW(∆FC) =aNBL1(∆FC, 0)L2(∆FC, 0) + aBBLBB(∆FC, 0)

+ aLKGL1(∆FC,−νL)L2(∆FC,−νL) + aBG (10.1)
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Figure 10.3: Spectrum of scattered write and read photons. Detected unconditional
counts per pulse during write and read pulse. The read spectrum corresponds to τR =
40 µs, and minimal read delay τD = 10 µs. The choice of τR will be addressed in section
14.4.1. Each point corresponds to a different filter cavity detunings ∆FC. For the read
spectrum, circles illustrate measurements with a preceding write pulse, while crosses
correspond to not sending a write pulse. The fits (lines) are shown with colored areas
for narrowband (blue and red for write and read, respectively), broadband (gray), and
leakage (yellow) contributions. Figure (replotted) and caption from Dideriksen et al.
(2021).

where we have introduced the two cascaded filter cavities for the write de-
tection setup (section 9.4.1) as a product of the transmission through the two
Lorentzian filters L1(∆FC, 0)L2(∆FC, 0) with FWHM linewidths of 98 kHz and
240 kHz. Scattered and drive light photons are both subjected to these filters.
The drive light spectral component is detuned by −νL. For the broadband re-
sponse (BB), we have introduced a contribution with LBB(∆FC, 0) with a fixed
width as motivated in section 4.5, as well as a spectrally flat contribution for
the background counts. The fitting parameters for our write spectrum are the
four factors ai describing the four spectral contributions. The widths of the
Lorentzian lines are not used as fitting parameters since we determine these
by other means and observe good agreement of the model with the data. Us-
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ing the line widths as parameters did not improve our model’s reliability.

In the case of the readout, we expect a similarly structured spectrum but
with two differences. First, the drive light is centered around +νL. Second,
we must account for an additional narrowband contribution recorded during
the readout even without a preceding write pulse, as observed in Zugenmaier
et al. (2018). For our read spectrum, we need to distinguish write and no-write
cases indicated using the index i = [W, NW] (Dideriksen et al. (2021)):

Si
W(∆FC) =bi

NBL1(∆FC, 0)L2(∆FC, 0) + bBBLBB(∆FC, 0)

+ bLKGL1(∆FC, νL)L2(∆FC, νL) + bBG (10.2)

with i = [W,NW] for the write and no write case. We note that we fit both
cases as a combined fit where only the narrowband contributions for write
and no write case are independent. This is expected since asymmetric collec-
tive excitations are created during the write pulse decay much faster than the
symmetric mode. Therefore, uncorrelated broadband noise from the herald-
ing process should not affect our readout. The broadband noise during the
readout should only originate from the read process. This fits with our obser-
vation that the recorded count rates outside the narrowband feature coincide
for the read with and without a preceding write pulse.

In figure 10.3, the resulting spectra were obtained with the two fit models
described by equations (10.1) and (10.2). We note that the read spectrum cor-
responds to τR = 40 µs, we motivate this choice later in section 10.1.4 based
on the trade-off between retrieval of excitations and signal-to-noise during the
readout. Using this method of scanning the filter cavity resonances with re-
spect to the scattered photon frequencies, we can estimate the different noise
contributions at the desired scattered photon frequency from the obtained
spectrum. Without the scan of the filter cavities and the obtained scattered
photon spectra, we would be unable to estimate the write efficiency ηW or the
coherent readout compared to the overall detected read clicks, for example.
The drive light leakage on resonance with the respective scattered light field
frequency is a vanishing component for write and read. Also, the background
contribution is, in both cases, only minor. Coherent write and read – the good
narrowband contribution in both spectra – is the largest contribution to the
spectrum on resonance.

As discussed in section 4.6, the fitting model for the non-classical correla-
tion relies on the auto-correlation g(2)BB of the read light field in the case without
a preceding write pulse. The required data we acquire as part of the filter cav-
ity scan allows us to determine g(2)BB = 1.33 for our readout. Also, the same
data allows us to find an estimate for the readout noise λB, which is given by
the read detection level for the no-write case. It amounts to λB = 4.3 · 10−3

which corresponds to the resonance point for the dark-red shaded area in fig-
ure 10.3.
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Figure 10.4: Mean write noise clicks
versus mean write clicks. Ob-
served write detection events ver-
sus the number of the total observed
write detection events corresponding
to changing the write drive power
and hence excitation probability. Er-
ror bars reflect the Poissonian stan-
dard deviation. Figure replotted from
Dideriksen et al. (2021).

10.1.2 Write

For our experimental runs, one parameter we change and try to find the
optimum is the applied optical write drive power. It is directly related to the
probability of writing an excitation into the ensemble. For the write pulse,
we have multiple constraints. On the one hand, we do not want to use an
excitation probability rendering our assumption that double excitations are
negligible invalid. On the other hand, for a too-low excitation probability, we
expect to reach a limit where background noise will become too predominant.
A low excitation probability will likewise slow down the time between suc-
cessful write-read events due to the higher number of trials required.

First, we will investigate the dependency of the observed write noise ver-
sus the observed mean write counts when varying the applied write drive
light power. The mean number of noise counts during the write can be de-
termined from a spectral scan of the filter cavities (see section 10.1.1). We es-
timate the mean number of coherent write counts by subtracting the narrow
contribution in the spectrum from the overall write counts on resonance, as
motivated in section 4.2.1. In figure 10.4, the respective mean noise counts are
plotted versus the average number of write clicks. We observe a clear linear
relationship. We fit a linear model a · 〈nW〉+ aBG, where the minor offset aBG
is only included phenomenological. It should be noted that physically speak-
ing, we would expect 〈nW〉 ≥ 〈nW,noise〉 since 〈nW〉 includes the noise already.
The minor positive offset instead of the negative is an artifact of the finite er-
ror bars and statistics. Since it is such a minor contribution, we decided not to
remove it from the model.

From the slope a, we can determine the write efficiency as ηW = 1 − a,
which tells us about the ratio of good to bad write detection events. We deter-
mine ηW = 82± 1 %. As discussed previously, the write efficiency depends
on the filling factor of the vapor cell with the beam intensity profile. Increas-
ing ηW further would require a better filling factor of the cell cross-section
with the beam profile of the drive light. Without altering the beam or cell, a
narrower filter would aid the motional averaging for better write efficiency.

For the correlation model, we wish to express the write noise counts as
λA(µ) where µ is the excitation probability. This requires us to find an expres-
sion relating the experimentally observed write counts to the excitation prob-
ability. Following (Dideriksen (2021)), we express the mean number of write
counts in terms of the excitation probability as 〈nW〉 (µ) = ηXµ/ηW + aBG,
with ηW = 0.82 and aBG = 51 · 10−6 from the fit in figure 10.4. This allows
us to determine the model parameter λA as λA(µ) =

1−ηW
ηW

ηXµ + aBG. Using
this relation reduces the number of free parameters in the correlation model
(section 4.6) by rewriting λA in terms of ηX. The remaining parameters going
into λA can be determined using other experimental measurements.
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1We reiterate here that for the
correlation model, we do not
fit individual properties, but
perform a combined fit of the
retrieval efficiency ηR, the mean
number of read detection events
〈nR〉 and the cross-correlation
function g(2)WR.
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Figure 10.5: Mean read clicks versus
mean write clicks. Observed mean
number of read detection events 〈nR〉
versus the mean number of write de-
tection events 〈nW〉 corresponding to
different excitation probabilities dur-
ing the write pulse. Figure replotted
from Dideriksen et al. (2021).

10.1.3 Read

Similar to the write noise scaling with the applied write drive light power,
we also wish to investigate the scaling of the mean count rate during the read
pulse 〈nR〉 for various mean write counts 〈nW〉.

As part of the correlation model, we wish to determine the mean number
of read counts 〈nR〉 versus the mean write excitation probability µ. However,
experimentally we have only 〈nW〉 readily available. We use the relation in-
troduced in the previous section to relate the model input µ to 〈nW〉. In figure
10.5, we show our experimental obtained read counts versus the mean num-
ber of write counts. In addition, we show the linear fit obtained as part of the
correlation model fit1. In general, we find a nice linear dependency of the ob-
served mean number of read counts 〈nR〉 from an increasing number of mean
write counts 〈nW〉. The finite offset of 〈nR〉 for 〈nW〉 = 0 originates from the
mean number of read noise counts in the absence of a write pulse. We can
determine this noise level in the readout from a measurement without a write
pulse preceding the read pulse. In the expressions for the correlation model,
this read noise level is referred to as λB. We determine it to be λB = 4.3 · 10−3.

10.1.4 Comparison conditional-unconditional readout
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Figure 10.6: Comparison conditional - unconditional read counts. Shown are the
average number of unconditional read counts per time bin (microsecond) per pulse
(red). For comparison, the conditional readout considering only read counts with a
single write click during read (blue), the mean number is significantly higher. Due to
the lower statistics, the conditional read time bins are averaged over 4 µs and normal-
ized accordingly.

After considering write and read detection events independently, we want
to investigate conditional and unconditional readout. Sending a write and
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Figure 10.7: Retrieval efficiency. De-
termined retrieval efficiency versus
the duration of the read pulse. It
should be noted that points are inte-
grated over the read pulse duration.
Errors are estimated using Poissonian
errors.

read pulse after each other does not ensure we record a read photon during
every read pulse. To quantify how many detection events during write and
read pulses are correlated, we need to combine the information obtained in
consecutive write and read pulses. Considering all readout, without regard to
whether a write scattered photon was detected or not, is termed unconditional
readout. However, the more interesting case is when we condition the readout
on successfully detecting a single heralding click during the preceding write
pulse. If our write-read scheme is successful, we expect a higher readout rate
in the conditional case. At the same time, due to losses and the low excitation
probability, we only expect a smaller subset of the total measurement record-
ings to fulfill this criterion. Hence, the statistics should be more limited for the
conditional readout.

Figure 10.6 shows the read pulse count rates for different time bins. In the
conditional case, we observe a significantly higher count rate at the beginning
of the read pulse, verifying that it is more likely to record a scattered photon
during the readout if we detect a heralding photon during write. Towards
the end of the read pulse, the level of the unconditional readout and the con-
ditional readout reaches the same plateau, indicating that the tail of the read
pulse contains only noise.

From the shape of the conditional readout compared to the unconditional
one, we see that there will be a trade-off in the analysis when considering the
cumulative readout. For this purpose, we will consider the retrieval efficiency
along with the data in figure 10.6. We consider the cumulative retrieval effi-
ciency as follows:

ηR(τR) = 〈nR|W=1〉 (τR)− 〈nnoise〉 (τR) (10.3)

We note that we refer to read noise counts here instead of write noise counts.
The retrieval efficiency estimates how well we retrieve an excitation in the
conditional readout. In figure 10.7, the retrieval efficiency is determined ver-
sus the cummulative readout duration. We see that the cumulative retrieval
efficiency ηR approaches ηR = 7.5± 0.4 %.

In our experiment, we chose a fixed duration of τR = 40 µs as our preferred
choice of the read pulse duration to use in the analysis. It offers a good re-
trieval efficiency ηR (τR = 40 µs) = 5.3± 0.3 % of the total attainable retrieval
efficiency while maintaining a good signal-to-noise ratio. In the following we
will automatically assume that τR = 40 µs, unless we specify otherwise. We
will discuss the retrieval efficiency further in subsection 10.1.7, where we will
investigate it in the framework of our correlation model, as well as how to
account for losses and determine the intrinsic efficiency of our scheme.

10.1.5 Cross-correlation between write and read

In the case of writing an excitation into an atomic ensemble during the
write process and retrieving it successfully again during the retrieval pro-
cess, we expect the two scattered photon fields to be non-classically correlated.
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Consequently, we investigate the cross-correlation between the two scattered
light fields. From figure 10.6, we already observed a significantly increased
readout rate when considering read pulses with a successful heralding pho-
ton detection only. To quantify this further, we will consider the second-order
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Figure 10.8: Cross-correlation versus mean write clicks. Observed cross-correlations
between write and read versus the observed mean write clicks 〈nW〉 corresponding to
varying the excitation probability. Error bars are estimated from Poissonian statistics.
Figure replotted from Dideriksen et al. (2021).

cross-correlation function between the recorded detection events during write
and read. To do so, we consider the cross-correlation between mean write and
mean read detection events as follows:

g(2)WR =
〈nWnR〉
〈nW〉 〈nR〉

(10.4)

While not explicitly stated, we note that the expression has some dependency
on the choice of excitation probability µ and the length of τR considered for
the readout. In figure 10.8, the obtained cross-correlation versus the observed
number of mean write clicks 〈nW〉 is shown. The error bars are estimated
from Poissonian statistics. We observe an explicit dependency of the cross-
correlation between the applied excitation probability reflected in the observed
mean write counts 〈nW〉. The higher our excitation probability, the lower our
cross-correlation. We can understand these dependencies based on our con-
siderations in section 4.6. The more excitations we write into the ensemble on
average, the more likely it becomes that two or even more collective excita-
tions are written into the ensemble. Even in the case of number-resolving de-
tection, this will compromise the attainable level of cross-correlation accord-
ing to equation (4.27). Towards lower excitation probabilities, we can observe
cross-correlations of up to g(2)WR = (10± 1) for 〈nW〉 = 0.5 · 10−3. From equa-
tion (4.27), we expect the cross-correlation to keep increasing for smaller and
smaller mean excitation probabilities p0. This is true even in the case of losses
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and hence imperfect detection efficiency, as we are faced with in our experi-
ment. The lower the excitation probability, the more trials and longer we need
to measure for sufficient statistics to estimate our cross-correlation since the
rate at which we will detect write and read scattered photons decreases. What
puts a limit in the possible cross-correlation are noise counts, even if we would
detect scattered photons with perfect detection efficiency. For sufficiently low
write probability, uncorrelated noise counts will reach equal footing with the
desired scattered photons. This illustrates why we have put much effort into
reducing the number of dark counts due to external stray photons and intrin-
sic dark counts of our detectors to avoid degrading our cross-correlation. Due
to the finite residual noise counts, we expect the cross-correlation to degrade
for minuscule excitation probabilities p0. For the experimental run presented
here, we have not observed a reduction in cross-correlation for small write
powers (yet). However, the model line in blue in figure 10.8 illustrates this
expectation.

We observed non-classical correlations between the write and read scat-
tered light fields for all excitation probabilities, exceeding the classical bound-
ary g(2)WR(nW) > 2. We consider this a significant improvement compared to
the previous publication on this experiment performed on the D2 line in our
group (Zugenmaier et al. (2018)). We observed even higher cross-correlations
reaching values of 12 and above when truncating the integrated read pulse
duration earlier than for our choice of τR = 40 µs. However, this comes at
the expense of reduced retrieval efficiency. Therefore, we decided to improve
the retrieval efficiency at the expense of a slight loss in the observed cross-
correlations.

Part of our model developed for fitting our data is the cross-correlation
function. The cross-correlation versus mean write excitation is fitted in a com-
bined fit with the mean read counts and the retrieval efficiency. In figure 10.8,
the obtained fitted model result for the cross-correlation is shown along with
the values obtained from our measurements. We observe good agreement be-
tween the measurements and the fitted model, which we will discuss further
in section 10.1.7.

10.1.6 Conditional auto-correlation

The single-photon character of the retrieved scattered light field condi-
tioned on the successful detection of a single heralding photon during write is
quantified by the conditional auto-correlation g(2)RR|W=1. In the following, we
will investigate how truncating the duration of the read pulse affects our con-
ditional auto-correlation. This means that the different values shown versus
the read pulse duration are not statistically independent since we consider
the cumulative read pulse instead of the independent time bins of the read
pulse. For the analysis, we combine multiple data sets into one to improve the
statistics of our result - we will address this further in section 10.1.7.

To determine the conditional auto-correlation, we use the following ex-
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Figure 10.9: Conditional auto-correlation versus readout duration. Observed condi-
tional auto-correlation when varying the length of the integrated readout duration τR.
Dotted lines represent uncertainties estimated from Poissonian errors.

pression:

g(2)RR|W=1(τR) =
〈nR|W=1(τR)(nR|W=1(τR)− 1)〉

〈nR|W=1(τR)〉2
(10.5)

where we consider read pulses with precisely a single detected heralding pho-
ton during the preceding write pulse. Equation (10.5) can be understood as
how likely it is to detect two or more photons after registering only a single
heralding write click.

In figure 10.9, we plot the obtained values of the conditional auto-correlation
versus the integration time of the readout τR. As expected, we observe a
degradation of the conditional auto-correlation. The degradation can easily
be understood. The longer we read out, the more noise will be included. At
the same time, we know from the shape of the conditional readout (figure
10.6) that most of the "good" readout is fast and occurs during the first 100 µs.
Considering more and more of the read pulse includes toward long read du-
ration only additional noise, thus degrading the conditional auto-correlation
as in relative terms, more bad counts are considered in the estimate of the
conditional auto-correlation. Up to roughly 120 µs, the observed conditional
auto-correlation remains at least one standard deviation below the expected
auto-correlation of a two-photon Fock state. The "steps" in our conditional
auto-correlation may seem a concern. To explain this, we have to consider
what the conditional auto-correlation function experimentally reflects. It tells
us the likelihood of detecting three photons - one during the write pulse and
two during the read pulse. These triple-detection events are unlikely for an ex-
cellent on-demand single-photon source that generates single-photons with a
high probability. Therefore, these only occur very rarely. However, each time
we observe such a triple-detection event, it significantly alters the observed
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Figure 10.10: Retrieval efficiency
versus mean write clicks. Measured
retrieval efficiency ηR versus mean
number of write clicks. Error bars
reflect one standard deviation. The
fitted correlation model is shown in
blue. Data replotted from Dideriksen
et al. (2021).

conditional auto-correlation. We expect the shape in figure 10.9 to smooth if
we measure for longer and obtain more statistics.

We will provide precise numbers for the observed double- and triple-detec-
tion events when discussing the results of the correlation model. We use our
observed conditional auto-correlation to quantify the model fit by predicting
the expected conditional auto-correlation for various excitation probabilities.
To that end, we will also discuss the non-classical bounds of the conditional
auto-correlation for the scattered read light field.

10.1.7 Discussion of correlation model

As part of section 4.6, we have introduced the expressions used to model
the correlations derived in Dideriksen (2021). In the following, we will dis-
cuss the approach and the fit results of the correlation model. We will then
proceed to compare our experimentally observed conditional auto-correlation
g(2)RR|W=1(µ) versus the mean number of write counts 〈nW〉with the prediction
based on fitting our model to the experimental data.

The three experimental results are fitted using a combined fit for the three
expressions for g(2)WR(µ), ηR(µ) and 〈nR〉 (µ). Here, it is noteworthy that while
we found the expressions for the excitation probability µ, experimentally, we
only obtain the mean number of write counts 〈nW〉. We can relate the two
using appropriate scaling, as introduced in section 10.1.2.

As part of optimizing the duration of the readout τR, we have introduced
the retrieval efficiency in section 10.1.4. Now we will consider the retrieval ef-
ficiency versus the mean number of write clicks 〈nW〉. The result is shown in
figure 10.10. The retrieval efficiency is the third experimental property used in
the correlation model’s combined fit. As discussed in section 4.6 and through-
out this chapter, the model takes five different parameters into account. How-
ever, due to the different experimental runs we perform, it is possible to re-
duce the number of free parameters to the total write and read detection effi-
ciencies ηX and ηY.

For the fitting routine, the two free fitting parameters are optimized in a
combined fit of 〈nR〉 (µ), g(2)WR(µ), and ηR(µ). The data points for these three
properties are shown in the figures 10.5, 10.8 and 10.10. The data points are
weighted according to the inverse of their uncertainty. The resulting model
lines obtained by fitting the data are shown along with the respective experi-
mental data points in the respective figures.

From the fits, we obtain the total write and read detection efficiencies as
ηX = (2.9± 0.1) % and ηY = (6.0± 0.2) % where the uncertainty correspond to
fit confidence intervals of one standard deviation. To put the model to the test,
we use the obtained parameters from the fit with the other fixed parameters
determined by independent measurements to predict the conditional auto-
correlation g(2)RR|W=1 using equation (4.34). The model prediction is shown in
figure 10.11, plotted together with our experimentally observed values. We
observe good agreement between the measurement and the model prediction.
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Figure 10.11: Conditional auto-correlation versus write probability. The experimen-
tally observed conditional auto-correlation versus the mean number of write counts
〈nW〉. The error bars are obtained using Poissonian errors, except for the point with
zero conditional auto-correlation. There the error bar reflects the uncertainty if a single
double-read detection event would have been observed. The green point is the con-
ditional auto-correlation for analyzing the combined dataset of the lowest five mean
write count values. The dashed line indicates the two-photon Fock state. The dashed-
dotted line corresponds to the coherent state auto-correlation function. The blue line is
the prediction of the conditional auto-correlation function using the correlation model.
Figure replotted from Dideriksen et al. (2021).

Since the conditional auto-correlation function is one of the key factors for
quantifying our single-photon source, we want to discuss the results in fig-
ure 10.11 illustrating the observed conditional read auto-correlation versus
the observed mean write detection events. As expected, we observe that the
conditional auto-correlation function increases and hence deviates more from
our desired single-photon auto-correlation function for an increasing excita-
tion probability. It degrades for higher excitation probabilities since double
excitations of the ensemble become more probable. We can distinguish two
limits for values of the conditional auto-correlation function. The classical
limit of the conditional auto-correlation function is that of a coherent state,
given as g(2)coh = 1. This value marks the limit between classical and non-
classical correlations. All our experimental data points remain well below the
classical bound of g(2)coh = 1. The more precise characterization for generating
a non-classical read light field but truly a single-photon state is the compari-
son to the auto-correlation of a two-photon Fock state. For a two-photon Fock
state, the auto-correlation function takes a value of g(2)two-photon-FS = 0.5. We
can claim a single-photon character of our retrieval light field as long as we
observe a conditional auto-correlation statistically significant below the condi-
tional auto-correlation value of a two-photon Fock state. As indicated in figure
10.11, our error bars are rather large. The high uncertainties are connected to
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2These numbers are only valid
for τR = 40 µs.

the meager rate at which we observe one heralding and two retrieval detection
events. For this reason, we combine the lowest five points into one big data
set and perform the analysis on this extensive data set. We do this based on
the experimental conditional auto-correlation values’ low mean write count
dependency, which the correlation model also predicts. Doing so improves
the statistics significantly, and we obtain a common value for the conditional
auto-correlation, shown in green in figure 10.11, with:

g(2)RR|W=1 = 0.20± 0.07 (10.6)

This value is more than four standard deviations below the two-photon Fock
state auto-correlation, assuring our retrieved single-photons’ single-photon
character. To motivate why we did not simply measure longer for each of
the points but chose to combine them, we note that the green point corre-
sponds to a cumulative measurement time of roughly 32 hours. During these
32 hours, we ran our experimental measurement sequence 31 million times,
out of which we only recorded2 1321 times successfully a single write and
a single read detection event in consecutive write-read pulses. A total of
seven triple-coincidences have been recorded, meaning that we counted a sin-
gle write detection event followed by detecting two photons during the read
pulse, verifying that we have a high success rate for generating a single, on-
demand photon. At the same time, the rarity of triple-detection evens requires
a considerable number of measurements for sufficient statistics. The low de-
tection efficiencies of our scattered light fields complicate and prolong this
process further. Improving the detection efficiencies would allow us to reduce
the write probability further or speed up our measurements when comparing
equal excitation probabilities. Possible improvements will be discussed in the
following chapter 11.

Using the fit result from the correlation model, we can predict the con-
ditional auto-correlation of the read scattered light field and determine the
intrinsic retrieval efficiency. For this, we use the fit model result for ηY reflect-
ing the overall read detection efficiency. We correct ηY for the escape efficiency
of the scattered light out of the cell cavity (ηesc = 45± 2 %) and the detection
efficiency of the read detection setup (ηR

det = 19± 2 %). We estimate the read
detection efficiency independently with a light pulse of known optical power
and attenuate it with calibrated neutral-density filters. Relating the count rate
of the SNSPD with the number of photons in the attenuated beam gives us an
independent measure of the detection efficiency. Combining these allows us
to estimate the intrinsic retrieval efficiency - the retrieval efficiency corrected
for losses - as:

η∗R =
ηY

ηR
detηesc

= 70± 8 % (10.7)

The high intrinsic retrieval efficiency confirms that we read out a lot of the
heralded collective excitations despite truncating the read pulse. We achieve
close to full retrieval if we consider the full read pulse duration. Due to the
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cell cavity’s low outcoupling efficiency and limited detection efficiency, our
experimental retrieval efficiency is significantly lower than the intrinsic re-
trieval efficiency. Improving the outcoupling and detection efficiency would
allow us to be closer to the intrinsic retrieval efficiency.

10.2 Delaying readout of single-photon

So far, we have only considered the immediate retrieval of a stored col-
lective excitation. In order to allow for potential application in a quantum
repeater scheme, our system should allow for a delayed on-demand retrieval
of a stored excitation. This section will focus on combining the two properties
of our system, allowing single-photon generation on-demand while exploit-
ing the quantum memory capabilities of our system. For this, we investigate
how different properties of our source change when sending the read pulse
with a variable delay after the write pulse.
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Figure 10.12: Write and Read pulse shapes. Temporal shape of detection events: Blue
area - detected counts during heralding write pulses (31 µs, scaled 1/25). Solid curves
- detected counts during read pulses (200 µs, delayed 10 to 710 µs) conditioned on
the heralding write count (averaged over 7 µs bins). Dotted curves - the read noise
level in the absence of write pulse (1 µs binning). Figure (replotted) and caption from
Dideriksen et al. (2021).

Experimentally, we delay the readout for different delay times τD, rang-
ing from 10 (minimal possible delay, choice of previous section) to 1010 µs.
A subset of the delayed readout pulse shapes is shown in figure 10.12. The
shaded areas in figure 10.12 indicate the integration time we typically found
to be most beneficial for our analysis, i.e., for τR = 40 µs. It should be noted
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that the write pulse is scaled by a factor of 1/25 for better visibility of the read
pulses in figure 10.12.

For the read pulses, we show two traces each. The lines correspond to the
read conditioned on a single write detection event during the preceding write
pulse. Due to the limited statistics, the data is averaged over 7 µs time bins.
The dotted read pulse shapes correspond to the read noise for sequences with-
out an optical write pulse. This differs from figure 10.6, where we compared
conditional and unconditional readout, where both were with optical write
pulse. Figure 10.12 illustrates nicely that the overall conditional retrieval dur-
ing the read pulse is highest at the beginning of the pulse. The conditional
readout degrades while we retrieve the stored excitation, as already seen in
figure 10.6. However, the relative contribution of the conditional readout
compared to the read noise is degrading towards higher delays. Secondly,
the end of our read pulse is flat, and the noise level approaches the no-write
noise level. Interestingly, the ratio between the narrow peak and base noise
level for the read noise traces remains constant since both contributions grow
equally towards higher delays.

The growth in the read noise and the degradation of the signal-to-noise
when comparing read noise and conditional readout gives us a good idea that
delaying the retrieval degrades our source performance when exploiting the
memory capabilities. In the following sections, we will investigate the influ-
ence of delayed retrieval on the correlation functions and retrieval efficiency
and how different noise contributions grow.

10.2.1 Decoherence of non-classicality

Intrinsic to our experimental design is that we generate a single-photon
on demand using a two-step scheme. While the write generates a herald-
ing photon, indicating that our source is loaded, the collective excitation is
maintained in the atomic ensemble. The finite lifetime of collective excitations
makes our source a quantum memory as we can delay the retrieval of the de-
sired single-photon, allowing for on-demand readout. As discussed in 1.3, a
quantum memory can be quantified by determining how long a non-classical
state can be stored before the information has degraded.

In figure 10.13, we investigate the degradation of the Cauchy-Schwarz pa-
rameter R and the cross-correlation g(2)WR versus the delay time τD. To evalu-
ate the decay rate of both, we fit the respective measurement values with a fit
function. For the second-order cross-correlation function, we fit an exponen-
tial decay with an offset of one as follows:

g(2)WR(τD) = B · e−τD/τM + 1 (10.8)

Here, we have introduced the decay of the non-classical correlations as the
inverse of the memory time 1/τM. It should be noted that the parameter
B in equation (10.8) is related to the cross-correlation for zero delay as B =

g(2)WR(0) − 1. In figure 10.13, the solid black line bordering the green area
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3Please note that we do not con-
sider the time for re-initialization
of the source and the like.

0 200 400 600 800 1000

=
D

 [µs]

0

5

10

15

20

g
(2

)
W

R
,
R

Figure 10.13: Decay of write-read cross-correlations. Decay of the cross-correlation

function g(2)WR (red) and Cauchy-Schwarz parameter R (blue) versus the delay τD be-
tween write and read pulse. Figure replotted from Dideriksen et al. (2021).

marks the value 5.7 of the cross-correlation. This value marks the required
cross-correlation between write and read scattered light fields to violate the
Bell-inequality as motivated by Wallucks et al. (2020). For our experimental
system, this bound for the non-classical correlations between write and read
scattered light fields is violated for a duration of τBI = (0.15± 0.03) ms.

To find the expression for the Cauchy-Schwarz parameter R, we scale
the fit result of the cross-correlation according to equation (4.26). From sec-
tion 4.6, we know that the non-classicality witness is defined as violating
R ≤ 1. As long as our write and read scattered light fields exhibit cross-
correlations violating this inequality, we have non-classicality. We define our
quantum memory capabilities as the time until the observed cross-correlations
no longer violate the non-classicality bound and denote it with τNC. This
level is shown as the dash-dotted line in figure 10.13. For a total duration
of τNC = (0.68 ± 0.08) ms our scattered light fields are non-classically cor-
related. Considering our optimal choice of readout pulse duration, together
with the memory time τNC, we can estimate the simplified time-bandwidth
product3. Considering our experimental values, the time-bandwidth is given
by B = 17± 2.

10.2.2 Decay of retrieval efficiency

Following the discussion on the decay of the non-classicality of the re-
trieved single-photons during the readout, it is instructive to consider the re-
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trieval efficiency. Considering the retrieval efficiency ηR in addition to the
decay of the non-classical correlations is advantageous due to its definition.
The retrieval efficiency is defined as the mean number of conditional read
counts 〈nR|W=1〉 corrected for the mean number of noise counts 〈nnoise〉 as
introduced in equation (10.3). The latter is determined from a no-write se-
quence using the same respective delay τD. The retrieval efficiency is hence
intrinsically corrected for noise counts. It means that we can understand the
decay time of the retrieval efficiency as the expected decoherence time of non-
classical correlations in the absence of detrimental noise processes speeding
up their decay.
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Figure 10.14: Retrieval efficiency ηR versus delay time τD. Shown is the retrieval
efficiency ηR for various delay times and a fixed readout integration duration of
τR = 40 µs. The uncertainty on the retrieval efficiency is calculated using Poissonian
errors. An exponential function is fitted to obtain the intrinsic memory time. Figure
(replotted) and caption from Dideriksen et al. (2021).

To find the decay time of the retrieval efficiency, an exponential model is
fitted to the data:

ηR (τD) = A exp
(
−τD/τηR

)
(10.9)

From the fit, the decay time of the retrieval efficiency can be determined as the
time until it is reduced to its 1/e-value, it amounts to τηR = 0.89+0.49

−0.23 ms. To
put this number into perspective, we need to consider the limitations of the
retrieval efficiency decay. While it is corrected for additional noise originating
from false readout, for example, its ultimate limitation will be governed by the
dephasing of the spin wave. Successful heralded readout, i.e., the detection
of the on-demand single-photon, is given by 〈â† â〉 ∝ 〈b̂† b̂〉 (τD). This expres-
sion is proportional to 〈 Ĵ+ Ĵ−〉 (τD) ≈ 〈 Ĵ+ Ĵ−〉 (0) exp(−2τD/T2) (see section
2.3). We expect the spin wave and retrieval efficiency to decay at twice the
decay rate of the transverse spin coherence time T2 (see 4.5). The decay time
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of the retrieval efficiency τηR fits within its uncertainty reasonably well with
the observed T2 = 2 ms estimated using the pMORS method (section 6.2).

We expect the decay time of our non-classical correlations to approach the
decay time of the retrieval efficiency. However, due to the rise of detrimen-
tal readout noise due to atomic spin polarization decay while delaying the
readout, visible in figure 10.12, the cross-correlation degrades more quickly.
Using the fitted model for the cross-correlation g(2)WR from the previous sec-
tion, the 1/e value for it can be determined as τ1/e = (0.44± 0.04) ms. This
means that the readout noise due to atomic decoherence speeds up the decay
of non-classical correlations by a factor of two. Decreasing the growth of the
atomic noise when delaying retrieval is an important factor in increasing the
quantum memory capabilities of our source.

10.2.3 Noise evolution

As we have established in sections 2.3 and 6.2, decoherence effects lead
to a redistribution of atoms from |F = 4, mF = 4〉 to other Zeeman and the
other hyperfine level. Therefore, we expect the overall conditional signal and
the success rate at which we retrieve a heralded read photon to decay with
increasing delay times τD. At the same time, false readout detection events
become more dominant.
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Figure 10.15: Noise contributions versus delay. Narrowband and broadband noise
contribution during the read pulse for various delay times τD. The values are obtained
from filter cavity scans following the procedure described in section 10.1.1.

In order to quantify the different noise contributions further, we require
the spectrum to identify the magnitude of each noise contribution. To do so,
we repeated the filter cavity scans. Figure 10.3 shows an example of such a
spectrum for the minimal delay. We repeated a filter cavity for each delay
time. We also perform the no-write measurement for each delay to gauge the
narrowband noise in the readout.
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In figure 10.15, the results of the narrowband and broadband noise, as de-
scribed in section 10.1.1, are shown for various delays. Both noise contribu-
tions grow linearly with the delay time τD. We take this as an indication that
both noise sources originate from the same source. It should be noted that
we determined the noise contributions for τR = 40 µs as we read out the nar-
rowband noise much faster than the broadband noise (compare figure 10.6).
The different speed of reading out the two noise sources originates from ineffi-
ciently addressing asymmetric modes when reading out collective excitations.

For the broadband noise, we have discussed in section 4.5 that insufficient
motional averaging leads to asymmetric collective excitations. While the write
process is related to atoms in |4, 4〉, for the read, the asymmetric modes cor-
respond to retrieval from |4, 3〉 where the motional averaging is insufficient.
At the same time, the narrowband noise contribution is also growing. This
narrowband noise constitutes, in a sense, a false "coherent" readout. We at-
tribute this narrowband noise to be originating from a residual population in
|4, 3〉 after the optical pumping. This hypothesis is supported by observing
a significant reduction in the narrowband noise compared to Schmieg (2019),
where the optical pumping led to a worse initial atomic state preparation.
That both noise contributions grow with a linear trend leads us to believe that
both originate primarily from the growing population in |4, 3〉. The origin of
the narrowband noise was further investigated in Dideriksen (2021) by vary-
ing the atomic spin polarization. The observations deepened our notion that
both narrow- and broadband noise are related to residual atomic population
in |4, 3〉. This is good and bad news at once. It is good news for operating
our source without delay. The residual population in |4, 3〉 can be improved
by improving our optical pumping to reach an even better initial atomic spin
polarization of our ensemble. The bad news is that the redistribution of atoms
into |4, 3〉 will remain the same limitation, as the transverse spin decay time
governs the redistribution of atoms. The transverse spin decay time does not
change when the initial spin polarization is improved. This property is cell-
specific. Only changing to another cell, possibly with a larger cross-section,
will alter the redistribution rate.

In order to remedy at least part of this noise, one might consider narrower
filters. We expect narrower filters to reduce the amount of broadband noise
detected. However, since our desired scattered photons and the false coherent
readout have the same spectral properties, narrower filters would not help
eliminate that noise. How we can overcome these limitations will be discussed
in the next chapter, chapter 11.

As a last, minor consideration, we determine the changes in the readout
rate γR when delaying the read pulse. For this, we repeat the approach de-
scribed at the beginning of this chapter (section 10.1) to determine the readout
rate as γR (τD) using the unconditional readout. The fit of the readout rate
and its respective value is shown versus the delay τD between write and read
pulse in figure 10.16. The readout rate is fitted with a linear function, and the
incline of γD is determined to be a = 19 ± 3 kHz

ms . In figure 10.15, we also
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Figure 10.16: Readoutrate versus delay. Top: Various readout pulses sent at delays
ranging between 10 and 1010 µs, shown in purple. We indicate the part of the readout
used to fit the readout rate in green, while the respectively obtained fit is shown in red.
Bottom: Obtained readout rate versus delay. Error bars reflect fit uncertainties of one
standard deviation. The red line is a simple linear fit of a · τD + c

estimated the growth of the narrowband noise with the delay τD. However,
this was based on the filter cavity scans and a fixed duration for the readout
(τR = 40 µs), which reflects the number of symmetric excitations that we can
efficiently address with our read pulse. We stress that not all of these sym-
metric excitations are good symmetric excitations due to the preceding write
pulse, as those, of course, do not grow with the delay. The fit to the observed
narrowband noise in the filter cavity spectrum in figure 10.15 has an incline,
with a different relative scale, of a = (17± 2) · 10−6 counts per pulse and
microsecond. The relative incline between both analyses agrees well, consid-
ering their different scaling due to the analysis and measurements they origi-
nate from. We note that the filter cavity scan and the resulting estimate of the
narrowband noise correspond in a sense to also determining the readout rate.
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Therefore, we expect the two measurements to confirm each other.



Chapter 11

Outlook

We have presented the experimental results of our source-memory pro-
tocol using a room-temperature cesium atomic ensemble, as was presented
in our joint publication in Dideriksen et al. (2021). In the following sections,
we want to do two things. First, we want to provide a coarse benchmark
compared to other experimental approaches. Second, we wish to provide an
overview and elaborate on our current limitations. We have taken the first
steps to implement changes to tackle some experimental challenges and limi-
tations.

11.1 Benchmark

Our experimental system exploits a collective spin ensemble of cesium
atoms for storage and retrieval of collective excitations for the on-demand
generation of a single-photon following the proposal of the DLCZ protocol.
In the following, we compare our experimental capabilities and put them into
context with other people’s work and performance parameters. The moti-
vation here is that many different approaches have vastly different perfor-
mances. Here, different performances will not necessarily be "good" or "bad"
but rather be related to the suitability of systems for different practical appli-
cations.

In the preceding chapter, we successfully demonstrated a high single-pho-
ton purity of our retrieval single-photon with a conditional auto-correlation of
the retrieval scattered light field more than four standard deviations below the
expected auto-correlation of a two-photon Fock state. While the single-photon
purity is relatively high, we must also consider our success rate. We success-
fully recorded consecutive write and read scattered photons 1321 times out of
31 million herald-retrieve attempts. To put these two numbers into perspec-
tive, only 0.04 ‰ of our attempts were successful. This relatively low success
probability is mainly related to our high losses and low excitation probability
to avoid double excitations within our atomic spin ensemble. We can com-
pare our system to a single-photon source based on a quantum dot embedded
in a planar nanophotonic waveguide circuit as done in Uppu et al. (2020).

133
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1We have to acknowledge here,
while our source and memory
are operated using a room-
temperature system, our de-
tection, however, is not. Our
SNSPDs also require cryogenic
operating temperatures. With
our current choice of detec-
tors, we cannot consider our
experimental approach truly
room-temperature.

Here, the authors achieve a single-photon purity of g(2) = 0.015± 0.005 while
generating 122 million photons per second (Uppu et al., 2020). Our room-
temperature source is far from the result presented in Uppu et al. (2020).
However, the experiment presented in Uppu et al. (2020) comes with its own
challenges. First, the experiment has to be operated on the few Kelvin level,
requiring cryogenic cooling1. Further, these types of devices are not yet mass-
producible. A general problem of quantum dot-based sources is low yield
in their manufacturing process. Another example of a quantum dot-based
source is Ding et al. (2016), suffering from the same experimental challenge
arising from the required cryogenic operating temperatures. The authors in
Ding et al. (2016) report g(2) = 0.009 ± 0.001 with a single-photon purity
of 99.1 %. A thorough review of single-photon sources from semiconductor
quantum dots can be found in Senellart et al. (2017). A different approach to
semiconductor-based quantum dots is silicon carbide single-photon sources,
discussed in an extensive review in Castelletto (2021), that do not require cryo-
genic cooling. Silicon carbide-based single-photon sources can be operated at
room-temperature but have yet to achieve the same performance in the same
single-photon purity and indistinguishably as cryogenic-operating quantum
dots (Castelletto, 2021).

Atomic-based systems are an alternative approach. Our DLCZ-type on-
demand source falls under this category. We can distinguish systems of cold
atomic clouds or individual atoms that are optically cooled down to reduce
the atoms’ motion and systems at room-temperature or even elevated temper-
ature ("hot" vapors). The authors of Mücke et al. (2013) have shown, for ex-
ample, high single-photon generation efficiency using a single trapped atom
inside a cavity – as opposed to the ensemble approach in our case. Genera-
tion efficiencies of 56 % on the D2 line of rubidium with an outcoupling ef-
ficiency of 89 % of the photons out of the cavity have been reported Mücke
et al. (2013). While cold atomic clouds or individually trapped atoms do not
require cryogenic cooling, they still rely on a sophisticated cooling appara-
tus to slow the atomic motion. However, they also typically have a lower
generation efficiency than sources operating at cryogenic temperatures, for
example, in Uppu et al. (2020) and Ding et al. (2016). An atomic single-photon
source based on a hot vapor employing a Rydberg blockade was presented
in Ripka et al. (2018). The source presented in Ripka et al. (2018) exhibits a
single-photon purity comparable to ours. However, it operates much faster
with a total cycle repetition rate of tens of nanoseconds and sequence pulses
on the nanosecond scale. Most of the previously mentioned single-photon
sources have a higher repetition rate and generation efficiency than ours. Part
of this is related to the operation of our system being intrinsically slow, while
another part originates from the high losses, reducing the success rate signifi-
cantly. Knowing this, we address these issues on the single-photon generation
as part of our experimental limitations and present ideas on how to improve
from section 11.2 onward.

The second cornerstone of our system is its memory capability. Therefore,
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we consider some other atomic ensemble-based quantum memories. Alterna-
tive atomic ensemble-based quantum memories capable of storing single ex-
citations are ladder schemes exploiting D-shell storage as presented in Kacz-
marek et al. (2018) and Finkelstein et al. (2018). These quantum memories
exhibit highly favorable duty cycles compared to our quantum memory due
to their fast reinitialization. Our memory requires 350 µs for reinitialization in-
between storage of excitations. At the same time, our memory time of 0.68 ms
is significantly longer than the ones presented in Kaczmarek et al. (2018) and
Finkelstein et al. (2018). We note that part of our comparably long reinitial-
ization time of 350 µs is related to our read pulse and its comparably long
duration of 200 µs. Reducing its length or testing the reinitialization in the ab-
sence of a read pulse would reduce the required time for the reinitialization
pulse.

For comparison with an experiment combining quantum memory and sin-
gle-photon generation within one physical system following the idea of the
DLCZ protocol (Duan et al. (2001)), the room-temperature results obtained by
Dou et al. (2018) in a buffer gas vapor cell can be considered. Similar to our
approach, the authors of Dou et al. (2018) employ far off-resonance classical
drive light pulses to store collective excitations. Dou et al. (2018) employ hy-
perfine storage and report a time-bandwidth product of up to 1400 with an
intrinsic memory time of 6 µs. While their reported time-bandwidth product
is two orders of magnitude larger than ours, the opposite is true for memory
time. The time-bandwidth product Dou et al. (2018) states excludes reinitial-
ization time. We would also need to know their reinitialization time for a bet-
ter comparison to our time-bandwidth product. However, this reinitialization
duration is unfortunately not provided in Dou et al. (2018).

With the long-distance entanglement generation in mind, combining a high
time-bandwidth product with a long memory time will be beneficial. In our
current setup, the time-bandwidth product is limited due to the speed of av-
eraging our interaction (section 11.3.2), governing the duration of the optical
pulses required. The current choice of cell geometry fundamentally limits
memory time as atoms hit the glass walls quite frequently. Overall, for long-
distance entanglement generation, a high success rate will also be essential,
which in our case is mainly related to improving the losses present in our sys-
tem (section 11.2). One way to improve this is to use a repeat-until-success
scheme for the write pulse, similar to what the authors of Zhang et al. (2022)
employ. We will discuss Zhang et al. (2022) later in this section.

Despite our single-photon source coming with its in-built memory, we can
also imagine combining our source-memory system with another long-lived
quantum memory. The combination with a distinct quantum memory extends
its memory time at the expense of additional experimental complexity arising
from interfacing and controlling two systems. However, an atomic single-
photon source can be combined, for example, with a loop memory, as has been
done by Pang et al. (2020). Since our in-built memory is already exhibiting a
memory time of approximately 0.68 ms, interfacing our system with such a
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loop memory is not reasonable due to the temporal length of our scattered
photons. However, some systems mentioned above with memory times on
the nanosecond or microsecond level could benefit from such a loop memory.
Other experimental approaches where a single-photon source was success-
fully interfaced with a quantum memory at room-temperature was, for exam-
ple, in Buser et al. (2022). The authors interfaced a spontaneous parametric
downconversion single-photon source with an atomic ensemble as quantum
memory exploiting electromagnetically induced transparency. In Buser et al.
(2022), the memory time was limited to below a microsecond. Given that the
repetition rate is significantly higher, the reported time-bandwidth product is
B = 250 (Buser et al., 2022), making this type of memory more geared towards
photon synchronization.

The origin of our experiment lies in the proposal for the DLCZ protocol
for long-distance entanglement generation based on atomic ensembles. While
we followed in these footsteps using an anti-relaxation coated cesium vapor
cell operating close to room-temperature, we only realized a single quantum-
repeater node. The minimum realization of the DLCZ protocol, containing
only a single quantum repeater, requires four atomic ensembles. A more fun-
damental approach is to show the single-photon interference of two single-
photon sources. Combining two or more of our current sources is possi-
ble. However, we have yet to do so. Other groups using similar experi-
mental platforms have achieved this already. For example, Li et al. (2021)
presented heralded quantum entanglement between two spatially separated
room-temperature atomic ensembles. This heralded entanglement is an ele-
mentary step toward realizing proper quantum networks. The authors of Li
et al. (2021) identify the memory time of 2.2 µs as one of the main limitations
toward realizing large-scale quantum networks. The same group showed
more recently in Zhang et al. (2022) that they can successfully demonstrate
Hong-Ou-Mandel interference between two atomic ensembles exploiting hy-
perfine storage within their cesium ensembles. A fast repeat-until-success
operation allows the authors of Zhang et al. (2022) to speed up the interfer-
ence rate roughly 15 times, allowing for visibility of the interference to exceed
the classical limit of 50 % statistically significant. The authors observe up to
75 % visibility of the quantum interference without correcting for background
noise (Zhang et al., 2022). While the overall pulses are on the tens of nanosec-
onds scale, the memory time of the respective source is limited to a few mi-
croseconds in Zhang et al. (2022). While the presented result is impressive for
room-temperature systems, the limited memory times will limit the extent of
possible quantum networks. It should be noted that the single-photons gen-
erated from our source are relatively narrow, as we have seen in section 10.1.1
when scanning the filter cavity resonance frequency with respect to the scat-
tered photon frequencies. Spectrally narrow photons are an advantage when
imagining interference from two sources, as the temporal shape of the photon
is in the range of multiple microseconds. A rather long single-photon wave
package is less sensitive to small delays or path differences between interfer-
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2As a toy model, let us con-
sider two single-photon wave
packages we wish to interfere
with each other. Considering
20 µs temporal lengths of the
single-photons, a path difference
corresponding to 10 µs would
still allow for interference. In
10 µs, photons travel roughly
three kilometers, a potentially
long path difference illustrating
the benefit of temporally long
single-photons rather nicely.

ometer arms2. Experimentally, the successful interference of a path difference
above 100 meters has been shown in Rambach et al. (2018), where the delay
between two single-photons was obtained by exploiting a cavity to delay one
of them.

For quantum networks, ultimately, long-distance entanglement is of inter-
est. Furthermore, how to connect different systems in the form of a quantum
interface will be vital to connect communication channels to quantum com-
puters. Such a hybrid interface could be between atoms and opto-mechanics,
for example. Hybrid entanglement between atoms and opto-mechancis has
been shown in Thomas et al. (2021). To enable interfacing on the single-
excitation level, we require a scheme that allows similarly heralding a single-
phonon as a scattered photon heralds our collective excitation. This has been,
for example, shown in Galinskiy et al. (2020).

11.2 Experimental limitations

We have identified different limitations in our DLCZ-type experiment, and
here we would like to shed some light on how to remedy these issues. Here we
will give a short overview and present the consecutive steps taken to realize
the improvements.

• Losses:
Losses and limited (experimental) retrieval efficiency slow down the
success rate of our protocol. When losses decrease the "good" detec-
tion event to the level where dark counts become significant, losses even
reduce the fidelity of the retrievable on-demand single-photons. One
of the main limitations is the outcoupling efficiency of scattered pho-
tons from the cell cavity, affecting write and read scattered photons to
the same extent. Therefore, investigating a cavity-free scheme seems a
promising path toward reducing losses and improving detection effi-
ciency. Further, the losses due to limited transmission throughout our
detection setups and towards the single-photon detectors can be im-
proved. For the write detection setup, the attainable transmission through
the fiber toward the detector limits us. Overall, enhancing detection ef-
ficiencies improves the success rate of our herald-retrieve scheme. Espe-
cially the rate at which triple-detection events will be recorded will gain
from increased detection efficiencies.

• Leakage and drive light suppression:
Currently, we are not limited by leakage from the drive light. The cell
cavity escape efficiency reduces our drive light suppression requirements.
For a cavity-free scheme, the leakage might return to be a limiting factor.
Reducing the leakage can be achieved in two ways: by using narrower
filters or by improving the magnetic field strength and homogeneity to
allow for the scheme’s operation at an even higher Larmor frequency.
Both are more of an engineering challenge but can be solved.
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• Broadband noise:
One of our main challenges is broadband noise in both write and read
scattered photon spectra. We attribute it during the write due to insuf-
ficient motional averaging. During the read, insufficient motional av-
eraging is one of the reasons. However, another contributing factor is
the residual population in |4, 3〉 that becomes more pronounced when
delaying the readout due to Zeeman level repopulation.

• Narrowband noise:
We have seen that a significant part of the noise during the readout ex-
hibits the same spectral shape as the desired scattered single-photons in
the read scattered photon spectrum. To quantify its magnitude, we rely
on an experimental sequence reading out the atomic ensemble without
sending a preceding write pulse. This readout without preceding write-
in of collective excitations corresponds to only a "false" coherent readout.
Due to the observation that its contribution had decreased compared to
previous iterations with worse optical pumping and its growth when
delaying the readout, we attribute this contribution mainly to the pop-
ulation in |4, 3〉. While we can (hopefully) push initial atomic spin po-
larization preparation further, the repopulation rate of |4, 3〉 remains the
same as it is determined by the spin coherence time. The decay of the
atomic spin polarization is provided in appendix C. With the current cell
geometry, noise contributions arising from |4, 3〉will remain the limiting
factor for the memory time of our single-photon source. Alternatively,
choosing a different excitation scheme not being limited by the repopu-
lation of atoms to |4, 3〉 can be considered. While hyperfine storage is not
a suitable option in our case as determined in Borregaard et al. (2016),
Zeeman level storage with |4, 2〉with ∆mF = 2 is a possibility. Choosing
a ∆mF = 2 based excitation scheme comes with additional challenges,
which we will discuss later in this chapter.

In the following, we will present a subset of our ideas for improving our
experimental performance and some steps taken toward realizing them. How-
ever, we will exclude considerations regarding noise reduction due to improv-
ing the initial atomic spin polarization and the like and the expected impact
on the correlations present in our system. This was discussed at length in
Dideriksen (2021). The author considered the noise reduction and the atomic
spin polarization improvement, focusing on the expected changes in the cor-
relation functions. Based on the correlation model, also used for the analy-
sis in chapter 10, the possible improvement arising from improved detection
efficiency was considered. Dideriksen (2021) finds that a reduction of fac-
tor five in the readout noise roughly halves the conditional auto-correlation
g(2)RR|W=1 ≈ 0.1 according to the model. However, this comes at the expense
that an atomic polarization of 99.86 % is required (Dideriksen (2021)). For
more details, the reader is referred to Dideriksen (2021) for an in-depth dis-
cussion.
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11.3 Where to go from here?

The following section will further present our efforts toward investigat-
ing our current limitations as presented in section 11.2. We will also present
the first steps to finding remedies for the identified issues. As the following
section is quite convoluted, and many of the investigated issues are intercon-
nected, we will start with a rough overview. In table 11.1, we summarize some
of the key points and motivate why and what we will be testing to improve
our DLCZ-type experiment. It should be noted that throughout this chapter,
we will not present any direct or verifying measurements using the DLCZ
scheme and single-photon counting. Instead, more fundamental considera-
tions and simplified tests will be presented.

What? Why?
Comparison between
cavity and no-cavity
measurements.

Investigating the cavity enhancement during write
and read step in the DLCZ protocol. Further, we
test somewhat classical measurements as analogs
to avoid running the full DLCZ experiment.

Spin noise measure-
ment.

Classical analog for write step in DLCZ proto-
col. Tool for investigating reduction in broadband
noise.

Homodyne-readout
measurement.

Classical analog for read step in DLCZ protocol.
The measurement relies on RF excitation instead
of optical write-in of collective excitations.

Filling factor. Influence on write efficiency and filter require-
ments. Motivation for the shaping of beam pro-
files.

Limitation excitation
scheme.

Rethermalization of |F = 4, mF = 3〉 is limitation
for delaying readout. Pro and contra about alter-
native excitation scheme relying on storage using
∆mF = 2 instead of ∆mF = 1.

Beam shaping. Implementing a more homogeneous beam profile
using a tophat profile toward implementing a bet-
ter filling factor, thus enabling faster motional av-
eraging and reduced broadband noise contribu-
tion to the scattered photon spectra.

Increasing cell chan-
nel diameter.

Enhance the potential memory time allowing for
delaying the readout of stored excitations. Com-
bined with improved filling factor and beam
shaping, it can also aid in improving the time-
bandwidth product of the DLCZ scheme.

Table 11.1: Overview investigation of limitation. This table aims to provide an
overview of the investigations presented throughout this section and our motivation
for doing so.

In the following parts of this section, we will address and present some of
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3The measurement can also be
performed using an RF pulse,
but this is only used to get a
more robust response of the
spins and therefore "find" the
Larmor peak and optimize the
settings. The measurement is
performed without driving the
spins to get the spin noise signal.

the efforts we pursued. Due to the sheer extent, we refrain from presenting all
details. As this section is extensive and many of the topics are interconnected,
we will summarize the findings in section 11.4 and provide a condensed ver-
sion of our efforts.

11.3.1 Cavity-free measurements

One of our major losses originates from the limited outcoupling efficiency
of the scattered photons out of the cell cavity. While we benefit from the en-
hanced light-atom interaction due to the cell cavity, losses significantly reduce
the speed of our protocol as more trials are required for successful heralding
and retrieval in consecutive write and read pulses. Likewise, losses require
us to ensure low excitation probability to avoid double excitations that could
falsely be detected as single excitations. We reiterate that losses do not com-
promise the fidelity of our single-photon for negligible background counts
(see section 4.6). Instead, they are inconvenient and limit the usability of the
single-photon source as it slows down the rate at which the single-photons
can be generated.

We performed spin noise and homodyne retrieval measurements with and
without the cavity to see our experimental gains during the write and read
process when utilizing a cavity around the vapor cell. We use these "classical"
measurements because we do not have to adjust our filtering and detection
setups to accommodate the different filter requirements between cavity and
no-cavity measurements. A different way of thinking about cavity enhance-
ment is that it reduces the filter requirements since fewer drive photons are
required to generate the desired scattering process. In turn, this means that
without the cell cavity surrounding the vapor cell, we must filter out more
classical photons for the desired scattered photon. Hence, running the com-
plete DLCZ scheme without a cell cavity would require new detection setups.
We will compare the write and read steps for cavity and no-cavity cases using
classical measurements as an analog for the DLCZ write and read step.

Write step: Spin noise measurement

We will use a so-called spin noise measurement to quantify the benefit of
the cell cavity during the write step of our protocol. The idea is simple and not
completely independent of what we exploit during the (pulsed) MORS tech-
nique. The difference is that instead of driving the spin with an RF pulse3, we
probe the thermal spins inside a bias magnetic field using a far-detuned probe
laser and record their spectrum using homodyne detection. For the write, we
expect the spectrum to consist of a shot noise level arising from the proba-
bilistic nature of laser light, along with a narrowband and broadband contri-
bution to the spectrum centered around the Larmor frequency. The narrow-
and broadband contributions are expected to reflect the same ratio for the
spectrum of the write scattered photon measured by scanning the filter cavity
resonance. Figure 11.1 displays such spin noise spectra recordings.
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Figure 11.2: Experimental config-
uration spin noise measurements.
Simplified experimental setup for the
spin noise measurement. The desired
Stokes component is recorded using a
combination of a half-wave plate and
a polarizing beamsplitter. The optics
in front and behind the cell are either
high-reflective mirrors (cavity mea-
surement) or lenses (no cavity mea-
surement).

For the measurement, we decided to perform the experiment using a Rohde-
Schwarz spectrum analyzer and a balanced photodetector. The latter is lim-
ited in bandwidth, which required us to perform the measurement using a
Larmor frequency of around 500 kHz, as shown in the spectra illustrated in
figure 11.1. However, this proved advantageous over using a single output
port of the PBS and the previously used APD with our usual choice of Lar-
mor frequency. We suspect this is because the balanced PD is insensitive to
common-mode noise. A simplified experimental setup indicating probing di-
rection, polarization homodyne detection, and magnetic field orientation is
portrayed in figure 11.2. For a successful spin noise measurement, we need
to ensure two things. First, we need to be shot noise limited. We ensured this
by recording the electronic noise traces and shot noise levels. All signal traces
are corrected for electronic noise. The shot noise trace must be measured with
the atoms being far-detuned to correctly estimate shot noise and broadband
noise contributions. We ensure this by moving the atoms to our usual Larmor
frequency of νL = 2.4 MHz. Observing a linear dependency of the shot noise
level from the probing power confirms that we are indeed shot noise limited.
In order to compare the cavity and no-cavity spin noise measurements, we
record the spin noise spectrum for various probing powers. As a reference,
we use the optical power after the cell and calibrate the losses toward the de-
tector. The calibration is necessary since the incoupling mirror reduces the
optical power at the cell significantly. The power before the cell can not be
used as a reference point.
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Figure 11.1: Spin noise spectra. The obtained spin noise spectra versus the frequency.
The lowest trace is the recorded electronic noise floor, used to correct the signal traces
for electronic noise. The peaks correspond to various spin noise spectra for different
optical probing powers. We also plot the respective shot noise levels.

We can determine multiple things from the obtained spin noise measure-
ments. First, we can plot the individual shot noise level versus the optical
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Figure 11.3: Shot noise versus probe
power. Verification of linear growth
of the shot noise level versus the
probe power for the cavity (blue)
and no-cavity (green) measurement.
All traces are corrected for electronic
noise. For reference, the electronic
noise level is shown as a dotted line.
A linear function f (x) = a · x is fitted
to the data. The respective slopes are
shown as a solid and dash-dotted line
for the no-cavity and cavity cases, re-
spectively.

power. Doing so allows us to verify that the shot noise level grows linearly
with the probe power. In figure 11.3, the measured shot noise (arbitrary units)
is plotted versus the probe power for the measurement with the cavity. A lin-
ear fit f (x) = a · x is fitted to the data for better visualization. We observe good
agreement between fit and data. We observe a discrepancy in the slopes corre-
sponding to 14 % despite our efforts in calibrating losses towards the detector.
This discrepancy is related to multiple things. First, we are dealing with two
different experimental setups. A thorough calibration of the losses is prone
to errors. Further, there were multiple months of separation between the two
measurements, and the changes to the setup were quite drastic. Despite our
efforts to reproduce the cavity mode with lenses, this is a potential source of
errors. We attribute this to different detection efficiencies and systematic er-
rors in estimating the probe power between the two experimental configura-
tions. Unfortunately, when we started performing the measurements, we did
not plan to use them to estimate the cavity enhancement but only realized this
opportunity afterward. Therefore, we should have more carefully calibrated
and measured the losses through the paths in both cases. Repeating the mea-
surements after realizing these issues was not straightforward, as replacing a
lens with the incoupling mirror again is a tedious task and was, timewise, not
an option.

The key for estimating how much we gain from the cavity is determined by
the narrowband contribution to the spectrum with respect to the applied prob-
ing power. The difference in scaling between cavity and no-cavity cases pro-
vides information about the enhancement from placing the vapor cell inside
a low-finesse cavity. In Thomas (2020), the dynamics of spin noise measure-
ments for different measurement strengths, meaning probing powers, have
been considered. It was found that the narrowband feature in the spin noise
spectrum (figure 11.1) grows with the applied probe power – and so does the
power broadening induced by it. As a simplification, we followed Thomas
(2020) and considered only the peak height of the power spectral density at the
Larmor frequency, corrected for the shot noise and the broadband noise. The
latter is obtained from a fit to the spectral data using a broad Lorentzian. We
expect the two competing effects of growth and broadening to follow differ-
ent trends for the narrow feature in the spin noise spectrum. For high enough
probing powers, the peak height will approach a plateau while the broaden-
ing of it will continue to increase. This effect allows us to express the probe
power (PProbe) dependency of the narrowband feature (NB) in the spectrum
with a simple model as follows (Thomas, 2020):

NB (PProbe) ∝
a · PProbe

PProbe + b
(11.1)

where the numerator describes the increase in the peak height of the narrow-
band feature with probe power. The denominator describes the broadening,
which means that for large probe powers, a plateau is reached. This behavior
is also clearly observable for the cavity-free measurement as sufficient probe
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power was available (figure 11.4 bottom). For the measurement with the cav-
ity surrounding the cell, we suffer from the low on-resonance transmission
through the cell cavity, severely limiting the optical power after the cell. The
trend towards a plateau is not as pronounced (figure 11.4 top).
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Figure 11.4: Narrowband contribution versus probe power. Experimental observed
peak height of the narrowband peak versus the probe power for the cavity (top) and
no-cavity (bottom) measurement. The data is accompanied by the obtained fit of
f (x) = a · x/(b + x) for both measurements.

We fit the model from equation (11.1) to the recorded experimental data
for both measurement series. As the parameter a describes the growth of the
narrowband peak in the spin noise spectrum in the absence of broadening
effects, we are only interested in the estimate of the cavity enhancement as
ξcav = acav

anocav
. The experimentally obtained values for the cavity enhance-

Parameter a Uncertainty ∆a
Cavity 58.1 5.7
No cavity 2.2 0.1

Cavity enhancement 27 3

Table 11.2: Overview results spin noise measurement.Fit results with confidence in-
tervals corresponding to one standard deviation for parameter a of the fit model in
equation (11.1) for cavity and no-cavity measurements. We estimate the cavity en-
hancement between both measurements. The standard deviation for the cavity en-
hancement is calculated using the standard error-propagation formula.
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Figure 11.5: Broadband noise versus
probe power. Obtained broadband
contribution, normalized to units of
shot noise versus the probe power at
the cell cavity output. The fit is a lin-
ear fit of type f (x) = a · x + c.

ment are interesting results, but we have yet to make a comparison to what
we would expect. Therefore, we wish to compare the values in table 11.2
with the value we would theoretically expect based on our experimental pa-
rameters. For this, we consider ξCav as the ratio between scattered photons
in the cavity and in the no-cavity case. For the cavity, the optical depth is
increased by a factor 2F/π as discussed in section 4.3. This alone is insuffi-
cient for consideration, as the (scattered) photons are subject to further losses
in both cases. Common to both cases are the losses arising from the finite
transmission through the cell and its windows (≈ 87 %). We are subjected to
additional intra-cavity and outcoupling losses in the cavity case. Expressions
accounting for these were already found in Dideriksen (2021) and simplified
to (2/Tout − 1)Pout. Here, Tout indicates the transmission through the outcou-
pling mirror and Pout to the optical output power. We use this to determine
the cavity enhancement as:

ξcav =

(
2

Tout
− 1
)

ηesc
2F
π
≈ 34 (11.2)

Even considering the associated uncertainties, the value is higher than we
experimentally observed. While we tried to match the waist of the cavity
by using a lens in front of the cell, changes and additional clipping losses
could impact our results negatively, contributing to some of the discrepan-
cies. Further, we use slightly different optical paths. Due to the time sepa-
ration and different detection efficiencies (compare figure 11.3), we have to
assume some underlying systematic errors that are not accounted for in the
uncertainty. Considering our simple approach, the experiment and predic-
tion of the cavity enhancement, nevertheless, agree fairly well. For the future,
proper calibration and combination with a model that allows for accounting
errors and losses, the reliability should improve further. In principle, repeat-
ing the measurement for both cases with this specific measurement in mind
and gauging losses along optical paths more rigorously could allow for a more
reliable value of the cavity enhancement.

We further investigate the broadband noise level dependency from the op-
tical probe powers. In figure 11.5, we plot the broadband noise, estimated
from the spectrum in figure 11.1, converting it to shot noise units versus the
probe power. Figure 11.5 exhibits a nice linear trend with an offset. This linear
dependency matches our previous experimental observation when varying
the optical write power used in the DLCZ sequence (see Zugenmaier (2018)).
In figure 11.5, the broadband noise is a small contribution compared to the
shot noise level. It will limit how well we can resolve further reductions
in the broadband noise after improving the filling factor (see section 11.3.2).
Nevertheless, this simple spin noise measurement is an easy and simple-to-
implement technique allowing us to investigate and compare cells with differ-
ent geometries without the challenges of matching filtering and detection se-
tups for single-photon detection. The experimental simplicity of this method
will be of particular interest when testing cells of different geometries in sec-
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Figure 11.6: Experimental configu-
ration homodyne-readout measure-
ment. Simplified experimental setup
for the read homodyne measure-
ment. The desired Stokes compo-
nent is recorded using a combina-
tion of a half-wave plate and a po-
larizing beamsplitter. The optics in
front and behind the cell are either
high-reflective mirrors (cavity mea-
surement) or lenses (no cavity mea-
surement). The spin state is prepared
using optical pumping and excited
using the RF coil.

tion 11.3.2. Despite the limitations and sub-optimal conditions in the measure-
ments presented here, we consider the test of this spin noise measurement a
success for estimating the cavity enhancement, or in more general terms, the
coupling strength to the collective mode.

Read step: Homodyne-readout measurement

In our write-read scheme, the classical analog to estimate the enhancement
arising from the cell cavity for the readout proved slightly more complicated
than for the write step. As the coherent readout follows the successful herald-
ing of a collective excitation, we need an experimental sequence mimicking
the optical pumping, excitation, and retrieval. We used an RF excitation in-
stead of an optical write pulse, along with our usual optical pumping and
readout for experimental simplification. The relevant pulse sequence for this
measurement is illustrated in figure 11.7. A simplified experimental setup is
shown in figure 11.6, illustrating the probing, detection, atomic state prepa-
ration, and the RF coils for exciting the collective spin. Here, we exploit that
the interaction used to describe the interaction between the spins and the RF
field used for the pMORS technique can be extended to ensemble interaction
and shown to create symmetric collective excitations of the collective spin-
oscillator. This property has been used in previous theses to create symmetric
collective excitations inside the spin ensemble, and we refrain from introduc-
ing the theoretical description here (see Dideriksen (2021) and Zugenmaier
(2018) for details).

For the homodyne-readout measurement, we need to use our D1 laser
tuned to the magical detuning instead of the probe laser we used for sim-
plicity in the spin noise measurement.

Figure 11.7: Sequence homodyne readout measurement. Simple experimental pulse
sequence for the homodyne readout measurement. The coherent spin state is prepared
using optical pumping. RF excitations are written into the spin ensemble using an RF
pulse instead of an optical write-in. As usual, the excitation is optically read out, and
the response is recorded using homodyne detection.

In the following, we vary the optical power of the read pulse and record
the light-atom interaction using homodyne detection again. The resulting
time recording is analyzed for the readout rate. The readout in the DLCZ is
usually in the tens of kilohertz, as we have seen as part of our analysis in sec-
tion 10.1 and figure 10.2 specifically. We again consider the power after the cell
as a reference point for comparing the cavity and no-cavity cases. We record
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4In principle, we know the
oscillation frequency, as it is
our common Larmor frequency
νL = 2.4 MHz and fix it to reduce
the number of parameters. We
only observe small fluctuations
in the fitting parameter for the
frequency.
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Figure 11.8: Readout signal fit.
Data (blue dots) along with fit (red
line) for the homodyne readout sig-
nal. The fitting model is given
by f (t) = A sin(2π(t − t0)νL) ·
exp (−γR · t). For better visualiza-
tion, only a small time range is
shown. The time trace was averaged
1000 times.

the signal detected after the RF pulse for various optical powers. Similar to
pMORS (section 6.2), we observe an exponential decay of the oscillations. The
decay rate of the exponential is what will reflect our readout rate. We use the
following fitting model to determine the readout rate:

f (t) = A sin(2π(t− t0)νL) · exp (−γR · t) (11.3)

With the amplitude A, starting point t0, the oscillation frequency – expected
to be the Larmor frequency4 – νL and the readout rate γR. Figure 11.8 displays
an averaged time recording and the resulting fit using a function of the type
presented in equation (11.3).
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Figure 11.9: Readout rate versus probe power. The obtained readout rate γR versus
the respective probing power for the cavity (top) and no-cavity (bottom) experiment.
Due to the low optical powers, the fitting model is approximated as a linear function
f (x) = a · x. Error bars are estimated from confidence intervals for γR from the indi-
vidual fits (see figure 11.8) corresponding to one standard deviation.

For both cases, with and without a cavity surrounding the cell, we deter-
mine the individual fitting result for the readout rate γR versus the optical
power after the cell. The corresponding results for the various readout rates
are shown in figure 11.9. As the values for the readout rate γR are obtained
from fits, we use the confidence intervals from the fit corresponding to one
standard deviation to estimate the uncertainty. These are reflected as error
bars in figure 11.9. It should be noted that the uncertainties for many of the
results seem to be rather large, while the points themselves seem to follow a



Where to go from here? 147

linear trend quite nicely. The nice linear trend with the seemingly too-large
error bars could indicate that we overestimate the associated uncertainty of
the readout rate here. It should be noted that the highest optical power used
in the top part of figure 11.9 corresponds to the one used in the DLCZ-type
experiment. With a readout rate of γDLCZ = 40.2± 1.6 kHz in the DLCZ-type
experiment, the observed readout rate using the homodyne-readout agrees
well within their associated uncertainties (compare figure 11.9 top).

We are working with comparably low optical powers. Hence, we approx-
imate the readout rate as depending linearly on the applied probing power
to readout the RF excitations. Linear scaling of the readout rate is also the
scaling we have experimentally observed when varying the read power, for
example, presented in Schmieg (2019) and Dideriksen (2021). We fit a func-
tion γR(PReadout) = a · PReadout to the data. The associated fits are shown in
figure 11.9.

We can estimate the cavity enhancement as the ratio between the two
slopes for the cavity and no-cavity homodyne-readout measurement from the
obtained fits. Estimating the ratio between the slopes, we determine a cav-
ity enhancement of ξcav = acav/anocav = 72 ± 5, where the uncertainty is
estimated using the confidence intervals corresponding to one standard devi-
ation and propagating them through the expression. This result should only
be considered a very crude estimate for the cavity enhancement due to the
simplifications we made.

Discussion

In order to investigate possibilities to test our experimental scheme for the
DLCZ-type experiment without the need for a cell cavity, along with avoiding
the requirement for detecting single-photons, we tested two more straight-
forward techniques as "classical" analogs for quantifying write and read pro-
cesses. We presented a spin noise measurement for the write step to inves-
tigate its spectral composition. The advantage of this more straightforward
measurement is that it provides an instant spectral response, allowing us to
quantify the narrowband and broadband contributions to the write spectrum.
The cavity enhancement was determined to be ξcav = 27 ± 3, but deviated
from the theoretically expected value of ξtheo = 34. Further, we observed
that the broadband contribution to the spin noise spectrum is small compared
to the shot noise levels. The overall small broadband contribution poses a
problem when comparing different cell geometries. Quantifying the reduc-
tion of broadband components for improved filling factors by changing the
beam profiles could be limited by the resolution of the broadband noise level.
The classical readout of RF excitations works nicely for the homodyne-readout
technique. However, some things could be improved with the measurement
technique. For now, we have only compared cavity and no-cavity measure-
ments to estimate the cavity enhancement. We expect some issues with com-
paring the results to the entire DLCZ scheme for now. First, we have only
used RF excitations instead of optical write. For now, we had no calibration of
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the RF excitation compared to the optical write. The lack of calibration limits
the comparability in absolute terms between the homodyne readout measure-
ments to the DLCZ-type experiment. In order to estimate the read efficiency
from this measurement, we require knowledge about how many collective
excitations are created by an RF pulse. While this has not been done here,
calibrating the number of collective excitations generated by an RF pulse can
be done and has been used in the past to perform the DLCZ-scheme with-
out optical write step in Zugenmaier et al. (2018). However, the homodyne
readout measurement seems fine when we aim only for relative comparison,
especially when considering repeating this measurement for vapor cells of
larger cross-section diameters. Its simplicity and the lack of filtering and de-
tection setups make this a promising approach for a simple test to quantify
experimental performance across cell geometries in the future.

Spin noise and the homodyne-readout techniques are experimentally sim-
ple alternatives to quantify different processes in the write and read step with-
out requiring a fully developed filtering and detection setup for detecting scat-
tered single-photons. With a more thorough investigation and calibration of
these measurements, they could, in principle, allow us to compare various
cell geometries for their write efficiency and possible readout rates expected
in the DLCZ scheme. So far, we have only used these experimental methods
to quantify the cavity enhancement present in our DLCZ scheme. For write
and read, we found factors of ξW

cav = 27± 3 and ξR
cav72± 5 for the cavity en-

hancement, respectively. On the one hand, this confirms that we do benefit
in our scheme a lot from placing the atomic ensemble in a low-finesse cav-
ity. The significant reduction of required drive photons relaxes the require-
ments imposed on our filters, simplifying the filtering and detection setups.
At the same time, since it is "only" an enhancement of fewer than two orders
of magnitude, the optical power requirement and the gain in the experimental
retrieval efficiency make a cavity-free scheme worth investigating. This also
holds when considering the complete DLCZ scheme, including the single-
photon detection, as a higher filtering requirement is not a fundamental limi-
tation but rather a technical challenge. Using multiple cavities in our detection
setup and the updated design presented in Galinskiy et al. (2020), the required
suppression of drive photons combined with high transmission is viable. We
will discuss the filter requirements further when considering cells with larger
cross-sections to improve the memory time of our herald-retrieve scheme in
section 11.3.3.

Overall, the two experimentally more straightforward methods of spin
noise and homodyne-readout techniques are very convenient ways of quan-
titatively getting an estimate of a cell’s performance. Even though the tech-
niques are not (yet) allowing for an absolute reference and performance pre-
diction, they appear as reasonable alternatives for judging relative changes.
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11.3.2 Improving filling factor

We have seen in our filter cavity scans of the scattered photons in section
10.1.1 that one of our limitations in our herald-retrieve scheme is the broad-
band noise in the write and read spectra. For the write step, we have observed
a write efficiency of ηW = 0.82± 0.01 (section 10.1.2). We can also calculate
the write efficiency based on the current filling factor of our cell for two cases:
first, where we purely consider the filling factor of our cell, and second, con-
sidering the motional averaging arising from our filtering cavities. For both
cases, we will consider the theoretical write efficiency as introduced in equa-
tion (4.16). For excluding the filter cavity contribution, we assume κ2 → ∞.
Excluding the filter cavity reduces the expression to:

ηno filter
W =

πω2
0

4L2 ≈ 0.28 (11.4)

where we have used the parameters of our experimental setup given by the
cavity mode, leading to a beam radius of ω0 = 90 µm and a channel cross-
section diameter of 2L = 300 µm. Considering the narrow filter cavity during
the write step of κ2 = 2π · 98 kHz together with the decay rate of the atom-
atom correlations Γ = 2π · 456 kHz, we obtain the expected write efficiency
ηW in the presence of the motional averaging facilitated by the filter cavity
based on equation (4.16) to be:

ηfilter
W ≈ 0.80 (11.5)

We can deduce two things from these two values for the write efficiency. First,
our pure write efficiency from the filling factor is relatively low, but our write
efficiency increases significantly due to the motional averaging facilitated by
the filter cavity. Secondly, the write efficiency considering the filter cavity
is within two standard deviations of our experimentally determined value.
The slight discrepancy can originate either from overestimating the FWHM
of the filter cavity or underestimating Γ, for example. Nevertheless, for this
rather crude estimate, the agreement between estimated and observed write
efficiency is verifying that we can use these expressions to investigate the ex-
pected improvements in the write efficiency when changing various parame-
ters.

In the following, we want to improve the write efficiency further. One
option to achieve this is to increase the waist of the Gaussian beam. Of course,
this can easily lead to additional clipping losses, and as we have discussed in
chapter 9, any losses inside the cell cavity are detrimental. Therefore, we want
to avoid increasing the waist further than it already is. It should be noted that
our choice of ω0 = 90 µm was already increased from the previous choice of
ω0 = 55 µm presented in Borregaard et al. (2016), Zugenmaier et al. (2018),
Zugenmaier (2018), Schmieg (2019), and Dideriksen (2021). While the write
efficiency was worse for the smaller waist, the transmission through the cell
was better. Due to the higher losses with the current waist, we did decide to
refrain from increasing the waist further.
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Figure 11.10: Illustration beam pro-
files. Simple illustration of the beam
intensity and profile. The top illus-
trates a Gaussian beam, while the
middle part reflects a super Gaussian
beam with a round and flat intensity
distribution. The bottom part illus-
trates a square tophat intensity pro-
file.

An alternative is to increase the waist width as much as possible while
using a more homogeneous intensity distribution across the cell channel. A
homogeneous beam intensity profile should have steep edges and a flat top.
Such a profile should introduce less losses than simply widening a Gaus-
sian beam profile. A better filling factor reduces the broadband contribution
from asymmetric modes to the spectrum and aids the motional averaging, as
discussed in-depth in section 4.5. A beam intensity profile fulfilling this re-
quirement is a super-Gaussian (round) or a flat tophat (square) profile. Given
the experimental configuration presented in chapter 9 and chapter 10, a flat
tophat (TH) profile will allow for the best filling factor considering a cell with
a square cross-section. The different beam profiles are illustrated in figure
11.10. The blurriness of the edges is expected to be less pronounced for a
super-Gaussian or a square tophat profile than for a normal Gaussian inten-
sity profile.

For a crude estimate, let us consider replacing our circular waist ω0 with
the respective square cross-section. Following equations (4.11) and (4.12), the
illuminated area increases by a factor two: ω2

0 → 2ω2
0. The change in beam

profile geometry increases the intrinsic write efficiency by a factor of two, ex-
cluding the motional averaging from the filter cavity. Including the motional
averaging provided by the filter cavity still improves the write efficiency to
ηfilter

W ≈ 0.82. The change might initially seem like a minor improvement, but
this is not completely unexpected. The filling factor not only changes how
well our beam illuminates the channel, but it also alters the spectral shape of
the broadband contribution, which will become narrower for a higher filling
factor. Therefore, improving the filling factor alone will not lead to the desired
effect but has to be combined with narrower spectral filters to filter out more
of the broadband contribution that is now more centered around the desired
signal while overall being reduced. We will need to consider how to achieve
and improve spectral filtering when improving the filling factor of our cell.

Before considering implementing a tophat beam, we have to ponder a sec-
ond limitation in our experimental scheme - the memory time. This we will
consider in the next section (11.3.3) before turning ourselves to putting our
considerations towards the first steps of implementation of flat intensity pro-
files in section 11.3.4.

11.3.3 Improving the memory time

The advantages and disadvantages of our experimental scheme are that
we have a quantum memory and a single-photon source combined within
one physical system. We benefit from not requiring to combine two different
systems, one for generating the single-photons with a system that acts as a
quantum memory, allowing us to retrieve the single-photons on demand. At
the same time, this also poses a disadvantage, as our scheme is intrinsically
slow, and the repetition rate is limited. We have two figures of merit here. The
first figure of merit is the memory time of the system. The memory time alone
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5In chapter 7, this is easily
visible when comparing the T1
times of cell geometries with
variable cross-section. This can
intuitively be understood since
the mean free path of the atoms
increases. A longer mean free
path reduces the rate of wall
collisions, effectively increasing
the spin coherence times.

6It should be noted that they
assumed for this estimation a
higher level of detection effi-
ciency and the like. It can only
be considered a very crude and
optimistic ballpark estimate.

does not provide us with the entire information when changing the perfor-
mance of our system. We also want to consider the time-bandwidth product.
Considering the time-bandwidth product allows us also to quantify if we im-
prove on the relative speed of our scheme. Let us consider the following to
motivate the latter as a valuable addition to the memory time alone. If we
increase the memory time by a factor of ten, but all other time scales on the
scheme increase by the same amount, then while the memory time has in-
creased, the relative speed of our scheme remains unchanged. Considering
the memory time alone can therefore be misleading.

In the following, we will first consider how to improve the memory prop-
erty of our system. As seen in section 10.2, the successful retrieval of a single-
photon and our system capability as a quantum memory is governed by the
transverse spin-coherence time T2. In our type of system, the T2 time is mainly
governed by wall collisions and consecutive loss of spin polarization. Our
alkane coating remedies this to a certain extent, allowing us to reach a mem-
ory time of τNC = (0.68± 0.08) ms. For comparison, buffer gas cells, slowing
down the atomic motion, have been shown to allow for storage of attenuated
laser beams on the few-photon level to be limited to tens of microseconds
(Namazi et al. (2017)) or even below that for single-photons or other non-
classical light states (for example, Pang et al. (2020); Buser et al. (2022); Dou
et al. (2018)). Alkane-based coatings do not offer the highest possible T2 times
of anti-relaxation coated vapor cells. Typically, alkene-based coatings allow
for even more wall collisions before an atom loses its spin state. However,
these coatings typically cannot endure our desired operating temperatures.
Changing to an alkene-based anti-relaxation coating would mean a lower op-
tical depth d available. A lower optical depth reduces the efficiency of our
scheme as the interaction strength depends on the optical depth d. How much
of an experimental challenge this poses has yet to be tested. Testing this could
become easier with the simpler spin noise and homodyne-readout measure-
ments. Due to time constraints, this has not been possible within this project.

Further, the spin coherence times T1 and T2 increase on average when in-
creasing the cross-section diameter5 of the channel, assuming that the length
is much longer than its diameter. To use our experimental system for a quan-
tum repeater scheme such as the DLCZ protocol, the distance over which such
a network or connection can be employed depends on the memory time. In
Borregaard et al. (2016), this was estimated for an experimental system similar
to ours to be on the order of tens of kilometer6. To imagine a network of this
size or even longer distances, we need to significantly improve our system’s
memory time. For starters, we will consider ourselves with cells of a diam-
eter of 3 mm and 5 mm and a channel length of 80 mm. These should allow
us for the desired factor of ten or more in the transverse spin coherence time.
In principle, we could imagine an even longer cell, accommodating our need
for a high optical depth and relaxing the disadvantages of the missing cavity
enhancement in a cavity-free scheme. However, magnetic field homogene-
ity and attainable filling factor due to clipping losses will kick in and become
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mF = 2
mF = 3

mF = 4

ωL

Figure 11.11: Illustration ∆mF =
2 scheme. Simplified excitation
scheme employing |4, 2〉 instead of
|4, 3〉 as storage state. This scheme
implies a separation of the scattered
photon of 2νL to the drive light. The
dotted lines in the lower part of the
figure indicate the levels in the ab-
sence of the magnetic field.

problematic when extending the cell channel length. Therefore, the geome-
try of the cell remains a trade-off between losses, filling factor, and attainable
optical depth.

Further improvements in memory time and issues arising due to repopu-
lation of |F = 4, mF = 3〉 during the delayed readout could also be remedied
by switching to a different excitation scheme. While hyperfine storage in our
setup has also been found to not suffice (Borregaard et al. (2016)) due to its life-
time, we have also seen that |F = 3, mF = 3〉 repopulation is fast (see appendix
C). The only reasonable alternative seems to be investigating a ∆mF = 2
scheme. The transitions involved are shown in a simplified level scheme in
figure 11.11. Due to the separation from the main population |F = 4, mF = 4〉,
we expect the readout noise due to false coherent readout to grow slower than
we have observed in figure 10.15 in section 10.2. For this, we would switch to a
different experimental configuration where the bias magnetic field is oriented
along the cell’s channel for multiple reasons. First, only the ∆mF = 2 transi-
tion is driven in this colinear configuration. This has been shown in Fomin
et al. (2020), where the authors investigated the spin noise signals for colinear
and transverse magnetic field orientation.

Then we would need optical pumping along the channel. A colinear con-
figuration can be a gain and a loss simultaneously. On the one hand, this adds
complexity concerning the number of beams required to propagate colinear
and overlap with each other. Additionally, we have yet to determine if we
can accomplish the same level of atomic spin polarization using colinear op-
tical pumping. On the other hand, optical pumping from the side with an 8
cm cell is also cumbersome when having only 2.5 cm holes in the magnetic
shield. However, another experiment at Quantop has already successfully
implemented this. Further, we need to redesign our magnetic field design.

One main concern is the weaker transition strengths for ∆mF = 2. Consid-
ering the excited states mediating the transition we are interested in, we es-
timate an additional factor of 50-100 in the optical power required compared
to our current scheme when changing to ∆mF = 2. The higher optical power
requirement is not a fundamental problem but rather a technical challenge
for our experimental setup requiring some optimization in our optical paths
and higher-powered laser diodes than the current ones. At the same time, the
higher optical drive power leads to more classical background photons with
which the scattered photons share the same spatial mode. More drive light
leakage increases the requirement on our filtering and detection setups as a
higher suppression of classical photons is required. A higher leakage sup-
pression can be achieved by employing a narrower filter or cascading multi-
ple cavities after each other, as in Galinskiy et al. (2020). At the same time, we
benefit from the higher spectral separation between drive and scattered light,
as the scattered light is detuned |∆| = 2νL. The additional spectral separation
aids the filtering compared to the transverse magnetic field configuration.

It should be noted that in any case, when dealing with the bigger cells com-
pared to the microcell used in chapter 10, we will require a higher amount
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of optical power present in the cell. Considering that we currently lose a
lot of drive light on the incoupling mirror of the cell cavity, the absolute in-
crease in optical power requirement for switching from 0.3× 0.3× 10 mm to
3 × 3 × 80 mm as severe. Compared to our current input power in front of
the cell cavity, we conservatively estimate that a factor of five in each pulse
is sufficient. This optical power is well within the capabilities of ECDLs, con-
sidering that we commonly work in the hundreds of micro-watt range and
below.

11.3.4 Tophat beam profile generation

One way to improve the motional averaging is implementing a tophat
beam profile for the drive light. Depending on the excitation scheme and
choice of geometry, one might consider different experimental configurations.
Sticking to our previous excitation scheme exploiting Zeeman level storage
with ∆mF = 1, we expect to improve on the time-bandwidth product of our
single-photon source. However, repopulation of |4, 3〉 will still be a limiting
factor for the memory time. Due to the requirement of optical pumping from
the side, a square channel is beneficial to avoid lensing effects from the cur-
vature. Only the drive light must be shaped for this type of channel to have
a flat intensity profile. A square flat tophat profile will most benefit the fill-
ing factor for a square channel. If we want to investigate ∆mF = 2, a round
channel is sufficient together with a round tophat or super-Gaussian intensity
profile. In terms of how easily the mode can be converted back from a tophat
profile to the fundamental TEM00-mode, a round tophat has the benefit that it
can be achieved using fewer higher-order modes, and radial symmetry makes
alignment more convenient.

There are different ways of generating a flat tophat beam profile with ei-
ther a round or square profile. One field driving the demand for the devel-
opment of tophat beam shaping optics is the field of laser material process-
ing. For laser material processing, a high and very confined laser intensity is
required at the focal plane. These are precisely the property a tophat beam
profile exhibits compared to the usual TEM00-mode with its Gaussian profile.
At the same time, this also means that less work has been gone into convert-
ing the beams back to match a Gaussian and making them compatible with
a fiber mode or trying to collimate them over a longer distance. Both will be
important for the actual DLCZ scheme. Efficient back conversion will be vital
for single-photon detection without significant losses.

Different approaches can be used to generate tophat beam profiles. For
example, Powell lenses have been exploited in Willstrand (2013). Alternatives
are, for example, aspheric lenses (Möhl et al., 2016), so-called beam integra-
tors (Dickey and Holswade, 2000), or refractive field mapping beam shapers
(Laskin et al. (2016)). Due to previous experience in other experiments at
QUANTOP, together with their availability and low losses, we decided to use
a diffractive optical element (DOE) (see, for example, Pal et al. (2019); Katz



154 Chapter 11. Outlook

Figure 11.13: Influence of tilt on
tophat intensity distribution. Ef-
fects of tilting the DOE with respect
to the input beam. Pictures were
recorded using a BFLY-BGE-12A2M-
CS FLIR camera. The center pic-
ture corresponds to the proper align-
ment of DOE concerning the incident
beam. All pictures are recorded at the
effective focal length of the system.
The waist of the tophat profile cor-
responds to 260 µm. Figure adapted
from Caritg (2022).

et al. (2018); Buske et al. (2022); Dickey and Holswade (2000)).
After these considerations, we implemented a tophat beam profile with

a new generation of cells in mind. In the following, we will consider how
a tophat beam can be experimentally implemented in our setup. This effort
was performed together with Isaac Roca Caritg, who extensively presented
the results and experimental challenges in Caritg (2022). We will summarize
the findings here.

Figure 11.12: Tophat profile generation. We use a combination of two lenses to pre-
pare a collimated beam of the desired waist (4 mm). This beam is incident on the beam
shaper mounted on a 6-axis mount. We use a combination of two more lenses to col-
limate and size the beam to the desired waist. The last lens is mounted on a precision
stage to optimize the collimation of the squared tophat beam profile.

Our experiment uses a GTH-4-2.2 angular DOE manufactured by TOPAG
lasertechnik. Angular means that the DOE has to be combined with a focusing
lens to focus the desired tophat to a plane. The DOE exhibits a diffractive
nanostructure, created through etching processes, that will generate a tophat
beam when an appropriate input beam is provided. For our DOE, a waist
diameter of ω = (4.00± 0.15) mm and a divergence of less than 2.2 mrad is
requried as input beam. We obtained the desired collimated Gaussian beam
profile (Caritg, 2022) using a combination of three lenses after the fiber – one
being the fiber coupler lens. Since the alignment of a beam shaper is very
sensitive to angles of incidence and positioning, we placed the DOE on a 6-
axis mount. The six degrees of freedom allow for rotation and translation of
all three axes. The DOE must be combined with a collimation lens to obtain
the tophat profile at an effective focal length (EFL) instead of an infinitely far-
off plane. We use an achromatic doublet with a two-inch diameter and a focal
length of f = 100 mm. In figure 11.13, we tested the alignment of the DOE for
different tilting directions. We recorded the shape of the tophat profile with a
simple camera at the focal plane.

We do not want a tophat profile in only one focal plane. Therefore we
rely on a combination of lenses to collimate the beam and modify the waist
diameter to the size. With a 3× 3 mm2 cross-section diameter, we aim for illu-
minating 2/3 of the channel. This is possible with a set of two lenses. Consider
Caritg (2022) for a detailed approach. Using a precision translation stage, we
varied the separation between the two lenses to find the best positioning al-
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Figure 11.14: Beam profiler recording. Example recording of our efforts to collimate
the tophat profile. The image is cropped and was recorded as bitmap data. Red and
yellow lines indicate the intensity profile in x and y for a Gaussian and our observed
profile, respectively.

lowing us to maintain a collimated beam for more than the required 80 mm.
The combined set of lenses, including the beam shaper, is illustrated in figure
11.14.

For quantifying the beam profile along the light propagation direction,
we used a scanning slit beam profiler from Thorlabs and placed it on top
of a rail to move it with millimeter precision along the propagation direc-
tion. An exemplary recording is shown in figure 11.14. We see clearly a
square shape. However, we are far from an optimal tophat profile. Compared
to a Gaussian profile of the same waist, our observed beam profile exhibits
sharper edges and a more homogeneous intensity distribution at the top. For
the optimal position of the two lenses, we observe an overall waist diameter
ω = (2.10± 0.02) mm over a total length of 18 cm, which is more than twice
of the length of the cells we have in mind. Further, the change in waist over
those 18 cm corresponds to a very minor divergence of only θ = 0.24 mrad.
While this is not a perfect tophat profile, the observed beam shape should still
benefit our goal of forming a Gaussian intensity profile towards a more homo-
geneous intensity distribution for application in the DLCZ-type experiment.
The obtained profile should improve with more thorough alignment and fur-
ther optimization of the input beam of the DOE, along with the lens positions,
for collimating the tophat profile.

While we have – more or less successfully – implemented a collimated
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Figure 11.15: Coil frame for large
cells Top: Rectangular coil wound on
3D-printed coil frame. Bottom: At-
tached are PCB coils as main and RF
coil pairs.

tophat beam profile at the desired waist diameter, lack of time has prevented
us from investigating the back conversion to a Gaussian beam profile or the
implementation together with testing the spin noise of a vapor cell. While the
latter is more of a simple time issue, the back conversion with high efficiency
is one of the leading technical challenges if we want to implement a tophat
profile together with single-photon detection. A low conversion efficiency
would lead to additional losses and lower detection efficiency. Too many of
these would render the improvement from removing the cell cavity in terms
of detection efficiency void.

Modeling, calculating, and propagating a beam’s amplitude and phase in-
formation is complex. The complexity of the task is why designing and man-
ufacturing optics shaping a beam over an extensive length is tedious. The
long-term future of our DLCZ-type experiment with a tophat beam profile
will rely on efficient back conversion to a Gaussian beam. The back conver-
sion to a Gaussian profile ensures compatibility with our filter cavities and
fiber-coupled single-photon detectors (section 9.4.3). While we inquired with
multiple companies about the possibility that they provide us with a custom
DOE capable of the back conversion, this is a rather costly and non-trivial
task. However, recently Buske et al. (2022) proposed neural network-assisted
design of DOEs. This proposal could aid the availability of non-standard so-
lutions such as ours for the back conversion of a tophat to a Gaussian beam
profile in the future.

11.3.5 Testing larger cells

As part of the considerations presented throughout this chapter, a subset
of the cells manufactured as part of Generation O were designed with the
desired dimensions. An overview of the characteristics is in a table in A.1,
while the testing methods can be found in chapter 7. While we did not get all
our desired cell geometries, we received cells with a round (4 mm diameter)
and a square (3 mm diameter) channel.

Due to the sheer length of the cell (80 mm), we could not use the magnetic
field configuration as discussed in section 9.1.1. In order to allow for a ho-
mogeneous field covering the whole extent of the cell channel, the magnetic
shield had to be rotated. In contrast, the orientations of the bias magnetic field,
RF field, and probing direction remained the same with respect to each other.
Fortunately, previous work related to similarly-sized cells in one of the other
experiments at QUANTOP allowed us to implement such a magnetic field
relatively quickly instead of designing it ourselves. From a previous master
thesis by Ryan Yde (Yde (2020)), PCB-based coils for generating a bias mag-
netic field and a transverse RF field had been designed. Further, a co-worker,
Sergey Fedorov, had thought of large rectangular coils to act as a type of com-
pensation coil for the bias magnetic field and had designed a 3D-printable coil
frame where we can attach the two PCB coil pairs along with the rectangular
coils. We wound the rectangular coils ourselves and attached the PCB coils to
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Figure 11.16: Broadband noise ver-
sus probe power. Measurement of
broadband noise for cell O17 with
4 mm diameter and round channel
cross-section.
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Figure 11.17: Narrowband noise ver-
sus probe power. Measurement of
narrowband contribution for cell O17
with 4 mm round channel (blue) and
cell O19 with 3 mm square channel
(green), together with the respective
fits of type f (x) = a · x/(b + x).

the frame. The coil frame with the different coil pairs is illustrated in figure
11.15. Exploiting the method of a colinear MORS together with a small vapor
cell of size 5 mm× 5 mm× 5 mm we optimized the current ratio between the
two coil frame to obtain the best magnetic field homogeneity. When record-
ing the Larmor frequency for different cell positions, we get a magnetic field
profile since different magnetic field strengths will shift the observed Larmor
frequency. We obtain the magnetic field profile by moving the cell in steps of
5 mm transverse to the bias magnetic field direction. First, we use this to find
the best placement of the coils on the frame. Afterward, we optimize the cur-
rent ratio between the rectangular and PCB coils for the best possible magnetic
field homogeneity. A thorough description of the measurement technique and
the results is presented in the appendix B since it is an integral approach for
many of our experiments and a valuable tool for new students.

After optimizing the position of the coils and the current ratio, the best rel-
ative standard deviation of the magnetic field homogeneity over 10 cm is as
low as σrel = 1.3 · 10−4. We deemed this homogeneity sufficient for perform-
ing the spin noise measurement with a cell of 80 mm channel length.

We started with a Gaussian beam profile for testing the larger cells with
the spin noise measurement. Initially, we wanted to compare the two inten-
sity profiles and verify the improvement using a tophat intensity distribution
to the observed broadband contribution. However, time limitations prevented
us from experimenting with the tophat beam profile. Further, initial tests us-
ing a Gaussian beam at room-temperature made it impossible for us to resolve
any broadband contribution in the spectrum. We needed to implement some
heating of the cell, allowing us to reach 40 ◦C to resolve any broadband noise
in the spin noise spectrum.

For the final measurements of the spin noise using the larger vapor cells
and elevated temperatures, I was joined by a project student, Veronika Kamin-
ski (formerly Raschendorfer), who reported some of the findings in the re-
spective project report (Raschendorfer, 2022). We chose a waist diameter of
2 mm for the Gaussian beam to match the width of our desired tophat profile.
We then performed the spin noise measurement versus the applied probing
power. The individual level of broadband noise is shown in figure 11.16. The
overall level is smaller since we did not have more optical power available
to compensate for the larger area illuminated by the beam. We note that the
broadband noise level is only a very minor contribution to our overall signal
compared to the shot noise level.

Further, we also determined the narrowband contribution to the spectrum
for each of the two cell geometries used for testing, the round channel with
4 mm diameter (cell O17) and the square channel with 3 mm diameter (cell
O19). The individual results and the fit based on the model previously in-
troduced in section 11.3.1 are shown in figure 11.17. Due to the limitation in
optical power, these measurements are not covering the entire range we are
interested in and are only preliminary results. Due to the different interac-
tion volumes but the same beam profiles, we observe a steeper incline for the
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cell with a smaller channel and higher filling factor. We need more optical
power for a more reliable measurement available for the cells. Additionally,
we would need to adjust or even vary the beam diameters to thoroughly test
and compare different cell geometries.

11.4 Summary

Throughout this chapter, we have discussed many possible improvements
we have been considering following the results presented in Dideriksen et al.
(2021) and have been the central results of the DLCZ-type experiment in chap-
ter 10. Additionally, we have presented some steps to implement our ideas
and proposals to remedy some of the current experimental issues.

We are limited in our experimental performance due to our low retrieval
efficiency. A significant part arises from placing the vapor cell inside a low
finesse cavity, which has only a limited outcoupling efficiency compromising
our attainable detection efficiency of scattered photons. To investigate how
much our light-atom interaction benefits from this cell cavity, we investigated
the cavity enhancement for the write and read step. For experimental sim-
plicity, we combined this with investigating the feasibility of spin noise and
homodyne-readout measurements as somewhat classical measurement tech-
niques not relying on single-photon detection. While we were limited due
to somewhat sub-optimal conditions for these measurements, we stress that
they are both useful tools, and the results should still be considered successful.
We believe we could even start investigating expected retrieval efficiencies by
properly calibrating the RF field for the homodyne readout measurement. We
could observe the expected behavior and discriminate between different cell
geometries when testing the spin noise measurement with larger vapor cells
but different channel geometries. This is clearly in favor of using this tech-
nique as a tool before going full-on DLCZ scheme and the trouble arising from
the drive light suppression coming with it. We also take it as a success that
we could estimate the cavity enhancement for write and read step using these
measurement techniques.

As part of this chapter, we have also addressed the issues and differences
between improving solely on the memory time and how to, in addition, im-
prove on the time-bandwidth product by speeding up the motional averaging
of the light-atom interaction. We have considered increasing the transverse
cell channel to enable longer transverse spin coherence times. This time fun-
damentally limits the memory time of our on-demand single-photon source.
At the same time, memory time alone will only improve our scheme’s per-
formance significantly if we improve the relative speed as well. This means
we need to improve on the time it takes for sufficient motional averaging.
We have discussed that there are better options than increasing the Gaussian
beam waist, as the increasing clipping losses will pose a problem. Introduc-
ing super-Gaussian or flat tophat intensity profiles could be the answer to our
prayers. As part of this project, we decided to use a DOE to shape the beam
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profile into a flat tophat profile. While we have obtained the profile and man-
aged to collimate it, a lack of time resources prevented us from combining
this with a spin noise measurement. Another important consideration for the
future is how to implement efficient back-conversion of the tophat profile to
a Gaussian profile to ensure the detection of the scattered photons using our
fiber-coupled SNSPDs with high efficiency.

This chapter concludes all our efforts regarding the DLCZ-type exper-
iment for implementing a deterministic single-photon source with built-in
memory. We take it as a huge success that we could observe a conditional
auto-correlation significantly below that of a two-photon Fock state auto-cor-
relation function. We have identified how to potentially upscale our scheme’s
performance, especially in regard to memory capability, an essential step to-
wards realizing networks for long-distance entanglement generation as pro-
posed by the DLCZ protocol.
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Quantum-enhanced MIT
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Figure 12.1: Illustration two coil
MIT Graphic illustration of MIT mea-
surement principle using two coils.
The primary coil generates RF mag-
netic field (blue), inducing eddy cur-
rents in the objects (green). These
eddy currents induce a secondary
field (red) that is detected using the
pick-up coil.

Chapter 12

Atomic ensembles for magnetic
induction tomography

Magnetic induction tomography (MIT) is a non-invasive method to deter-
mine and image the electromagnetic properties of an object. It reveals mate-
rial discontinuities and compositions without destroying the object of inter-
est. This non-invasiveness makes MIT a sensing protocol with various appli-
cations ranging from usage in industrial material testing to geophysics and
even biomedical applications.

MIT’s traditional and fundamental working principle is the detection of
eddy currents. The working principle relies on two coils that are moved past
the sample of interest. The measurement configuration is illustrated in figure
12.1. One of the coils is driven with an RF current to generate an oscillat-
ing magnetic field, often referred to as the primary field. This primary field
induces eddy currents in the conductive object. In return, the current loops in-
duced in the sample generate a smaller, secondary field, oriented anti-parallel
to the primary field. The secondary field from the eddy currents can then
be recorded as the induction signal of the second coil, also referred to as the
receiver or pick-up coil. Due to the eddy currents depending on the three pas-
sive electromagnetic properties permeability, conductivity, and permittivity
(Griffiths (2001)), this non-invasive technique of MIT is a straightforward tool
to investigate material properties.

Atomic magnetometers exploit atomic spins to detect magnetic fields or
their changes. The readout can be done optically, allowing for a compara-
tively simple experimental operation. Atomic magnetometers have been im-
plemented in various forms. Ultracold and cold atoms have been one system
of interest. These avoid issues arising from the thermal motion of the atoms
and the finite spatial resolution due to the ensemble interaction volume. The
suppression of atomic motion comes at the expense of additional experimen-
tal complexity due to the cooling of the atoms. Experimental implementa-
tions include spatially-selective magnetometry using ultracold atomic clouds
in Elíasson et al. (2019), cold atoms in Cohen et al. (2019), and using a one-
dimensional Bose-Einstein condensate in Wildermuth et al. (2006). At the ex-
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pense of being subjected to atomic diffusion but benefiting from the lack of
need for a sophisticated cooling apparatus for the atoms, warm atomic ensem-
bles have been pursued as well. For example, their high sensitivity while op-
erating at room-temperature was used for magnetocardiography (Jensen et al.
(2018); Bison et al. (2009)). One specific application of such an atomic mag-
netometer is the use of the atomic ensemble for MIT measurements, where
the atomic ensemble replaces the pick-up coil. Atomic magnetometers are of
particular interest for frequencies below 50 MHz, as it has been shown that
they intrinsically outperform the classical magnetometer with a pick-up coil
of comparable size in Savukov et al. (2007). MIT measurements using ru-
bidium atoms have been presented, for example, in Wickenbrock et al. (2014),
Wickenbrock et al. (2016) and Deans et al. (2016), while for cesium Jensen et al.
(2019) performed eddy current detection of low conductivity saltwater phan-
toms. The sensitivities attainable with atomic magnetometers for magnetic
induction tomography have sparked interest in using them to image body tis-
sue passively. For example, in Marmugi and Renzoni (2016), atomic MIT is
proposed to map heart tissue.

The most advanced magnetometer from a commercial point of view, but
also in terms of sensitivity, is the SQUID magnetometer - superconducting
quantum interference devices (Degen et al. (2017)). As the name suggests,
their working principle relies on superconductivity, requiring cryogenic tem-
peratures for their operation. Given the experimental and operational com-
plexity arising from cryogenic cooling, their application for material testing
and imaging is rather costly. While their high sensitivity has driven SQUIDs
to be the most advanced magnetometers, atomic magnetometers have been
shown to approach the same level of sensitivity (Dang et al. (2010)). The
progress made with atomic magnetometers makes them suitable for many ap-
plications. Due to their experimental simplicity and performance, large-scale
application and production upscaling are within reach.

Advances and efforts in atomic magnetometry have also driven the evo-
lution of the vapor cells, leading to miniaturization of the cells used, reduc-
ing their volume to a few cubic millimeters (Shah et al. (2007); Jensen et al.
(2018)). The applications and operational regimes of atomic magnetometers
are varied, ranging from DC magnetometer (Detlefsen (2021)) to applications
aimed at operating at high magnetic field strength (Stærkind et al. (2022)).
Here, in the frame of this thesis, we are mainly interested in how our atomic
magnetometer can be operated as a type of RF magnetometer used for mag-
netic induction tomography combined with exploiting quantum mechanical
effects – a quantum-enhanced magnetic induction tomography (QMIT). The
goal is to achieve a quantum noise-limited sensor in a proof-of-principle ex-
periment achieving an eddy current sensitivity exceeding the standard quan-
tum limit for a continuously operating atomic magnetometer by exploiting
spin-squeezing and back-action evasion.

In the following chapters, we will introduce the experimental details and
results of our quantum-enhanced magnetic induction tomography experiment.
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We exploit stroboscopic back-action evasion and conditional spin-squeezing
of our atomic ensemble to achieve quantum enhancement. We will elabo-
rate on the efforts and results that went into our experiment presented in
our manuscript titled "Entanglement-enhanced magnetic induction tomography"
(Zheng et al. (2022)), submitted for publication at the time of this thesis. Due
to the close collaboration, the results presented here were obtained as a group
effort with Wenqiang Zheng and Hengyan Wang. Also, the former master
student Alan Oesterle helped build the experimental setup and presented a
subset of results already in his master thesis (Oesterle (2022)).





1Internally, this shield was
formerly known as the "Test-
setup shield".

Figure 13.1: Photo magnetic shield
layers. Magnetic shield showing all
layers, with custom 3D printed RF
coil and cell holder.

Chapter 13

Experimental setup

This chapter will discuss the experimental specifics of the quantum-enhanced
magnetic induction tomography (QMIT) experiment. Many techniques used
to characterize vapor cells were already described in chapter 7. Here, we will
address experimental subtleties that differ in the characterization used for this
setup. The first two sections, section 13.1 and section 13.2, will cover the mag-
netic shield and vapor cell details. More importantly, we will introduce in
this chapter the experimental setup and its control (section 13.3). There, we
will present the outline of the physical experimental setup and discuss our
choices in design and technical limitations arising from that. We present the
setup used for the data acquisition used to acquire the data presented in the
manuscript Zheng et al. (2022).

This chapter focuses mainly on the design and specifics of the setup rather
than the physics and execution of experiments. The execution and optimiza-
tion will then be covered in chapter 14 and chapter 15.

13.1 Magnetic field and shielding

For the QMIT experimental setup, we use a cylindrical magnetic shield
consisting of multiple layers1. A frontal view of the shield without end caps
is shown in figure 13.1, indicating the order of the layers. The outermost layer
is made of iron. While this might initially seem counter-intuitive, the reason-
ing to use iron as part of the magnetic shield originates from the fact that it
saturates at higher field strengths, acting in our case just as an initial "block"
for strong fields. The inner layers are made of mu-metal and aluminum. Mu-
metal has a very high magnetic permeability. This property allows magnetic
fields to be guided along it rather than blocking them by providing a path of
least resistance. A mu-metal layer, in a sense, "moves" or guides the magnetic
field lines around the shield’s center, removing stray magnetic fields at its cen-
ter where the cell is placed. As mu-metal saturates more easily, multiple layers
are used to reduce the strength of residual fields consecutively. The aluminum
shield is employed to shield our vapor cell from external RF magnetic fields,
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2An even more radical approach
is changing the orientation of cell
and magnetic field, which has
initially been investigated using
PCB coils in Yde (2020). This was
done with high homogeneity
over 10 cm with low Larmor
frequencies in mind. However,
they have also been proven suit-
able at high Larmor frequency
when combined with a suitable
wounded rectangular coil pair.
This change in geometry would
require substantial changes in
the setup geometry. Therefore it
was not implemented (yet).

Figure 13.2: Photo coil frame on
the aluminum cylinder. Coil frame
showing main and saddle coils.
Compensation coils are not shown
since they were added only after tak-
ing this picture. The small twisted
wire is the heating wire.

as these compromise our signals as we rely on controlled RF signals for our
measurements.

For this specific shield, we have two aluminum layers in the shield. The
first aluminum layer is located between the second and third innermost mu-
metal layer. The second, thicker aluminum layer forms our shield’s innermost
layer. The coil system that generates the homogeneous bias field is placed
around the innermost aluminum layer. End caps can be attached to the ends
of the cylinder to complete the magnetic shield. The shield has six holes cen-
tered on each axis of the shield, allowing access to the vapor cell with optical
pumping and probing beams.

The bias magnetic field is generated using multiple sets of coils to improve
the homogeneity over the spatial extent of the vapor cell. Here, we use a com-
bination of primary coils, saddle coils, and compensation coils. The primary coils
consist of three coil pairs (Figure 13.2). Since the cell channel is transverse to
the bias field direction, the homogeneity of the primary coils is insufficient.
Therefore, saddle coils are added to allow a radial gradient to improve the ho-
mogeneity along the cell channel. Further improvement of the magnetic field
homogeneity can be obtained using an additional coil pair to further compen-
sate for the magnetic field profile. The compensation coils are not included
in figure 13.2. In order to find the optimal current ratio, a small cell is moved
along the probe direction, mapping the field homogeneity of each coil con-
figuration individually. The optimal ratio of the fields is found by minimiz-
ing the standard deviation of the magnetic field homogeneity. Appendix B
presents this technique for optimizing the magnetic field homogeneity. How-
ever, it is presented for a different coil system. The optimization of the bias
field for the coil frame used here can be found in Oesterle (2022). Experimen-
tal verification using the optimal ratio leads to a magnetic field homogeneity
along the z-direction with only 0.3 ‰ relative standard deviation over 4 cm
for field strengths ranging from 100 kHz to 1.5 MHz2. However, due to other
experimental limitations discussed in subsection 13.3.1, a bias field allowing
for νL = 725 kHz Larmor splitting is sufficient for now.

Using additional coils that allow correcting for small tilts in y- and z-
direction can allow for adjusting the magnetic field orientation and optical
pumping direction. We optimize the magnetic fields to obtain a narrow line-
width in the pMORS spectrum, as a more narrow linewidth coincides with
longer coherence times.

Figure 13.2 shows a tiny twisted wire. The twisted wire is a heating wire.
It allows us to heat the vapor cell to 55 ◦C. Heating is necessary as the coils’
heat dissipation alone is insufficient for high enough optical depth in the ex-
periment. Twisting and locating the heating wire outside the aluminum layer
should ensure that the currents flowing through the resistance wire cancel to
a large extent and are shielded from the cell to avoid disturbances from the
currents.

For determining the atomic polarization after optical pumping via pMORS
or performing the MIT experiment, we need to drive radio-frequency (RF) os-
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3The experimental details and
techniques used for cell char-
acterization can be found in
chapter 7, discussed for a variety
of cells.

4See section 7.1.1 for specifics
about this type of coating.

Figure 13.3: Cell J21. Side (top) and
frontal (bottom) view of cell J21 used
for QMIT experiment. The encapsu-
lated chip with the channel is visible
inside the glass cell body.

cillations between the Zeeman levels. Therefore, an RF coil pair is necessary.
In figure 13.1, they are visible as part of the 3D-printed cell holder. The coils
have a radius of 40 mm, with ten windings each. They are close to being in
a Helmholtz configuration, with a 48 mm separation between them. The RF
field strength can be calibrated using a simple pick-up coil. Details on the cal-
ibration can be found in the appendix of Oesterle (2022). We have two options
for connecting the RF coils, depending on which experimental technique we
intend to perform. For pMORS, the coils are connected in parallel to have a
mean field at the cell. For the quantum-enhanced MIT, we connect them anti-
parallel to obtain a zero mean field at the cell without a conductive sample.
Only in the presence of a conductive sample, the induced eddy currents will
alter the mean RF field seen by the atomic spin-oscillator. Recording and de-
tecting eddy currents with the anti-Helmholtz configuration of the RF coils
will be discussed in chapter 15.

13.2 Cell J21

Vapor cells are the shared vital component for the experiments presented
in this thesis. The common properties and manufacturing of vapor cells have
already been described in chapter 7. Therefore, we will skip a thorough gen-
eral description here and focus on the relevant experimental specifics of the
cell used for the QMIT experiment3.

The QMIT vapor cell is of encapsulated chip design (see chapter 7) and
is internally known as cell J21. The side and frontal view of the cell are
presented in figure 13.3. The channel inside the glass chip has a volume of
500 µm× 500 µm× 25 mm. The anti-relaxation coating is a C30-type4, which
allows operation of the experiment at an elevated temperature of approxi-
mately 55 ◦C. The cell’s temperature can be monitored using a thermistor
placed inside the shield close to the cell.

The same method described in 7.3 is used to determine the number of
atoms here. However, the measurement itself is performed in the setup of
the QMIT experiment, as well as with a different asymmetric MZI. Figure 13.5
depicts the fitted absorption spectrum (see section 7.3 for the model) and the
residuals between the fit and normalized signal. While the fit reproduces the
signal fairly nicely, we observe some high-frequency noise on our signal. Un-
correlated, high-frequency noise could be removed by averaging the signal
when repeating the measurement. We can also see that the outermost parts of
the wings are not fully recovered with the fit, indicating that we might have
additional broadening effects or the like not included in the model. Alterna-
tively, the measurement could be repeated with an even lower probe power
to avoid broadening effects further. Nevertheless, the overall fit is reasonable
enough to estimate the number of atoms order of magnitude-wise.

From the fit, and considering a temperature error of 1 ◦C, we obtain for the
atomic density ρ and respective number of atoms NAtom within the interaction
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5For the sake of brevity, not
presented here or in chapter 7
about cell testing.

Figure 13.4: Probe alignment cell
J21. Picture of the aligned cell J21
inside the magnetic shield, verified
by observing the beam transmission
through the channel using an attenu-
ated light beam and a camera. We use
a flashlight from the top of the shield
to enhance the visibility of the vapor
cell parts.

volume to be the following at 55 ◦C:

ρ = (2.41± 0.02) · 1017 1
m3 (13.1)

NAtom = (1.51± 0.01) · 109 (13.2)

From the density ρ and the length of the cell Lz = 25 mm, we can determine
the optical depth using equation (9.1) together with the wavelength of the D2
line. Considering all atoms in the coherent spin state, the optical depth is
estimated to be d ≈ 690.

The standard transmission observed for this cell is only around 91 %, which
might make it seem counter-intuitive to use an old cell when we had new cells
of the same dimensions availableAs apparent from table A.1, the observed T1
times for cells of Generation O are significantly worse than the one for J21.
Additional tests5 including repeated recuring and tests at elevated tempera-
tures, did not improve their performance to reach the performance of cell J21.
Recuring cells is a technique to recover cell performance if coherence times or
transmission has dropped for unknown reasons. A short description of the
newest approach to recuring vapor cells can be found in appendix A.1. It is
hard to pinpoint the exact reason for their worse behavior. It is most likely
related to the manufacturing process generating natural variation in the per-
formance, either by worse glass blowing, different coating composition, or
other causes. Therefore, we did continue with vapor cell J21 instead of using
one of the newly fabricated vapor cells.

13.3 Experimental setup and control

The following section will describe the experimental setup and control
used for the QMIT experiment. The experimental setup description has been
clustered into five building blocks to guide the reader’s understanding. The
parts are described after each other and are shown as differently colored tiles
in figure 13.6. All relevant optical paths for the experiment are indicated. The
heart of the experiment is the cell and shield, which have already been de-
scribed in detail in the previous sections 13.1 and 13.2. The remaining building
blocks of our experimental setup are the optical pumping, indicated in orange
and addressed in section 13.3.2. The probing is shown in blue and is covered
in section 13.3.1. The specifics of our detection will be discussed in section
13.3.3. The polarization homodyne detection is marked green in figure 13.6.
As precise experimental sequence control and data acquisition are essential,
this will be the topic of section 13.3.4. Sequence control and data acquisition
are illustrated in a purple rectangle in figure 13.6.

13.3.1 Stroboscopic probing pulses

Essential for our approach towards a quantum-enhanced MIT sensor is the
back-action evasion. To reduce the back-action introduced in our measure-
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6This is, of course, a simplifica-
tion based on equation (3.29).
The dynamics will get more com-
plicated for very short pulses,
and our model will break down
as we introduce many (unde-
sired) frequency components to
our system.
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Figure 13.5: Atomic absorption spectrum for J21 at 55 ◦C. Top: Fit (red) and normal-
ized transmission spectrum (blue) with absorption dips for cell J21 at 55 ◦C using the
model presented in chapter 7.3. Bottom: Residuals obtained by subtracting fit from the
signal.

ment, we require stroboscopic probe pulses at twice the Larmor frequency
with a small duty cycle D to allow for a QND-type interaction (see chapter 3).
The origin of this stroboscopic approach can be found, for example, in Bragin-
skii et al. (1978), Caves et al. (1980), and Braginsky et al. (1980). Optimally, the
pulse should be infinitely short, in a sense like a "δ-pulse"6 Only for D → 0
a QND-type interaction will be realized. For finite duty cycle D, the back-
action noise will at least be reduced compared to a continuous measurement
with D = 1.

We use a commercially available AOM and function generator, indicated
in the blue tile in figure 13.6, to control the stroboscopic probing pulses. The
experimental control ensuring precise timings of the generated pulses will be
covered in section 13.3.4. The rise time of the AOM is limited by the speed
of the sound wave inside its crystal, combined with the spot size of the probe
laser. This manifests in a finite rise time of the probe pulses on the order of
50 ns. Due to the switching speed and shape of the probe pulses, we found
that we cannot exceed Larmor frequencies of approximately νL = 725 kHz
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Figure 13.6: Simplified setup for QMIT experiment. Experimental setup containing all relevant optical paths. (P)BS
indicates a (polarizing) beamsplitter, AOM indicates an acousto-optic modulator, and λ/2 and λ/4 represent half- and
quarter-wave plates, respectively. Thin-film polarizers are indicated as TFP. Optical pumping and probe beam paths each
have a reference detector, indicated by PDref. The colored areas are to distinguish parts of the setup relevant for the optical
pumping (orange), probing (blue), polarization homodyne detection (green), and data acquisition and sequence control
(purple). This figure is based on the experimental setup presented in the supplements of Zheng et al. (2022) but has been
modified to aid the reader better.

with stroboscopic probing and reasonably low duty cycles. For this setting, we
can send the stroboscopic probe pulses with a duty cycle as low as D = 15 %.
Experimentally, this setting corresponds to a probe pulse width of approxi-
mately 100 ns per stroboscopic pulse. We verify the influence of different duty
cycles on the back-action noise added to our system in section 14.3.
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7While we use achromatic wave-
plates that should help with the
wavelength dependency, we are
still unable to reach the same
polarization as in the DLCZ-type
experiment (so far).

8Adjusting the sequence control
in subsection 13.3.4 to allow for
individual pump and repump
control is not a fundamental
problem. However, it requires
setting up an additional control
line, as separate AOMs already
control the beams. However,
it requires a lot of additional
measurements and is a tedious
process to optimize. Due to
time constraints, it was not
implemented yet.

9This particular choice is related
to our optimization process. The
time gap will become apparent
in chapter 14.

13.3.2 Optical pumping

For quantum-enhanced sensing, we want to be limited by quantum noise
and minimize uncertainties in our measurement. Our spin-oscillator’s intrin-
sic quantum noise is the spin state’s projection noise. The projection noise is
minimal for the coherent spin state (CSS). Therefore we exploit optical pump-
ing to prepare the atoms in this desired coherent spin state or at least try to pre-
pare our atomic ensemble as close as possible with perfect spin polarization.
While we have already introduced the principle of optical pumping (section

Figure 13.7: PMORS spectra. Left: Unresolved pMORS spectrum for 724 kHz. Right: Resolved pMORS spectrum
for 1.44 MHz. Both spectra are shown with the respective fitting result. Figure adapted from Zheng et al. (2022).

5.2) for coherent spin state preparation and how we optimize it on the exam-
ple of the DLCZ-type experiment (sections 6.2 and 9.1.2), there are some minor
differences in the approach here. As indicated in the orange section marking
the optical pumping in figure 13.6, the pump and repump laser are combined
on a beamsplitter before they are sent through a fiber to the experimental setup.
It comes with the advantage that only one optical beam path has to be aligned
on the vapor cell, and no tedious overlapping of the two beams on the vapor
cell is required. However, this experimental simplicity comes at the expense
that we cannot control and optimize the circular polarizations of the two opti-
cal pumping beams individually7. Also, the pulse control is currently shared
between the pump and repump laser, meaning that we cannot delay one with
respect to the other. As we have seen in the discussion of CSS optimization
for the DLCZ-type experiment (chapter 9), delaying the turn-off of the pump
pulse can improve the attainable atomic polarization8. We mimic a smooth
turn-off by low-pass filtering the square pulse sent to the AOMs controlling
the pump and repump beams.

We quantify the atomic polarization through pMORS. The technique is
presented in section 6.2. In the case here, a few differences should be noted.
First, we quantify the atomic polarization after a gap of 220 µs9. Second, we
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10While we are careful through-
out this thesis to always state
in the expressions whether we
refer to νL or ωL, the unfamiliar
reader is advised to consider
Julsgaard (2003) to get a more
thorough understanding about
when and why to use ωL and νL,
respectively.

have to increase the Larmor frequency to νL ≈ 1.44 MHz since we are un-
able to resolve the pMORS spectrum at our desired Larmor frequency due
to the linewidth exceeding the quadratic splitting (left part in figure 13.7).
Only with the increasing magnitude of the bias magnetic field can we resolve
the pMORS spectrum (Right part in figure 13.7) and fit it more reliably to
determine the atomic polarization. We infer the atomic polarization for our
quantum-enhanced MIT at the lower Larmor frequency from the fit result of
the resolved spectrum. Typically, we achieve for our settings an atomic polar-
ization of 97.5 %.

As we have seen in chapter 6, optical pumping optimization is tedious.
To further improve the CSS preparation, separate polarization control of the
pump and repump could be achieved by combining the beams just before the
cell. However, we would lose the advantage regarding the alignment. Also,
from figure 13.7, we have a relatively low number of points for the spectrum.
Improving the resolution of the spectrum by acquiring data for a longer time
might make the fitting more reliable, and optimization might become more
straightforward as changes are resolved better.

13.3.3 Signal detection

All optical measurements regarding the QMIT experiment are done us-
ing polarization homodyne detection. The detection part of the experimental
setup is marked in green in figure 13.6. The combination of an HWP and a
PBS allows us to record the Ŝout

y component of the light using a photodetector
at each output port of the PBS. Subtracting the signals from each other, with
the HWP oriented at π/8, corresponds to measuring the Stokes component
〈Ŝy〉 (Hammerer et al., 2010).

All our desired signals are encoded in a sideband centered around the
Larmor frequency10 νL with respect to the carrier frequency determined by
the probe light frequency ν0 (Hammerer et al. (2010), Krauter (2011)). The
balanced photo detector signal is modulated with a reference signal oscillat-
ing at the Larmor frequency. We optimize the relative phases of the signals
used for lock-in detection to maximize our recorded signals. Further, the si-
nusoidal reference signal for the lock-in amplifier (LIA) has to match the Lar-
mor frequency, which we generate using a simple function generator (RIGOL
DG1032). The modulation of the recorded balanced photo detector signal with
the reference signal leads to frequency components at twice the Larmor fre-
quency and the difference between the two signals (DC signal). The LIA in-
ternally low-passes the signal, such that the output signal of the lock-in am-
plifier is close to DC. We effectively only obtain the detector response centered
around our frequency of interest – the Larmor frequency νL. In principle, the
lock-in amplifier provides us with two outputs, the demodulated sine and
cosine components of the recorded balanced photo detector at the Larmor fre-
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11Please note that x, y is not
referring to our choice of the co-
ordinate system here and instead
to the common convention of x, y
forming a horizontal plane.

quency integrated over an entire period (Hammerer et al., 2010):

Ŝout,c
y =

√
2
T

∫ T

0
dtŜout

y (t) cos (2πνLt) (13.3a)

Ŝout,s
y =

√
2
T

∫ T

0
dtŜout

y (t) sin (2πνLt) (13.3b)

For our purpose, it is sufficient only to record the cosine component Ŝout,c
y . The

same method is exploited to record the noise contributions arising from the
imprecision shot noise of light and the thermal atomic noise, which form the
basis of our analysis later and is discussed further in chapter 14. We identify
that we can recover the expressions presented in the theory part of the thesis
with appropriate normalization in equation (13.3).

When subtracting the two signals, we have observed that even tiny path
length differences or delays between the two signals can tremendously im-
pact the balancing of our combined detector signal. To remedy any response
mismatch in time, either by the two detectors responding not at the same time
or actual path length mismatch, we ultimately settled on using square retro-
reflecting hollow roof prism mirrors ("cat-eyes") together with precision x, y-
stages11. These allow us to move each cat-eye parallel to the optical table with
sub-mm precision. Therefore, we can correct for slight changes in the path or
response time differences. We added these in both paths to maintain the same
number of beam reflections. Through this, we could better match the two de-
tector responses by reducing the overshooting of our balanced signals for the
stroboscopic pulse edges in the time trace.

13.3.4 Sequence control & data acquisition

Unlike the DLCZ-type experiment, where a single FPGA ultimately con-
trolled the whole experiment, data acquisition, and experimental pulse con-
trol are two different devices for the QMIT experiment. However, they are
closely connected since precise experimental timings and triggering of the
data acquisition are required.

Sequence control

Experimental timings with sub-microsecond precision are essential when
dealing with stroboscopic pulses and phase-sensitive signals detected in the
low megahertz range. Therefore, we use a Quantum Composer 9518 plus to
control the electronic trigger and pulse generation with very high precision
to an absolute reference. It allows the definition of up to eight independent
pulses that can be conditioned on each other. In our case, we define one fun-
damental trigger reference that sets the maximal duration of our experimental
sequence to 24 milliseconds. This absolute reference has to exceed our exper-
imental pulse sequence to ensure that the experimental timings fit within the
reference to avoid overlapping pulses from consecutive measurements. Ulti-
mately, our experimental sequence is optimized to allow for sufficient optical
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Figure 13.8: Diagram of pulse and acquisition control. The Quantum composer allows defining
pulses to an absolute timing reference and between different pulses. The orange parts refer to the
optical pumping (exists twice in the experimental setup), and the green parts illustrate the control
for stroboscopic probe pulses generated using function generate FG1. Blue parts refer to the lock-
in detection of our experiment. The reference modulation signal is a sinusoidal signal generated
with the function generator FG2, and the phase is optimized that the signal amplitude overlaps with
the stroboscopic pulses. The acquisition and recording using a spectrum analyzer card (DAQ) are
indicated in red. For simplicity, additional control for the optional delay and RF pulse generation
is not shown. The abbreviations in the figure are VCO: voltage-controlled oscillator, VCA: voltage-
controlled attenuator, AOM: acousto-optical modulator, and TTL: transistor-transistor-logic trigger
line. We labeled the lines of the Quantum Composer to match the labels of the control, TTL, and
trigger ports of VCA, Switch, and function generators, respectively. They can all be understood as
trigger signals nonetheless.

pumping and measurement time. We derive all relevant other pulses from
this main trigger by defining our desired pulses using absolute delays from
the fundamental reference. An illustration of the electronic control for the
spin-squeezing experiment presented in chapter 14 is shown in figure 13.8.
When performing the quantum-enhanced MIT, the control has to be extended
with two additional control lines. A sequence of the trigger signals is illus-
trated in figure 13.9. First, the signal for the optical pumping is derived, and
we set a pulse width of 12 ms exceeding the T2 time of the vapor cell multi-
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12VCA = Voltage controlled
attenuator.
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Figure 13.9: Order of trigger pulses. Sequence of trigger pulses generated by the quantum composer
to generate signals described in the text and used for the pulse control shown in figure 13.8. The top
part illustrates the trigger signals required for the spin-squeezing experiment, while the lower part
indicates the sequence required for the quantum-enhanced eddy current detection. Pulse durations
are not to scale. Timings are provided in the text.

ple times for proper atomic polarization preparation. The signal controls the
VCAs12 for the optical pumping AOMs. A second pulse of the same width is
derived for the switch controlling the AOMs for the pump and repump laser
of the optical pumping. We use the absolute reference to delay the turn-off of
the switch by 50 µs to allow a smooth turn-off of the optical pumping pulses.
We achieve the smooth turn-off by low-pass filtering the square pulse con-
trolling the VCAs. Experimentally, the components in the dashed orange box
in figure 13.8 exist twice. One for the pump laser and one for repump laser,
but the components are controlled in parallel by the same pulse split into two
signal lines.

The reference signal for the LIA is derived next. The delay to the initial
trigger is given by 8 ms, which overlaps with the optical pumping. The trig-
ger is sent to a function generator that generates a sinusoidal function with
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a period corresponding to 1/νL. It sends a fixed number of oscillations ex-
ceeding the duration for recording the signal. This sinusoidal function is the
reference signal for the LIA.

A single stroboscopic probe pulse train is required for the experimental
demonstration of spin-squeezing, discussed in chapter 14. We use a single
pulse signal from the Quantum Composer synced to the trigger of the optical
pumping pulse. It triggers a function generator in burst mode, sending square
pulses with adjustable duty cycle at twice the Larmor frequency and a fixed
number of periods. From this, we get a fixed number of stroboscopic probing
pulses. The same function generator provides the LIA reference signal. This
has the advantage of easily adjusting the phases between the two signals to
maximize the overlap with the cosine quadrature of the LIA. More details on
optimizing the system’s various phases will be described more thoroughly in
section 14.2.

The data acquisition is controlled using another channel of the Quantum
Composer. We sync it to the trigger of the stroboscopic probing. We only de-
termine the acquisition start using the trigger from the Quantum Composer.
The duration of the data acquisition has to be set in the interface for our Spec-
trum M3i.4831-exp series digitizer card.

In the case of the eddy current detection sequence or the pMORS sequence,
we require additional trigger lines, which are not illustrated in figure 13.8, to
be defined using the Quantum Composer. For these sequences, the function
generator creating the stroboscopic probing pulses is operated in a gated fash-
ion. We must carefully adjust the two pulse widths for the squeezing creation
and verification times in the Quantum Composer settings to have an integer
number of cycles. We use the burst mode of an additional function genera-
tor to create the RF pulse. The number of cycles has to be an integer and fit
into the gap between the two stroboscopic probe pulse trains. The trigger for
that is carefully defined using the sync function of the Quantum composer.
While we use a RIGOL DG1032 for the stroboscopic pulses, the LIA reference
signal, and the optical pumping reference signal, we require a better noise per-
formance for the RF signal. Due to its reduced output noise, we switched to
a RIGOL DG952 SiFi II for the RF signal generation. The respective required
trigger lines for operating our experiment as a quantum-enhanced MIT sensor
and their timely order are illustrated in the lower part of figure 13.9.

Data acquisition

The data is analyzed with a Zurich instruments lock-in amplifier of the
type HF2LI Lock-in Amplifier, and the respective demodulated signals are then
recorded with a spectrum analyzer card. We typically use a sampling rate
of 10 MHz. We acquire 10 000 data points per measurement repetition, cov-
ering a total measurement duration of 1 ms. The data is binned into groups
of 25, such that every data file contains 400 values for the 1 ms measurement
duration. Often, each data file contains not a single measurement but many
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repetitions. Instead of averaging them directly, they are stored together within
one file to allow more flexibility during the data analysis.

In the particular case of recording a pMORS using this setup, the acqui-
sition is extended to collect 12 0000 samples with a sampling rate of 20 MHz,
covering 6 ms to have a long enough readout of the atomic spin state extend-
ing beyond the transverse spin coherence time T2.





1Due to small changes in the lab
environment, we need to tweak
the currents generating the bias
magnetic field. Therefore, the
exact frequency of the Larmor
frequency varies between 720
and 730 kHz.

Chapter 14

Implementing back-action evasion
and spin-squeezing

After introducing the experimental setup in the previous chapter, this chap-
ter will focus on how we implement and optimize the back-action evasion and
prepare a spin-squeezed state in our atomic ensemble. This chapter should be
understood as a practical manual on how we optimize the experimental setup
before turning ourselves to the goal of performing a quantum-enhanced mag-
netic induction tomography in chapter 15. A subset of the data presented
throughout this chapter has also been part of the manuscript, submitted for
publication, Zheng et al. (2022). We present and extend the information pre-
sented in the manuscript with additional explanations and experimental data.

This chapter is divided into multiple parts. First, we will shortly describe
the signal contributions to be expected in our experimental signals and how
we characterize them (section 14.1). Afterward, we will address the strobo-
scopic protocol and experimental optimization, described in section 14.2, fo-
cusing on optimizing the phases between different signals. The phase opti-
mization will be followed by verifying the back-action evasion by recording
signals for different duty cycles D in section 14.3. The last and most important
part of this chapter, building up on the three preceding sections, will cover
the topic of conditional spin-squeezing in section 14.4. We will investigate the
attainable level of spin-squeezing for different parameters and how fast the
spin-squeezing degrades.

Throughout this chapter, all measurements share the same basic pulse se-
quence. First, we minimize the atomic projection noise using a long pulse
of optical pumping to prepare the atomic spin ensemble as close as possi-
ble to a coherent spin state (red in figure 14.1). Following this coherent spin
state preparation, the basic sequence consists of a train of stroboscopic probe
pulses. Throughout this chapter, we will keep the stroboscopic frequency con-
stant at twice our Larmor frequency νL of approximately1 725 kHz, but we will
vary the duty cycle D of the stroboscopic pulses (blue in figure 14.1). Figure
14.1 can be understood as a simple visualization of our probe intensity mod-
ulation function φ(t) as introduced in equation (3.16) with a fixed choice of

181
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Figure 14.1: Simple stroboscopic pulse sequence. The sequence starts with the
smooth turn-off of the optical pumping (red). Then, a sequence of stroboscopic prob-
ing pulses at twice the Larmor frequency νL are sent (green box). Here, the duty cycle
of the stroboscopic probing pulses is D = 15 %.

duty cycle D.

14.1 (Un)wanted signal contributions

Our measurements rely on light interacting with a highly-polarized atomic
ensemble, exploiting the Faraday interaction as introduced in chapters 2 and
3. In the following, we will discuss different contributions to our recorded sig-
nals. Ultimately, we want to be limited by quantum noise for our atomic eddy-
current sensor. Quantum noise limited means that noise sources of quantum
nature dominate our system rather than classical or technical noise sources.
We can exploit quantum phenomena in this regime to modify and alter these.
For example, we will try to circumvent the back-action noise or squeeze the
noise variance of one of the transverse spin components. Suppose we are op-
erating in a quantum noise-limited regime. In that case, our signal and noise
should be comprised of contributions arising from the photon shot noise (SN),
atomic spin projection noise (PN), and quantum back-action noise (BAN), as
discussed in chapter 3.

14.1.1 Electronic noise

When performing our measurements, we are always subjected to the elec-
tronic noise originating from the detection and the devices used for record-
ing our data. We measure the amount of electronic noise using identical ex-
perimental sequences used for the spin-squeezing measurement in 14.4. It is
recorded in the same fashion as our signals, just that all light sources, prob-
ing and optical pumping beams, are blocked. Typically, we observe just be-
low 30 % of electronic noise compared to the shot noise level considering our
preferred choice of 5 µW probe power throughout most measurements pre-
sented here. We wish the electronic noise level to be as low as possible and
not limited by this classical noise source. Since any of our signals are suffer-
ing from electronic noise, we correct for the electronic noise and refer to it as
EN = Var

(
Ŝc,no light

y

)
.
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2For the unfamiliar reader: Think
of photons that are released in
a continuous stream, however
at random timings. Since each
detection event is randomly
separated in time, thinking of it
in terms of frequency of events,
we expect each frequency to have
the same probability.

3Multiple bandwidths away
from our center frequency set
at the LIA will ensure that there
will be no atomic contributions
to the recorded light signal.

14.1.2 Photon shot noise

Due to the statistical nature of laser light, any measurement that we per-
form will suffer from intrinsic noise due to the light we use to perform the
measurement. The statistical distribution of arrival times of photons in coher-
ent laser light means that the corresponding noise spectrum is "white", leading
to a constant noise level evenly distributed across the spectrum2. On the one
hand, we want to ensure that we measure strong enough, such that there is a
significant enough number of photons for the interaction and hence recorded
signal. On the other hand, too much probe power – too many photons – will
introduce additional decoherence effects. Optimizing the probe power and
hence photon number is a balance.

Commonly, we scale all our obtained measurement signals concerning the
photons’ shot noise level. For this, we record Ŝout,c

y while detuning the atoms
by changing the bias magnetic field. Altering the bias magnetic field changes
the Larmor frequency of the atoms. If they are far-detuned enough3, we effec-
tively get a measure of the light noise at the usual Larmor frequency without
any atomic contribution to the signal. The recorded signal is proportional to
the number of photons and given by (compare equation 2.10):

Var
(

Ŝc,out
y

)
= η(D)

NPh
4
≡ SN0 (14.1)

Here, η(D) is defined as before, accounting for the variable duty cycle D. We
will use SN as a short notation in extensive equations when referring to the
noise variance that originates from the shot noise of light. Due to the electronic
noise of our system, we define our actual shot noise variance corrected for
electronic noise as SN ≡ SN0 − EN.

We ensure that we are shot noise limited by varying the probe power
and recording the observed signal level, similar to chapter 11. If we can ne-
glect classical noise sources such as electronic noise, the observed signal level
should follow a linear trend with the probe power. It should be noted that
the combined signal of the two detectors can be shot noise limited while the
individual ones are not (Krauter, 2011). For the detector in use, we can only
monitor the combined output of our detector and confirm that the combined
signal is indeed shot noise limited.

14.1.3 Projection noise

Another intrinsic noise source of our system is the contribution arising
from the spin projection noise. As covered in chapter 2, we will suffer from
atomic spin projection noise even for a fully polarized atomic ensemble due to
the non-commuting transverse spin operators. However, in the case of a fully
polarized atomic spin ensemble, i.e., the coherent spin state, the atomic spin
projection noise will be minimal.

Experimentally, we distinguish the atomic spin projection noise, which
refers to the uncertainty associated with the polarized ensemble. In contrast,
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4In total, the ground state of
cesium has 16 Zeeman levels, out
of which nine are in the ground
state with F = 4 and seven
belong to the ground state with
F = 3.

the thermal spin projection noise refers to the spin projection noise of a ther-
mal - corresponding to an unpolarized - ensemble. For a polarized atomic en-
semble, 〈 Ĵx〉 is non-vanishing. Therefore, our recorded atomic signals suffer
from back-action noise (compare equation 3.3). However, this is not the case
for the thermal spin state. There, the back-action should vanish as 〈Jx〉 = 0
since our ensemble has no mean atomic spin polarization. In this unpolar-
ized ensemble, all magnetic sublevels are equally populated, leading to the
following symmetry for atoms in the 4-manifold of the ground state:

ĵ2x = Ĵ2
y = Ĵ2

z =
F(F + 1)

3
=

20
3

(14.2)

Due to the equilibrium distribution of the atoms between both ground states,
only 9/16-th of the atoms contribute to the signal4. Hence, the projection
Var

(
Ĵz
)

TSS = 20
3 · 9

16 NA = 15
4 NA. For the coherent spin state, the projection

noise is given by Var
(

Ĵz
)

CSS = FNA/2 = 2NA. Comparing the projection
noise for the thermal state to the CSS projection noise, we find a factor of
8/15. Experimentally, we hence estimate the projection noise of the coherent
spin state using the observed noise of the thermal spin state (TSS) and correct
it with this factor of 8/15 as:

Var
(

Ĵz
)

CSS =
8

15
Var

(
Ĵz
)

TSS (14.3)

The indices CSS and TSS indicate the coherent and thermal spin states, re-
spectively. As we have seen in subsection 13.3.2, we only achieve an atomic
polarization of 97.5 %. In the discussion later on, we will therefore need to
investigate the impact arising from residual atoms in mF=4 = 3.

Experimentally, we record this thermal projection noise by blocking the
optical pumping but keeping our usual bias magnetic field and stroboscopic
probing turned on. Our recorded signal for the thermal spin state is, of course,
also suffering from electronic noise, which we need to correct for:

TN ≡ Var
(

Ŝc,out
y

)
− EN (14.4)

The thermal spin noise is insensitive to back-action noise even when the mea-
surement time or the photon number increases, as long as the pumping effects
of the probing remain negligible. Therefore, we estimate our projection noise
for the coherent spin state based on our observed thermal spin state projection
noise as:

PN ≡ 8
15

TN (14.5)

We will later see that we can exploit this relation to get an estimate for the
back-action-free measurement.

14.2 Stroboscopic protocol: Signal and Phase optimization

A crucial part of our quantum-enhanced atomic magnetometer is the abil-
ity to achieve quantum noise-limited sensitivity and even further circumvent
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5I would like to acknowledge
the excellent work done by
Jonas Mathiasen in making the
spectrum analyzer feature and
interface for the picoscope and
the convenient option to save the
spectral data.

Figure 14.2: Illustrative snapshot of
the atomic signal. Picture of atomic
spectra observed before (green) and
after (blue) optimizing the strobo-
scopic probing frequency. The black
line corresponds to the electronic
noise level.
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Figure 14.3: LIA phase optimiza-
tion. X-component (blue) and Y-
component (red) of the lock-in ampli-
fier signal variance of the shot noise
(SN) versus the phase.

the back-action noise introduced to our system when measuring. This sec-
tion will cover how we implement stroboscopic probe pulses and optimize
frequencies and relative phases to fulfill the requirements for a back-action
evaded measurement as introduced in section 3.1. Experimentally, we are un-
able to realize infinitely short pulses. For a Larmor frequency of νL = 725 kHz,
we are limited to a minimum duty cycle of 15 % due to our finite rise and fall
time of the VCA. To realize back-action evasion, we must align our signal
phases and frequencies to maximize our recorded signals and fulfill the cri-
teria imposed from equation (3.10). Optimizing the frequencies and precise
timings of when pulses are sent is crucial.

As discussed in 13.3.4 and 13.3.4, we use a combination of trigger reference
signals to send our experimental pulses and record the signals using lock-in
detection and a spectrum analyzer card. For starters, we usually need to opti-
mize the atomic spectrum with the stroboscopic frequency of the probe pulses.
Daily optimization is required because magnetic field drifts shift the center
Larmor frequency. For this, we use a picoscope to record the atomic signal5.
When the stroboscopic frequency does not match twice the Larmor frequency,
we observe two slightly separated and mirrored atomic signals (green in fig-
ure 14.2) in the spectrum. A single symmetric atomic response can be ob-
served when matching the stroboscopic frequency to the Larmor frequency
(blue in figure 14.2). This frequency is also used as the lock-in amplifier (LIA)
demodulation frequency.

Afterward, when recording the signal with the lock-in amplifier (LIA), we
start with optimizing the demodulation phase of the signal to maximize the
recorded signal. For this, we record the shot noise signal for both components
of the LIA and vary the demodulation phase. Changing the relative demodu-
lation phase of the LIA corresponds to varying the overlap of the signal from
the stroboscopic probe pulse sequence with the cosine quadrature of the de-
tection. Since we balance the signal recorded with polarization homodyning,
considering the X- and Y-component for the shot noise will not give us any
average signal. Therefore, we investigate the variance of the recorded shot
noise traces for different LIA demodulation phases. While the phase differ-
ence between the two quadrature signals is expected to be 90 degrees, the
variances should behave slightly differently. Since no overlap of the probe
pulses with the Y-component means no signal, this should be reflected in a
vanishing variance of the Y-component. At the same time, the maximal over-
lap of the probe is obtained for the X-component, which is 90 ◦ out of phase
compared to the Y-component. We expect the variance for the maximal sig-
nal also to be maximal. Therefore we expect the variances to be 180 ◦ out
of phase.In figure 14.3, the X-component reflects the cosine quadrature (blue),
and the Y-component is the sine quadrature (red). We fit a sine to the observed
shot noise variance. The optimal detection is then given by the phase angle
for the minimum Y-component, while it is the maximum for the X-component.
The obtained phases from the fits are:

We choose the average and set our lock-in amplifier demodulation phase
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6There are two commonly used
definitions of the sinc-function,
we use

sinc (x) =
sin(x)

x
,

which differs in the scaling on the
x-axis from the other definition,
exhibiting an additional factor of
π.

X-component -22.3 ◦

Y-component -22.7 ◦

to 22.5◦.
The final optimization overlaps the stroboscopic probe pulses with the sig-

nal reference sent to the lock-in amplifier. For this, the LIA’s sinusoidal refer-
ence signal phase is adjusted with the function generator such that the max-
imum amplitude coincides with the stroboscopic probe pulse. This has to be
done whenever the Larmor frequency is adjusted.

14.3 Back-action evasion

One of our two fundamental building blocks is verifying the back-action
evasion due to our stroboscopic probe pulses. We can avoid introducing ex-
traneous back-action noise into our system by probing our spin-oscillator with
twice its precession frequency with a duty cycle D → 0 and singling out the
cosine component of our observable. Then, the "bad" back-action noise com-
promises only the quadrature we are not optically probing. This allows us to
realize a stroboscopic quasi-QND measurement described in chapter 3. Re-
alistically speaking, our finite duty cycle does only allow us to reduce the
back-action noise introduced to our system. However, we expect a significant
reduction in that back-action noise and wish to quantify this. As we have
seen in section 3.2, the noise variance can be expressed in terms of6 (equation
(3.29)):

Var
[
Ŝout,c

y,τ

]
≈ Φτ

4
[1 + sinc (πD)]

[
1 +

κ̃2

2
+

κ̃4

12
1− sinc (πD)

1 + sinc (πD)

]
, (14.6)

where the third contribution determines the amount of back-action noise com-
promising our measurement. As seen in section 3.2, the fraction approaches
zero for a duty cycle D → 0 and is maximal for continuous probing. We
tested this by considering the observed noise for three different duty cycles:
15, 50, and 90 %. At the same time, we keep the number of photons per cycle
constant, meaning that altering the duty cycle only alters the temporal distri-
butions of the photons interacting with the spins, not their total number. To il-
lustrate this, we can consider the simplified drawing in figure 14.4. This figure
shows the relative intensity over a single period. By measuring only average
powers over many cycles experimentally, we can keep the number of photons
per period constant, corresponding to the area under the curve. Keeping the
average number of photons constant means that the intensity during the time
of the pulse increases towards shorter duty cycles D. For example, the in-
tensity during the pulse has to double when halving the duty cycle from one
measurement to another if the number of photons should remain the same.
As long as we ensure that the average optical power is estimated over mul-
tiple stroboscopic probing pulses, we thus can ensure that the same number
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8In principle, the probing dura-
tion in figure 14.5 could also be
expressed in terms of the number
of photons.

Figure 14.4: Varying duty cycle.
Illustration of variable duty cycles
while the intensity during the pulse
varies, but the "area" under the curve
remains constant such that the same
average number of photons is used
while only their temporal distribu-
tion changes for the measurement
shown in figure 14.5.

of photons interacts with our collective spin-oscillator and only when in time
they interact with it changes. Only then can it be directly compared how the
duty cycle used for our probing alters the back-action noise introduced to our
system.

The overlap of the signal with the LIA cosine quadrature depends on the
duty cycle. Therefore, we have to correct the noise variances by a factor of
[1 + sinc (πD)]. Doing so allows us to correct the different detection efficien-
cies arising from the differing overlap with the LIA demodulation. For a better
comparison, we normalize all signals to shot noise units. The noise variance
is expected to follow a second-order polynomial. From equation (14.6), we
expect the quadratic contribution to reflect the back-action noise introduced
to our system. It depends on the duty cycle D. The constant and first-order
contribution should be independent of the duty cycle D when we correct for
the different overlaps with the cosine quadrature of the LIA.

Figure 14.5 shows the noise variance for three duty cycles versus the prob-
ing duration. It is scaled to units of shot noise before it is corrected for the
different overlap with the detection mode of the LIA by a factor of 1/η, with
the previously introduced η as η = (1 + sinc (πD)). Fitting a second-order
polynomial to the data, we observe excellent agreement between the fit and
the data. As expected, the lower the duty cycle, the smaller the quadratic con-
tribution to the overall noise. We also witness good agreement of the linear
part for 50 and 90 percent duty cycle. The linear part for the 15 % duty cycle
is slightly higher. This discrepancy is most likely related to the pulse shape
of the stroboscopic pulses. For this setting, the pulses generated by the AOM
are not nicely square-shaped as assumed for the calculation used in the toy
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Figure 14.5: Verifying back-action evasion. Measured overall noise variance versus
the probing duration, corrected for different detection efficiencies arising from the dif-
ferent duty cycles (15 (green), 50 (red), and 90 % (blue) duty cycle) and normalized to
shot noise units (SNU). The fits for the second-order polynomial are shown, along with
the linear parts obtained from the fits. The figure is adapted from Zheng et al. (2022)
(replotted). 8
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model. Therefore, the prefactor might not be reflecting the effective duty cy-
cle leading to a slight change in the linear incline.

Overall, we still observe a relatively good agreement on the linear part,
allowing us to use these corrected noise variances to judge the reduction in
back-action noise introduced to our system. Comparing the quadratic parts
for the green and blue data, we observe a reduction of more than a factor
of two in the quadratic contribution corresponding to the back-action noise.
The reduction of duty cycle and the stroboscopic probing at twice the Larmor
frequency reliably reduces the back-action noise introduced to our measure-
ment. With improvements in our pulse shaping capabilities, we should enable
a higher stroboscopic probing frequency and hence allow for a higher Larmor
frequency. This would benefit us overall as technical noise sources decrease
at higher frequencies. Alternatively, faster switching of the pulsing enables
reducing the duty cycle further. A lower duty cycle could further reduce the
back-action noise added by our measurement as long as we do not become
Fourier limited with our stroboscopic probe pulses and start introducing un-
intended physical effects due to the spectral width of the temporally short
pulse.

14.4 Conditional spin-squeezing

After investigating the impact of the stroboscopic probing and reducing
the duty cycle of the pulses, we now want to investigate the attainable level
of spin-squeezing. We will start by comparing the conditional and uncondi-
tional noise in subsection 14.4.1, which forms the basis for determining the
level of squeezing later on in subsection 14.4.2. Here, we will examine how
experimental timings and other parameters influence our attainable level of
spin-squeezing.

14.4.1 Conditional vs. unconditional measurement

Essential for squeezing is the noise reduction in a measurement when con-
ditioning a consecutive measurement on a preceding one. This means that
instead of purely estimating the noise during the stroboscopic pulse as in the
verification of back-action evasion in 14.3, the probe pulse train is split into
two for the analysis. We will refer to the two pulse trains as τA and τB, where
the signal obtained during τB can be conditioned on the measurement during
τA. Comparing both cases – conditional and unconditional – will tell us how
much we can "learn" when performing conditional measurements. This split-
ting of our most basic pulse sequence is illustrated in figure 14.6, where we
indicate the (relative) choices of τA and τB using dashed boxes.

First, we must find a way to describe and analyze our measurement data.
We have already described in a previous section how we determine the con-
tributions to our overall noise arising from electronic noise (EN), projection
noise (PN), and shot noise (SN). However, we are missing how to describe the
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Figure 14.6: Simple stroboscopic pulse sequence. Illustration of the strobo-
scopic pulse sequence used for testing the back-action evasion and conditional spin-
squeezing. The smooth turn-off of the optical pumping is indicated in red, while the
stroboscopic probe pulses are indicated in blue. Here, D = 15 %. The squeezing prepa-
ration and verification times τA and τB are indicated using green dashed boxes and can
be chosen in the analysis. See text for more details.

observed signals and convert them into shot noise units before finding an ex-
pression for the conditional observed noise. In the following, we refer to the
signal obtained during τA as X̂A, and τB as X̂B, corresponding to the cosine
component of the LIA for the recorded signal (compare equations 2.10):

X̂A =
∫ τA

0
dtŜout

y (t) cos (ωLt) (14.7a)

X̂B =
∫ τA+τB

τA

dtŜout
y (t) cos (ωLt) (14.7b)

indices A and B indicate the stroboscopic pulses used for the squeezing prepa-
ration (A) and verification (B). As before, we are interested in the associated
noise, which we, for comparability, wish to express in shot noise units as fol-
lows:

Var (x̂A) =
Var

(
X̂A
)
− ENA

SNA
− 1 (14.8a)

Var (x̂B) =
Var

(
X̂B
)
− ENB

SNB
− 1 (14.8b)

Here, we need to correct our recorded atomic signals by the electronic noise of
the respective time window. We express our recorded noise variance in shot
noise units (SNU) by normalizing it to the shot noise SN and subtracting one.
In the following, we will not explicitly state the correction for the electronic
noise. However, we still correct for it throughout our analysis for contribu-
tions arising from this.

In order to determine the degree of spin-squeezing later, we need to esti-
mate the conditional noise variance during τB first, when conditioning it on
the preceding measurement during τA as (Zheng et al., 2022):

Var (x̂B|A) =
Var

(
X̂B|A

)
SNB

− 1 (14.9)
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9 For a more rigorous mathe-
matical description in terms of
light and atomic operators, the
derivations are shown in the
supplements of Vasilakis et al.
(2015) and also throughout Shen
(2014).

with

Var
(
X̂B|A

)
= min(Var

(
X̂B − αX̂A

)
)

= Var
(
X̂B − αoptX̂A

)
(14.10)

Here, αopt describes the value that minimizes the expression. This is the case

for αopt =
Cov2(X̂B,X̂A)

Var(X̂A)
, which allows us to rewrite equation (14.9) as follows:

Var (x̂B|A) =
Var

(
X̂B
)

SNB
− Cov2 (X̂B, X̂A

)
SNB ·Var

(
X̂A
) − 1 (14.11)

All contributions in this equation can easily be determined from our experi-
mental recordings. From equation (14.11), we see that we expect to observe
a reduction in the conditional variance, meaning a reduction in noise, if there
is a correlation between the observations of the two stroboscopic measure-
ments9.

With these expressions at hand, we can investigate how the unconditional
and conditional variances behave, along with the contribution of our noise
originating from the projection noise of the atoms. We have multiple param-
eters that we will vary. For convenience, we will first consider the different
duty cycles D and vary the length of τA of our measurement for a fixed dura-
tion of τB = 40 µs and compare the projection noise level with the conditional
and unconditional noise. Figure 14.7 shows the respective contribution of the
noise variances. The data is scaled and corrected for the shot noise level. One
common feature in figure 14.7 is that the contribution arising from the coher-
ent spin state projection noise is roughly constant for each measurement for
different values of τA. While this might be confusing initially, it should be
noted that the identical duration τB = 40 µs was used for each point. In ad-
dition, we do not correct for the expected decay of the atomic spin and hence
increase in the expected projection noise compared to a coherent spin state.
We do not incorporate the decay of the collective spin coherence because our
experiments’ time scales are much shorter than T1 and T2 times. For example,
compare figure D.1 in appendix D.1. In figure 14.7, the unconditional noise
grows faster for larger duty cycles. This behavior is not unexpected, given
the more significant back-action noise introduced to the system. At the same
time, conditioning the second probe pulse train on the first one results in a
much more substantial noise reduction. For the two lower duty cycles, we
observe a conditional noise variance below the expected contribution to the
overall noise arising the contribution due to the projection noise of the atoms.
The lower the duty cycle, the smaller the minimal conditional noise variance
and the longer its preparation.

For figure 14.7, we kept τB = 40 µs constant and only varied how long
we integrated the signals during τA. To investigate the dependency of the
conditional noise from the duration of τBas shown in figure 14.8, we need to
fix τA. We present the data for τA = 220 µs. This choice depends on our
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Figure 14.7: Conditional and unconditional variance. Comparison of conditional and
unconditional variance during readout pulse τBfor three different duty cycles with 15
% (green), 50 % (red), and 90 % (blue) versus the duration of τA. All duty cycles have
an average probe power of 5 µW.

optimization of the level of spin-squeezing, which will be presented later in
this section.

Here, our noise, of course, grows as the cumulative integration time of the
points increases. It should also be noted that the points are not statistically
independent. As before, we observe that the conditional noise is significantly
lower than the unconditional one. We note that the conditional noise variance
reaches the shot noise level only for τBexceeding 100 µs. Also, for τBshorter
than 50 µs, the shot noise level is equal to or even more significant than the
expected contribution to our noise arising from the coupling to the projection
noise of the atoms, making shot noise a substantial noise contribution to our
overall recorded signal and noise variance.

The conditional noise level below the contributions arising from the pro-
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Figure 14.8: Conditional and unconditional noise variance. Comparison of condi-
tional (green) and unconditional (blue) noise variance during readout pulse τBfor 15 %
duty cycle and 5 µW probe power versus the duration of τB for a fixed squeezing prepa-
ration time τA = 220 µs. In addition, we plot the expected noise contribution arising
from the atomic projection noise in red. Errors reflect standard errors obtained from 8
data sets containing 4000 measurements each. This figure is adapted (replotted) from
figure 2 (d) in Zheng et al. (2022).

jection noise in figures 14.7 and 14.8 is a robust sign that we observe spin-
squeezing. Verifying and estimating the degree of spin-squeezing within our
collective spin ensemble will be the topic of the following subsection.

14.4.2 Squeezing verification

Following the introduction of back-action evasion and conditional mea-
surements in the previous subsections, the last step is to estimate the attain-
able level of spin-squeezing. To estimate the level of spin-squeezing, we de-
fine the parameter ξ2 as the ratio between the conditional and unconditional
noise variances during the second stroboscopic probe pulse of duration τB,
corrected for the shot and electronic noise:

ξ2 =
Var (XB|A)− SNB − ENB

Var (XB)− SNB − ENB
(14.12)

As before, SN and EN refer to the shot noise of light and the electronic noise.
The squeezing parameter ξ2 as defined in equation (14.12) hence tells us how
much reduction in noise between the conditional and unconditional case is
observed. We can interpret it as how much we learn about our spin oscillator
during the first stroboscopic pulse during τA that can be used to perform a
more precise measurement during τB.

Now it is also becoming evident why we previously referred to τA as
squeezing preparation and τB as squeezing verification time windows and
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Figure 14.9: Concept illustration
squeezing. Simplified illustration
of back-action evaded measurement
(left) and comparison to the projec-
tion noise contribution subjected to
conditional spin-squeezing. The ar-
eas illustrate the variance of the ex-
pected value when repeating a mea-
surement many times.

pulses. Often, it is more convenient to express the degree of spin-squeezing
in the dB scale. Throughout this thesis, we will often state and compare
10 log(ξ2) to quantify the level of conditional spin-squeezing. In figure 14.9
we conceptualize what happens when probing the spin-oscillator stroboscop-
ically and compare it to the conditional spin-squeezing. We do not introduce
any back-action noise to the transverse spin component of interest for a back-
action evaded measurement. This is illustrated by the fixed width of the hori-
zontal component of the left side in figure 14.9. If we, in addition, exploit con-
ditional spin-squeezing, the more information we gain about our spin compo-
nent of interest and the associated uncertainty, the more it is squeezed. This
is illustrated on the right side of figure 14.9. We note that this is more a phe-
nomenological simplification in the illustration, and a thorough description of
how the back-action can be evaded was discussed and provided in the theory
section (section 14.3). We note that the conditional spin-squeezing improves
beyond what we can expect from evading the back-action alone and that from
experimental point of view it is of course not smart to not exploit knowledge
from consecutive measurements. The left side of figure 14.9 is therefore just an
illustration and the knowledge gain from consecutive measurements should
always be exploited and will then allow us to squeeze the expected noise vari-
ance.

As part of the analysis, we will vary and map out the attainable level of
spin-squeezing as a parameter of the duration of the two stroboscopic pulse
trains τA and τB, the duty cycle D of the stroboscopic pulses, and the optical
probing power corresponding to the number of photons interacting with our
system.

Squeezing versus duty cycle

As seen in section 14.3, how well we evade the back-action noise depends
highly on the duty cycle used for the stroboscopic probing pulses as predicted
by the theory presented in chapter 3. For the same reason, we will investi-
gate the duty cycle dependency of the spin-squeezing. It should be noted that
conditional spin-squeezing and back-action evasion are two separate things.
However, they are highly connected. While back-action evasion aids us in
not adding additional noise to our system by interrogating it with our optical
probing beams, conditional spin-squeezing relies on the fact that we condition
a measurement on a preceding one. As one can easily imagine, the gain from
this conditioning is better the closer we are to a QND-type measurement in-
teraction. Therefore, we also expect the degree of conditional spin-squeezing
to benefit from lower duty cycles D of our stroboscopic probing pulses.

In figure 14.10, the attainable level of conditional spin-squeezing is shown
versus the duration of the squeezing preparation pulse τA. For all three duty
cycles (15, 50 and 90 %), the same average probing power of 5 µW and squeez-
ing verification time τB = 40 µs is used. We measured for each duty cycle 8
data sets containing 4000 measurement sequence repetitions each. We did
this for the electronic noise, photon shot noise, thermal atomic noise, and our
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10To reiterate once more: The
overall number of photons in-
teracting with the spin-oscillator
was the same in all three cases
as we determined the probe
power as the average over many
oscillation periods.

1 2 3 4 5 6
=A [s]

#10 -4

-6

-4

-2

0

2

S
q
u
ee

zi
n
g

[d
B
]

90 %
50 %
15 %

1 2 3 4 5 6
=A [s]

#10 -4

-6

-4

-2

0

2

S
q
u
ee

zi
n
g

[d
B
]

90 %
50 %
15 %

Figure 14.10: Duty cycle dependency of spin-squeezing. Impact of the duty cycle
D on the achievable spin-squeezing level for fixed τB = 40 µs versus the squeezing
preparation duration τA(solid lines). Dashed lines correspond to standard errors esti-
mated from 8 data sets containing 4 000 measurement sequence repetitions each. This
graph contains the same data as presented in figure 2 (c) in Zheng et al. (2022) but with
smaller time steps and a larger range of τA.

atomic signal, respectively. This is relevant to estimate the squeezing as stated
in equation (14.12). From these statistics, we estimate the uncertainties asso-
ciated with each contribution and propagate the errors to estimate the uncer-
tainty associated with the level of conditional spin-squeezing.

As expected, the attainable degree of conditional spin-squeezing is highly
dependent on the duty cycle10. Also, the degradation of the conditional spin-
squeezing is faster for larger duty cycles, indicating that the more significant
and faster increasing back-action noise not only decreases the attainable level
of conditional spin-squeezing but also accelerates its degradation.

Probe power dependency

While it is apparent that the degree of conditional spin-squeezing improves
for lower duty cycles D since the back-action introduced to the system is
smaller compared to higher duty cycles, the probe power dependency is more
complex. On the one hand, we would expect that the lower the probe power,
the lower the number the photons and hence the smaller the shot noise level.
At the same time, the conditional spin-squeezing only acts on the projection
noise. However, its contribution to our signal depends on the coupling con-
stant, which is proportional to the number of atoms and photons. Therefore,
it is not intuitive which probe power dependency of the conditional spin-
squeezing to expect. In figure 14.11, we plot the obtained level of conditional
spin-squeezing for three different probe powers of 2.5, 5.0, and 8.5 µW versus
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Figure 14.11: Probe power dependency of spin-squeezing. The degree of spin-
squeezing observed for three different probing powers versus the squeezing prepa-
ration duration τA, calculated for steps of 10 µs. The squeezing verification duration
was fixed to τB = 40 µs. Dotted lines represent standard errors obtained from 8 data
sets containing 4 000 measurements each. The center part of this figure shows the same
data as figure 2 (c) in figure Zheng et al. (2022). However, it is recalculated with smaller
time bins.

the squeezing preparation time τA. In all cases, the squeezing verification time
was fixed to τB = 40 µs, and a minimum duty cycle D of 15 % was used.

We observe that the probe power determines how fast the maximum level
of spin-squeezing is reached. The higher the probe power, the faster the max-
imum level of conditional spin-squeezing. Interestingly, we observe the best
spin-squeezing for the intermediate probing power. This could have differ-
ent reasons. A possible explanation is that we are starting to get limited by
electronic noise for the lowest probe power. This would explain why we do
not observe better conditional spin-squeezing despite introducing less probe-
induced decoherence. At the same time, we do not interrogate our system
strongly enough to gain sufficient information during the squeezing prepara-
tion to compensate for other decoherence effects degrading the system’s state
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that we are probing. We also observe a slightly worse spin-squeezing when
probing our system more vigorously using higher probing power. Given that
in the absence of conditional spin-squeezing, the coupling constant has a clear
optimum, one explanation could also be that the higher number of photons
supersedes the one for the optimal coupling constant, and the back-action is
more severe and exceeds the gains from the conditional measurement. How-
ever, we have not quantified the coupling constant κ beyond this passive opti-
mization by optimizing the conditional spin-squeezing presented in this sec-
tion. Another more technical point is that the highest probe power used here
was the largest one we could use while maintaining the same settings for the
input range of the LIA. From time to time, fluctuations in the setup could have
led to short overshooting of the signals leading to punctual saturation of the
LIA. Saturation would pose a limitation to our detection here. For this reason,
we did not go to higher powers for the probe power. In order to do so, we
would have been required to switch the input range of the LIA. However, this
would lead to a different noise floor. This limits the comparability of different
data sets when switching between settings. In order to ensure comparability,
additional efforts are required. We have yet to do this, and the investigation
is ongoing.

Optimizing the attainable level of spin-squeezing

In order to maximize the overall level of conditional spin-squeezing, we
vary τA and τB for the duty cycle of 15 % and a probe power of 5 µW. In the
previous subsections, we have seen that this duty cycle and probe power lead
to the best results. We have already used the optimal squeezing preparation
duration τA = 220 µs and verification duration τB = 40 µs in the previous
figures since we could only vary one parameter at a time. However, now we
will explain how we managed to find these optimal pulse durations. Since we
use a sequence without a time gap between the two stroboscopic probe pulse
trains, we can vary the time windows used for τA and τB during the anal-
ysis. Instead of calculating the conditional spin-squeezing for only a single
value, we vary both parameters in steps of 5 µs during the analysis, allowing
us to plot a two-dimensional parameter sweep. Instead of a 3D plot, we have
chosen a heat map to illustrate the degree of spin-squeezing as it served clar-
ity better. It is shown in figure 14.12. We expect two trends to be apparent
when varying the squeezing preparation time τA and squeezing verification
time τB. First, we expect a trade-off between the conditional spin-squeezing
present in our collective spin ensemble and the duration of τA. We expect it
to increase for the increased duration of τA due to the "knowledge" gained
when extending the primary measurement that the second measurement is
conditioned on during τB. At the same time, decoherence should degrade
our spin-squeezing for extending τAtoo long. This effect should also be re-
flected in the duration of τB. We can explain the degradation due to the de-
coherence as follows. We will see improvement if the information we learned
during the first pulse is still maintained in the ensemble during our second
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Figure 14.12: Squeezing heatmap. Obtained level of conditional spin-squeezing in dB
for varying the squeezing preparation duration τA and squeezing retrieval duration
τB, both in steps of 5 µs for the data set of 15 % duty cycle from figure 14.11 (center).
The figure is replotted using smaller time bins using the same data as presented in
figure 2 (b) from Zheng et al. (2022).

pulse. However, if decoherence affects the state, meaning that the state or
information in our state changes during our measurement sequence, what
we learned about our ensemble at the beginning of our pulse will have been
altered by the end of the sequence. Conditioning on this information does
not lead to further improvement and will even degrade our conditional spin-
squeezing towards longer pulse durations. We hence expect a clear optimum
of τA. This expectation is quickly confirmed in figure 14.12 and amounts to
τA = 220 µs. At the same time, we also vary τB. Generally, the best condi-
tional spin-squeezing is observed with short time windows for the squeezing
verification, close to the minimum possible duration. From the data in figure
14.12 and the same approach for data sets with different probe powers and
duty cycles, we determined our best degree of conditional spin-squeezing to
be 10 log(ξ2) = −4.6± 0.6 dB, obtained for the data set with the parameters
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as stated in table 14.1. Especially the squeezing preparation time τA is an ex-
perimental timing of importance to us since we need to fix it as soon as we
start introducing a gap between both stroboscopic pulse trains. For τB, the
requirement is less stringent as we can always record a longer duration of
τBand truncate its length during the analysis. This degree of conditional spin-
squeezing 10 log(ξ2) = −4.6± 0.6 dB is the best we have observed throughout
all data sets presented in this thesis. Using Sørensen and Mølmer (2001), the
degree of conditional spin-squeezing together with the atomic polarization of
>97 % can be used to estimate that our squeezing corresponds to groups of up
to ten entangled atoms (compare Zheng et al. (2022)).

Probe power 5 µW

Duty cycle 15 %

Squeezing preparation time τA 220 µs

Squeezing verification time τB 40 µs

Degree of squeezing (10 log(ξ2)) −4.6± 0.6 dB

Table 14.1: Optimal parameters for squeezing preparation. Summary table of the
relevant parameters to prepare and obtain the best level of conditional spin-squeezing
in our collective spin state.

While a high level of conditional spin-squeezing for τB = 40 µs naively
seems to be the best possible choice for conducting our measurements, we
must consider how our total quantum noise is comprised. The conditional
spin-squeezing only affects the noise contribution arising from the atomic pro-
jection noise, not the shot and residual back-action noise. In figure 14.8, we
have noted that for τB smaller than 50 µs, the projection noise is smaller than
the contribution arising from the shot noise of light. However, conditional
spin-squeezing impacts the atomic projection noise only. The maximal level of
conditional spin-squeezing might not be the most beneficial choice regarding
overall noise reduction, which will be investigated further in the next section
(section 14.5).

14.5 Noise reduction vs. spin-squeezing

Naively, one would expect the best noise reduction for the highest degree
of conditional spin-squeezing. However, when considering figure 14.8, it be-
comes apparent that for short τB, the contribution of shot noise to the overall
quantum noise exceeds the contribution originating from the atomic projec-
tion noise. However, shot noise is not affected by conditional spin-squeezing.
Only the projection noise of the atoms is. Therefore, our observed conditional
quantum noise exploiting conditional spin-squeezing is still governed by shot
noise, and the overall improvement of the noise reduction from the spin-
squeezing is limited. When increasing the duration of τB, projection noise con-
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tribution and shot noise are more on equal footing. In figure 14.8, we see that
for τB = 100 µs, the contribution originating from the atomic projection noise
is roughly two times the level of shot noise. This is more of a hand-waving
argument regarding noise reduction for our preferred choice of τB = 100 µs.
Following the observation in figure 14.8, it can be verified from the data that
our choice is better for noise reduction than using τB = 40 µs with the high-
est degree of conditional spin-squeezing in our ensemble. For quantifying the
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Figure 14.13: Conditional spin-squeezing versus gap duration. Calculated noise re-
duction for a fixed τA = 220 µs for 15 % duty cycle and three different probing powers
(top) and for respective individually optimized τA(bottom) using the values stated in
table 14.2. The length of τB is varied, and the observed conditional quantum noise
compared to the expected noise of a back-action-free measurement exhibiting quan-
tum noise given by

√
SNB + PNB. Positive values indicate the reduction in percent

compared to
√

SNB + PNB, while negative values mean our observed quantum noise
exceeds it.

noise reduction, we calculate the reduction in quantum noise for the condi-
tional signal and compare it with the combined shot and projection noise. The
latter corresponds to the quantum noise in the absence of back-action noise.
Moreover, scaling it with the total observed noise allows us to compare the
reduction in noise in our measurement due to conditional spin-squeezing. In
figure 14.13, the relative noise reduction is shown for a variable duration of
τB. The observed noise is determined as the square root of the noise vari-
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ance. We denote the shot noise and estimated contribution arising from the
CSS projection noise over the duration τB as SNB and PNB to illustrate their
origin. The best noise reduction is obtained for a choice of τB= 85 µs, corre-
sponding to 19.4 %. However, the maximum is rather flat, and our intuitive
choice used in Zheng et al. (2022) of τB = 100 µs is not far off of that op-
timum with 19.3 %. Using the best conditional spin-squeezing observed for
τB = 40 µs, we observe only 17.1 % noise reduction for this shorter squeezing
verification duration. Extending the readout duration for the squeezing verifi-
cation pulse to τB = 100 µs leads to a sacrifice of the degree of spin-squeezing
(−3.1± 0.3 dB), but we gain in the observed noise reduction due to the increas-
ing contribution from the atomic projection noise to our overall noise. This
comparison between optimal conditional spin-squeezing and overall noise re-
duction illustrates nicely that the highest degree of spin-squeezing not neces-
sarily coincides with the maximal gain in noise reduction due to conditional
spin-squeezing.

Probe power [µW] τA [µs] τB [µs] Noise reduction [%]

2.5 220 130 11.5

5.0 220 85 19.4

8.5 220 55 18.1

Probe power [µW] τA [µs] τB [µs] Noise reduction [%]

2.5 240 150 11.8

5.0 220 85 19.4

8.5 150 55 21.0

Table 14.2: Noise reduction for various settings. Comparison of obtained values for
the best noise reduction. Upper part reflects the result when using optimal τA for
squeezing for 5 µW setting, while lower values are individually optimized.

From the observation that maximal conditional spin-squeezing does not
necessarily correspond to the best noise reduction, the different probing pow-
ers are revisited and analyzed for their noise reduction versus duration τB.
This noise reduction is shown in the upper part of figure 14.13 with a fixed
τA = 220 µs versus the duration of τB. Since the choice for τA stems from the
optimized parameters for the 5 µW setting, it is not surprising that we also ob-
serve the best noise reduction for this probe power. However, this observation
does not hold when re-running the optimization of the experimental timings
for the other two probing powers. We can get an even better noise reduction
with the higher probe power of 8.5 µW while simultaneously speeding up the
overall measurement time. The noise reduction of 21.0 % compared to 19.4 %
seems like a slight improvement but needs to be kept in mind for future op-
timization. This observation could indicate that even higher probe powers
could benefit our scheme and need to be considered in the future.
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It should be noted that we chose 5 µW probe power, along with a duty cy-
cle of 15 %, as well as τB = 100 µs for all quantum-enhance MIT measurements
presented in Zheng et al. (2022). This more thorough analysis performed in
the framework of this thesis hints that this choice could have been suboptimal.
Partially, this optimization can be done in the analysis script, like the precise
duration of τB. Other parameters, such as the probe power, would require
entirely new experimental data acquisition as we acquired data for chapter 15
with a probe power of 5 µW. Therefore, all consecutive measurements pre-
sented in the following section and chapter will use this probe power only –
due to lack of time, these measurements could not be optimized further and
tested with other settings.

14.6 Decay of squeezing

For the operation of our collective spin-oscillator as a magnetometer, we
need to be able to send an RF pulse to induce eddy currents in a conductive
sample. A gap must be introduced between the squeezing preparation and
verification pulse time windows to do so. We will delay the squeezing veri-
fication pulse to find a suitable gap duration τgap as indicated in figure 14.14.
For now, the pulse sequence will not contain an RF pulse as this will be part
of the chapter concerned with the eddy current detection in chapter 15.

Figure 14.14: Pulse sequence with gap. Illustration of the pulse sequence with a gap
using stroboscopic pulses with D = 15 % (blue). The smooth turn-off of the optical
pumping is indicated in red. For this sequence, the duration of the squeezing prepa-
ration is fixed to τA = 220 µs. The gap τgap can take values ranging between 0 µs and
300 µs. The duration of τB is optimized in the analysis.

We leave the RF coils disconnected from a function generator for this test.
In figure 14.15, the observed levels of conditional spin-squeezing for gaps τgap

ranging between 0 µs and 300 µs are shown. The measurement points are ob-
tained using the previously determined optimal settings for the squeezing
preparation time τA = 220 µs and squeezing verification time τB = 100 µs.
We again had to perform shot, electronic, thermal, and atomic noise measure-
ments for each measurement setting. Each point in figure 14.15 corresponds
to 36 000 individual measurement sequence repetitions. We expect shot and
electronic noise not to depend on the choice of the gap τgap. These noise
sources should only require a single measurement setting. Unfortunately, we
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11Please note that the overall
levels of squeezing are lower
since we chose to perform the
analysis with τB = 100 µs instead
of τB = 40 µs. This is why for
a delay of zero microseconds,
we have a different value of the
conditional spin-squeezing as in
figure 14.10.
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Figure 14.15: Spin-squeezing versus gap duration. This figure shows the observed
level of spin-squeezing versus the gap width τgap between squeezing preparation
(τA = 220 µs) and squeezing verification (τB = 100 µs). For the points at 0, 50, and
200 µs delay, two measurements originating from different days verify the repeata-
bility of our experiment. Each point represents nine measurements containing 4 000
repetitions. Figure replotted from Zheng et al. (2022).

Gap τgap [µs] Squeezing [dB]

0
−3.4± 0.4

−3.8± 0.4

20 −3.0± 0.2

30 −3.4± 0.4

40 −3.1± 0.3

50
−3.0± 0.4

−2.9± 0.3

60 −2.9± 0.4

100 −1.6± 0.3

150 −0.4± 0.2

200
1.2± 0.2

1.3± 0.1

250 2.3± 0.1

300 2.9± 0.1

Table 14.3: Obtained values of spin-
squeezing as plotted in figure 14.15
for τA = 220 µs and τB = 100 µs.
Data points that were measured
twice were obtained on different days
for repeatability.

observed a dependency of the shot noise from the gap duration τgap. This is
most likely related to the detector response, which is missing for the shot noise
trace when the gap τgap is not included in the time window. We, for simplicity,
also measured shot noise traces with respective gaps between the stroboscopic
pulse trains to obtain the same detector response as for the atomic signals.

In figure 14.15 and respective data in table 14.3, we note that the condi-
tional spin-squeezing11 degradation is only minuscule for values of τgap be-
low 60 µs. However, decoherence has degraded the conditional spin-squeezing
completely after only 200 µs gap between both stroboscopic pulse trains. Hence,
we chose a gap τgap of 50 µs for the RF pulse when operating the spin-oscillator
as a quantum-enhanced MIT sensor in chapter 15. This section concludes all
our efforts in preparing and verifying the back-action evasion and conditional
spin-squeezing. In the next chapter, we will put things to the test and operate
our system with the here-found optimal parameters as a quantum-enhanced
sensor detecting the presence of a conductive sample.
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Figure 15.1: Sample and cell con-
figuration. Transverse view of the
cell and RF coil configuration inside
the shield. The conductive sample
(green) is placed in-between the cell
and one RF coil, distorting the zero
mean field seen by the collective spin-
oscillator from the anti-parallel con-
nected RF coils (40 mm radius, ten
windings). The response with and
without the sample is optically read
out with the probing beam (red). Fig-
ure adapted from Figure 1 (a) in
Zheng et al. (2022).

Chapter 15

Proof-of-principle:
Quantum-enhanced MIT

After preparing the conditional squeezing of the spins and evading the
back-action noise to a large extent in the previous chapter 14, this chapter
will focus on quantum-enhanced magnetic induction tomography (MIT). As
introduced in chapter 12, MIT relies on induced eddy currents in a sample
that can be recorded. In a proof-of-principle experiment, we wish to com-
bine the well-known technique of magnetic induction tomography using an
atomic magnetometer with the technique of conditional spin-squeezing and
back-action evasion. Combining these two well-known techniques, we aim
to add quantum-enhanced MIT (QMIT) to the variety of existing quantum
protocols. Our manuscript submitted for publication, Zheng et al. (2022), has
already established the results. Here, we present them and elaborate on the
findings in more in-depth. Throughout this chapter, we will shortly address
the operating principle of the quantum-enhanced MIT before turning to the
proof-of-principle demonstration. Our sample measurement will focus on
two parts. First, we will consider a static sample, which we will use to op-
timize the measured signal. In the second step, we will move the sample to
present the 1D tomography of a small conductive sample.

15.1 QMIT operating principle

For the quantum-enhanced MIT, we extend our experimental configura-
tion used in the previous chapter by a small titanium sample of 10 mm ×
10 mm× 1 mm size, placed in between one of the RF coils and the vapor cell.
An illustration of the sample, cell, and coil configuration is shown in figure
15.1.

The previous chapter introduced a gap between the squeezing preparation
and verification pulses. The gap is necessary for sending an optional RF pulse.
Including this RF pulse into the sequence, the pulse sequence is changed to the
one shown in figure 15.2. Introducing an RF pulse into the gap is required as
this pulse is our only way to induce eddy currents in a conductive sample we
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wish to detect. The RF pulse can be sent using a pair of RF coils, generating a
field transverse to the bias magnetic field and our probing beam propagation
direction (figure 15.1). Noteworthy in our case is that we connect the RF coils
for our quantum-enhanced MIT in an anti-parallel configuration. This anti-
parallel configuration serves the purpose that we do not record any signal
in the absence of a conductive sample. The collective spin-oscillator is only
disturbed in the presence of a conductive sample. The induced eddy currents
in the conductive sample unbalance the RF field seen by the collective spin-
oscillator. Only then a mean transverse spin component will be created. The
resulting signal can then be recorded when optically probing the atoms.

Before considering the experiment in more detail, we want to illustrate
what happens when the conductive sample is placed inside the RF magnetic
field. The generated field is attenuated within the sample. The frequency-
dependent skin depth characterizes the penetration depth of a magnetic field
oscillating at a given frequency ω as

d(ω) ≈
√

2/(ωµ0 σ) (15.1)

Here, µ0 is the vacuum permeability, and σ is the conductivity of a sample in
S/m (Jensen et al. (2019)), assuming an object is non-magnetic. The skin depth
describes how the primary field from our RF coil is exponentially decaying
inside the conductive sample. The higher the conductivity σ of a sample, the
smaller the skin depth. In a sense, the skin depth determines where the cur-
rents are located in a sample and how far they "reach" into a conductive sam-
ple. For our experiment, we use a small piece of titanium of 1 mm thickness
and conductivity of σ = 1.8 · 106 S/m. At our choice of ωRF = 2π · 725 kHz,
the skin depth is δ ≈ 0.4 mm.

As previously introduced, the RF coils are connected in an anti-parallel
Helmholtz configuration, and the field at the center between them at the vapor
cell is effectively zero. The collective spin-oscillator will not be disturbed for
a zero mean field, and the mean transverse spin projections will remain zero.
Placing a conductive sample between one of the RF coils and the cell, i.e., the
sample is located closer to one of the RF coils (compare figure 15.1), the eddy
currents create an additional magnetic field. This magnetic field originating
from the eddy currents distorts the cancellation of the RF magnetic field at
the vapor cell, and the collective spin is now subjected to a finite mean field.
Hence, the presence of a conductive sample will affect our collective spin-
oscillator. For a finite duration τ of the RF pulse starting at time t = 0, a finite
transverse spin component will be created (Jensen and Polzik, 2013):

〈J⊥〉 =
γBec JxT2

2
[1− exp (−τ/T2)] (15.2)

Here, γ = gFµB
h̄ is the gyromagnetic ratio, T2 the transverse spin coherence

time, Jx the macroscopic spin, and Bec the magnetic fields arising from the
eddy currents. Following the previous chapter, the probing signal is recorded
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by probing the spin-oscillator optically. As before, we use polarization ho-
modyne detection to record the signal. During the analysis, we optionally
condition the measurement after the RF pulse on the measurement preceding
the RF pulse inducing eddy currents in the sample (figure 15.2). In the follow-
ing, we will concern ourselves with two types of measurements. First, a static
sample measurement where we only detect the presence of a sample (section
15.2). We will use this measurement to optimize the obtained signals. Fol-
lowing this, we will perform a 1D tomography using our quantum-enhanced
measurement protocol, where we try to map our atomic response versus the
sample location (section 15.3).

Figure 15.2: Pulse sequence with gap and RF pulse. Stroboscopic pulses for squeezing
preparation τA = 220 µs and verification τB = 100 µs (blue) with an RF pulse (green)
in-between them to induce eddy currents in a sample for the quantum-enhanced MIT.
The duty cycle of the stroboscopic probe trains is 15 %.

15.2 Quantum-enhanced sample measurement

Having illustrated the fundamentals and the approach towards perform-
ing the quantum-enhanced MIT, we can start putting the parts together to
perform our proof-of-principle measurement. To do so, we will use the pre-
viously found suitable parameters for the optical probing power of 5 µW, a
duty cycle of 15 %, and the stroboscopic pulse train durations of τA = 220 µs
and τB = 100 µs (see section 14.5 and table 14.2). In the first step, we intro-
duce an RF pulse between the two stroboscopic pulse trains, as indicated in
figure 15.2, to enable the induction of eddy currents in a conductive sample.
The previous chapter shows that a gap of approximately 50 µs should not de-
grade the spin-squeezing too much. The RF pulse has to match the Larmor
frequency of the macroscopic spin precession. We adjust the exact span of the
gap to fit an integer number of RF oscillations between the two stroboscopic
probing pulses. Since we experimentally observed technical noise compro-
mising our measurements using our standard function generators, we use a
low noise function generator of the type RIGOL DG952 SiFi II for the RF pulse
generation.
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Figure 15.3: Eddy-current phase op-
timization. Recorded signal detected
with the lock-in amplifier versus the
RF phase setting of our function gen-
erator for the RF coils connected in
parallel (blue) and the detected eddy
current signal of the sample (red), ob-
tained for the RF coils in the anti-
parallel configuration. The eddy cur-
rent signal (red) is the difference be-
tween the recording with and with-
out the sample. Each point is the av-
erage of 2 000 measurements, while
error bars reflect the statistical devi-
ation across the measurements.

Phase [◦]

RF max. 270

Signal max. 78

Phase difference -192

Table 15.1: Phase optimization. Val-
ues for the phase as obtained from
the fits as shown in figure 15.3 and
the respective phase shift of the sig-
nal recording compared to the RF sig-
nal.

We expect the signal strength to vary depending on the phase of the RF
pulse concerning the stroboscopic pulses and macroscopic spin precession.
Similar to the phase optimization between the lock-in amplifier and the stro-
boscopic probing in 14.2, we need to optimize the phase of the RF signal to
our other signals. To do so, we optimize the phase of the RF field to maximize
the recorded eddy current signal. We perform two steps to find the optimal
settings. First, we connect the RF coils in parallel to get a mean field at the
cell without any conducting sample. Only then will we have a transverse spin
component of our collective spin-oscillator without the conductive sample.
Then we record the signal in steps of 30 degrees for the RF phase set on the
function generator. The RF strength is 100 mV, and the result is shown in blue
in figure 15.3. Then, we connect the RF coils in an anti-parallel configuration
and repeat the measurement versus the RF phase for two arrangements, once
in the presence of a conductive sample and once without the sample. The lat-
ter is used as a background trace which we subtract from the measurement
with the sample (Titanium 10 x 10 x 1 mm3, approximately 106 S/m). The
resulting signals are shown in figure 15.3. The blue points indicate the record-
ings of the transverse spin component when driving the RF coils in parallel
without the conductive sample. The red points correspond to the difference
between the sample and no-sample measurements when connecting the RF
coils in an anti-parallel configuration. We subtract the sample and no-sample
measurements to get the pure response of the transverse spin component aris-
ing from the induced eddy currents. These eddy current signals are, of course,
significantly smaller. Therefore a second scale is used for the red points in fig-
ure 15.3. We fit sinusoidal functions to both measurements to determine the
best phase for eddy current detection. The phase difference between both tells
us about the phase delay between the applied RF magnetic field and the phase
of the magnetic field response in the sample.

The expected phase difference between the recorded eddy current signal
and the RF oscillation can be modeled. As part of his Master Thesis, Alan
Oesterle (Oesterle (2022)) modeled the expected response of our atomic spin-
oscillator at different Larmor frequencies in the presence of the weakly mag-
netic titanium sample. He determined the expected phase difference to be -
170 degrees at our Larmor frequency of 725 kHz. This value differs 22 degrees
from the experimentally observed value (table 15.1). We have some suspicions
about where the discrepancy could originate. For once, our inner aluminum
shield could also be subjected to eddy currents which are only recorded in the
presence of another sample as we balance the signal in the absence of the tita-
nium sample. Another reason could be the differeing impedances of our two
RF coils depending on the orientation we connect them with respect to each
other. To this end, we have not found the reason for the discrepancy between
model prediction and our experimentally observed phase difference.

In addition to the RF phase-dependent signal, we also investigate the in-
fluence of the RF phase on the degree of spin-squeezing. We do this for both
cases, with and without the titanium sample present. The results are shown
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Figure 15.4: Squeezing versus RF phase. Shown are the obtained values of squeez-
ing when varying the RF phase with (blue) and without (red) sample. Error bars are
estimated from 4 datasets containing 4 000 measurements each.

in figure 15.4. There are three observations worth noting. First, the degree of
spin-squeezing 10 log(ξ2), determined according to equation (14.12), does not
seem to depend on whether the sample is present. Secondly, there does not
seem to be an explicit RF phase dependency. The third observation is the most
important one. While we expected a slight reduction in the observed spin-
squeezing due to the disturbance of our system when applying an RF pulse,
we observed a significant degradation of the conditional spin-squeezing:

10 log
(

ξ2
)
= (1.8± 0.2) dB

The degradation is despite using the optimal parameters obtained in the pre-
vious chapter of τA = 220 µs and τB = 100 µs with 15 % of duty cycle and
5 µW of average optical probing power. For the same setting, but without
the RF coils connected to any function generator, we obtained using the same
gap between squeezing preparation and verification pulses roughly -3 dB of
conditional spin-squeezing (compare table 14.3). We have yet to pinpoint the
reason for the drop in the degree of conditional spin-squeezing. From the
observation that we have this degradation once the coils are connected to a
function generator, but there is hardly a difference in whether we send a sig-
nal or not, we believe that we possibly have a problem with ground loops or
unwanted induced currents adding to or increasing the speed of the decoher-
ence of our level of conditional spin-squeezing. We have yet to identify the
reason, and the investigations are ongoing.

While we are not as good in the degree of spin-squeezing as we hoped
for the eddy current detection based on the results from the previous chapter,
we still tried to investigate the improvement arising from our stroboscopic
probing and conditional spin-squeezed measurements. For this purpose, we



208 Chapter 15. Proof-of-principle: Quantum-enhanced MIT

0 50 100 150 200 250 300 350
RF phase [degree]

-0.04

-0.02

0

0.02

0.04

S
ig

n
a
l
d
i,

er
en

ce
[V

]

Figure 15.5: Quantum-enhanced MIT signal versus RF phase. Eddy current signals,
as a function of the RF phase, are obtained by subtracting the background signal from
the sample signal. Each point reflects the average value of 16 000 measurements. The
standard deviation corresponds to the single-shot uncertainty, with blue and red rep-
resenting unconditional and conditional (squeezed) results, respectively. The green
error bars represent the quantum noise

√
SNB + PNB, which corresponds to the back-

action evaded measurement without squeezing and are horizontally shifted for clarity.
Figure (replotted) and caption from figure 3 (b) in Zheng et al. (2022).

determined the conditional and unconditional noise for the eddy current sig-
nal for single-shot measurements. This means we determine the signal per
measurement sequence and subtract the sample signal from the no-sample
(background) signal. We repeat the measurement sequence for each parame-
ter setting 16 000 times. We can determine the average single-shot measure-
ment value and the spread of the values from this. For the statistical spread of
the measurements, we can distinguish three cases. First, we can consider the
unconditional uncertainty based solely on the obtained measurement during
τB = 100 µs. The unconditional measurements are shown in figure 15.5 in
blue. Further, we can determine the conditional uncertainty, which should be
reduced due to the spin-squeezing present in our system, and is shown in red
in figure 15.5. As a last step, we wish to compare the uncertainty of our mea-
surements with the expected uncertainty for a back-action-free measurement.
From equation (3.29), we know that the quantum noise variance for a mea-
surement in the absence of back-action is given by evaluating the equation
with C → 0. The sum of the contributions arising from the shot noise of light
and the atomic projection noise provides us with an estimate of the quantum
noise in a completely back-action-free measurement. To estimate this, we es-
timate the contribution originating from the projection noise as discussed in
section 14.1.3 from our thermal noise measurement. The standard deviation of
the back-action-free measurement is then determined as

√
SNB + PNB, based

on the theoretical motivation in section 3.2 and equation (3.30). We do not
consider the spin-squeezing in this expression as we want to compare our ob-
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served noise to a purely back-action-free measurement. This back-action-free
quantum noise is shown as green error bars in figure 15.5, shifted for better
visibility.

Noise [mV]

Unconditional 19.7

Back-action-free 14.3

Conditional 11.3

Noise reduction [%]

Conditional to unconditional 42.5

Conditional to back-action-free 10.9

Signal-to-noise ratio

Unconditional 0.72

Back-action-free 1.11

Conditional 1.26

Table 15.2: Overview quantum noise reduction and SNR improvement. Experimen-
tally observed quantum noise reductions and changes in signal-to-noise ratio for opti-
mal relative output phase in figure 15.5. We compare conditional, unconditional, and
back-action-free (

√
SNB + PNB) single-shot quantum noise estimates with each other.

We determine the best setting for the RF phase to be 90 degrees since we
observe the maximal signal for this RF phase setting using the figures 15.3
and 15.5. Therefore, we determine the signal-to-noise ratio and noise reduc-
tion for this phase setting. Table 15.2 shows an overview of the values. For
the 16 000 measurement repetitions for the sample and no-sample measure-
ments, we determine the single-shot measurement uncertainty to change by
(41± 1)% from the unconditional to conditional measurement considering all
13 measured phases. The noise reduction is 42.5 % for the optimal phase. With
this level of noise reduction, we observe a signal-to-noise improvement from
0.72 to 1.26 by exploiting the conditional spin-squeezing, which corresponds
to roughly 75 %. This improvement is significant despite the drop in the de-
gree of spin-squeezing present for the QMIT measurement.

In addition to the comparison between conditional and unconditional mea-
surement, we wish to compare our squeezing-enhanced measurement with
the expected quantum noise for a measurement without back-action and spin-
squeezing governed purely by

√
SNB + PNB. For this, we estimate the projec-

tion noise of a coherent spin state based on the thermal spin state measure-
ment (see section 14.1.3). We see in figure 15.5 that we gain in signal-to-noise
ratio and observe 10.9 % noise reduction. We should note that this is a signif-
icant result since our practical reality is somewhat slightly different. First, in
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the previous section, we observed, as expected, some finite back-action noise
for a duty cycle of 15 % for the stroboscopic probing pulses. Of course, it
is significantly reduced compared to a continuous probing pulse. Also, as
mentioned in section 13.3, our atomic ensemble is not prepared in a perfect
coherent state. The estimate for the quantum noise of a back-action-free mea-
surement as stated in table 15.2 underestimates the actual projection noise
of our spin-oscillator due to the assumption of a coherent spin state which
prominently features the minimal projection noise. Hence, our estimate for
the projection noise underestimates the one present in our system. Without
correcting for this, the value stated in 15.2 puts more of a lower limit on the
actual noise reduction. Further, we also have additional noise arising from the
finite back-action noise introduced by our measurement. We will address this
issue in the discussion and outlook chapter for the quantum-enhanced MIT
experiment (chapter 16).

For comparison, we also estimate the expected noise reduction r between
conditional spin-squeezing and without it for the back-action-free case:

r = 1−
√

SNB + ξ2PNB√
SNB + PNB

≈ 11 % (15.3)

This value is on par with what we experimentally observe using conditional
measurement. That it is on par with the value stated in table 15.2 is more
of a coincidence considering the previously mentioned issues with the finite
back-action in our conditional measurement as well as underestimating the
true projection noise.

Considering single-shot measurements between the sample and no-sample
measurements, we observe an apparent reduction in quantum noise exploit-
ing conditional spin-squeezing below the expected quantum noise in a back-
action-free measurement. A second comparison we would like to address is
the one to a classical measurement’s standard quantum limit (SQL). We intro-
duced the SQL in equation (3.15). It is 1+ 2/

√
3 times larger than the contribu-

tion arising from the projection noise variance, previously introduced as PN.
For the standard deviation, this corresponds to a factor of

√
1 + 2/

√
3 ≈ 1.47.

For comparison, our observed quantum noise in units of projection noise con-
tribution

√
PNB for the conditional measurement amounts to 1.11

√
PNB. We

use this to compare our experimentally observed single-shot measurement
noise with the expected SQL of a classical measurement. We observe a noise
reduction of 1.11/1.47 = 0.76 compared to the SQL of a classical measure-
ment. The observed standard deviation verifies that we can improve the sen-
sitivity beyond the SQL by reducing the back-action introduced to our system
and exploiting conditional spin-squeezing. We will revisit these results and
put them into context as part of the outlook in the next chapter (chapter 16).
With this tool set at hand, we can finally combine all our efforts in finding the
optimal settings to perform our desired proof-of-principle experiment where
the sample is moved past the cell to perform a quantum-enhanced 1D mag-
netic induction tomography.
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15.3 1D quantum-enhanced magnetic induction tomography
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Figure 15.6: Setup for 1D tomography. The top view of the experimental setup illus-
trates relevant optics, including magnetic field direction, beam propagation directions,
and the sample translation direction. As before, we indicate (polarizing) beamsplit-
ter as (P)BS, while half and quarter waveplates are indicated as λ/2 and λ/4. Figure
adapted from figure 1 (b) in Zheng et al. (2022).

Typically, tomography is a technique that maps out the properties of a sam-
ple non-invasively. We also want to test our system’s response depending on
the position of the sample. For this purpose, we move our sample using a
precision stage in steps of 1 mm transverse to the cell channel. In principle,
we could also move the cell past the sample, which will be required when
thinking about a working prototype with potential industrial or medical ap-
plications. However, this would add complexity to the optical probing in our
current experimental setup. Therefore, we move the sample instead. Figure
15.6 illustrates a simplified experimental setup, indicating relevant optics and
beam paths, along with the translation direction of the sample. At each posi-
tion, we record the atomic and thermal spin noise signals. For shot and elec-
tronic noise, we record only one measurement trace each since the sample’s
position does not influence those signals.

We record a total of 51 positions of the sample. We recorded 4 000 mea-
surement sequences for each setting. Each sequence contains optical pump-
ing, squeezing preparation, RF pulse, and optical readout. As before, we de-
termine the signal as the difference between the measurement with the sam-
ple and the no-sample signal. As before, we first concern ourselves with the
single-shot measurements comparing a single measurement sequence with
and without a sample and determining their average and distribution. The
result is shown in the upper part of figure 15.7, where we distinguish uncondi-
tional (blue) and conditional (red) results. We recover the same improvement
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Figure 15.7: 1D tomography of a sample. Eddy current signal (sample − no sample
signal) versus sample position. Top: Error bars reflect conditional (red) and uncon-
ditional (blue) uncertainty for the average single-shot measurement from 4 000 mea-
surement repetitions. To the mean response of the single-shot measurements, we fit a
Gaussian response function (equation (15.4)), and the result is plotted as a green line.
Bottom: Error bars reflect the conditional (red) and unconditional (blue) uncertainty
corresponding to the spread of 100 measurements containing 40 measurement repe-
titions each. The top part of this figure is replotted from figure 3 (b) in Zheng et al.
(2022).

between the two cases as in the previous section (r ≈ 42 %). To determine the
maximal response, we fit the 1D tomography trace to a fitting model consist-
ing of a Gaussian function as given by:

f (x) = A exp
(
− (x− b)2

2c2

)
+ d (15.4)

Fitting the average of our single-shot measurements to this function, we ob-



1D quantum-enhanced magnetic induction tomography 213

1The cautious reader might also
observe that the signal-to-noise
ratio is slightly better here when
comparing to figure 15.5. We
attribute the difference to the
two different ways of positioning
the sample with respect to the
cell. In the optimization process,
we had the sample attached
to a 3D-printed holder sliding
it in through a hole in the top
of the shield. This holder was
used to ensure precise and
repeatable placement of the
sample concerning the vapor
cell. For the 1D tomography, we
had to slide the sample past the
cell. Hence, a holder resembling
a long stick had to be used to
slide the titanium sample in
from the side. The most likely
explanation is that the sample
distance and precise location
are different between the two
measurements. Furthermore,
the two measurements were
performed with a separation of a
few weeks.

tain the line shown in green in the top part of figure 15.7. We observe good
agreement with the model. One thing to note is that the mean number is
higher towards higher position values. Time-wise, these measurements were
also recorded towards the end of the sweep. Hence, we attribute this slightly
different base level to drifts in our experimental setup. To this end, we have
not investigated this behavior further and extended, for example, this mea-
surement to a forward and backward sweep1.

However, we get an estimate for the sample center position from this fit.
This can be investigated further by clustering the 4 000 measurement points at
each sample position into sets of 40 measurements. For each of these 100 aver-
aged measurements, we can individually fit the sweep as done for the top part
in figure 15.7. Each of these 100 fits gives an estimate for the center position
of the sample response. We get a distribution of results due to the fluctuation
of the measurement results. We compare the results obtained for conditional
and unconditional measurements. The average and standard deviation of the
clustered measurements are shown in the lower part of figure 15.7. In con-
trast, the spread of the center distribution of the sample is shown in figure
15.8. As expected, clustering the data into more extensive data sets improves
the signal-to-noise ratio when comparing the top and bottom parts in figure
15.7. In table 15.3, we state the values of the mean, the conditional and uncon-

Single-shot 40 averages

Mean [mV] 18.4 18.4

Unconditional std [mV] 14.3 2.1

Conditional std [mV] 8.7 1.2

Unconditional SNR 1.3 8.6

Conditional SNR 2.1 14.8

Table 15.3: Comparison SNR 1D tomography. Estimated mean, uncertainty, and re-
spective SNR as estimated from the data presented in figure 15.7 for the 4 000 single-
shot measurements and considering the spread when considering 100 measurements
containing 40 measurement repetitions each.

ditional uncertainty for the maximum point in figure 15.7. As expected, the
conditional measurements exhibit a lower uncertainty than the unconditional
ones, leading to a higher signal-to-noise ratio. Averaging the measurement 40
times and considering the spread when comparing 100 such sets, we expect
an improvement of

√
40 ≈ 6.3 in both cases. For our experimental data, we

even observe an improvement of 6.8 and 7.1 for unconditional and conditional
measurement, respectively. This is even slightly better than expected.

In figure 15.8, we plot the spread of the center positions of the sample ob-
tained for the 100 measurements, containing 40 measurement repetitions each,
using the fit model from equation (15.4) from their mean value. We consider,
as before, conditional (red) and unconditional (blue) measurements. Using the
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Figure 15.8: Sample center distri-
bution. Fitting a Gaussian to the
100 data sets containing 40 measure-
ments for each sweep shown in figure
15.7, the center values from the fit are
shown for the conditional (red) and
unconditional (blue) measurements.
The dashed-dotted lines represent
scaled normal distributions from the
conditional and unconditional mea-
surements, along with colored areas
reflecting one standard deviation for
the conditional (red) and uncondi-
tional (blue) distributions from their
mean. Figure replotted from figure 4
in Zheng et al. (2022).

respective 100 individual results, we can determine the standard deviation for
conditional and unconditional measurements. For illustration, we shade the
area red and blue to illustrate the spread of one standard deviation. We plot
scaled Gaussian distributions with the respective standard deviation as a vi-
sual guide to aid the reader. We recover the same behavior as in the previous
section: The conditional measurement exploiting spin-squeezing has a signif-
icantly lower spread in the values than the unconditional measurement. The
spread of the results for the center of the response signal is centered around
23.93 mm. The spread across the 100 measurement sets is 0.36 mm for the un-
conditional measurements. At the same time, the distribution is significantly
narrower for the conditional measurements, amounting to only 0.20 mm.

When we perform our measurements, a single pulse sequence, including
optical pumping and the stroboscopic probing sequence with the RF pulse,
the total duration is 13 ms. With this measurement duration, a single sample
position with 40 sequence repetitions can be recorded within 520 ms. For a
full sweep of 51 positions, we then would need 26 s to get an estimate of the
center of the sample within 0.20 mm.

To summarize the findings within this chapter, we have successfully com-
bined the well-known techniques of conditional spin-squeezing and magnetic
induction tomography and introduced a new quantum sensing protocol called
quantum-enhanced MIT. In this proof-of-principle experiment, we have de-
tected a conductive sample made of titanium and shown a single-shot mea-
surement uncertainty below the SQL of a classical measurement. Further,
with the spin-squeezing present in our system, we have observed a condi-
tional uncertainty below that of a back-action-free measurement. We could
observe a signal by performing a 1D scan of our sample past the vapor cell
and determine its central location with a small uncertainty. In the outlook
and discussion of this QMIT experiment, chapter 16, we will put the results
of this chapter into the context of possible applications and other experimen-
tal approaches. Further, we will address some of the current limitations and
possible remedies.



Chapter 16

Discussion and next steps

We have successfully implemented conditional spin-squeezing and reduced
the back-action noise introduced into our system when probing the spin-oscillator.
The conditional spin-squeezing allowed us to reduce the contribution to our
noise originating from the atomic projection noise. We verified in a proof-
of-principle measurement the possibility of combining the well-known tech-
nique of magnetic induction tomography with stroboscopic back-action eva-
sion and conditional spin-squeezing to enhance it using these quantum me-
chanical resources. In the following, we will try to put our results into per-
spective with different experimental approaches, the focus point of section
16.1. Additionally, we will discuss some of our previously addressed limita-
tions and address how to possibly overcome them in section 16.2. At last, we
wish to address some possible future pathways of our experiment in section
16.3.

16.1 Benchmark

To the best of our knowledge, we added quantum-enhanced MIT to the
variety of quantum sensing protocols as presented in our manuscript Zheng
et al. (2022). Of course, magnetic induction tomography is a well-established
measurement protocol and has also been widely used with atomic magne-
tometers. The other components, conditional spin-squeezing and back-action
evasion, have previously been exploited in other experimental configurations.
Therefore, we will provide some context to our approach and other experi-
mental approaches.

Magnetic induction tomography

Magnetic induction tomography is a convenient method of performing
non-invasive and non-destructive scans of materials by analyzing their re-
sponse to magnetic fields. Atomic ensembles have been a popular choice as
a sensor for recording the response of conductive materials, and many exper-
imental implementations using room-temperature atomic systems have been
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pursued. Similar to our choice, a common feature is to test the working princi-
ple using metallic samples that are non or only weakly magnetic. For example,
the authors of Wickenbrock et al. (2014) imaged the phase and amplitude of
differently shaped aluminum pieces using a Rubidium vapor cell. Using 2D
scans, the authors in Wickenbrock et al. (2014) obtain conductivity maps of the
surface of their samples. The same group extended their efforts to different
non-magnetic metals using an atomic magnetometer as presented in Wicken-
brock et al. (2016). There, the authors exploit the RF frequency-dependent am-
plitude and phase response for different conducting metals to distinguish the
materials from each other. Using 2D scans of their samples, Wickenbrock et al.
(2016) obtain a spatial resolution of the eddy currents in the sub-mm range. It
should be noted that their RF coil has only a diameter of 0.5 mm (Wickenbrock
et al., 2016), and their experimental geometry is slightly different. In our ex-
periment, we use a larger RF coil which limits the attainable spatial resolution
of our image since it "washes" the edges out. However, in our 1D scan, we
could also determine the sample’s center with a sub-mm precision. Funda-
mentally, our approach should allow for similar measurements as presented
in Wickenbrock et al. (2016) when adapting the RF coil design and extend-
ing our 1D to a 2D scan. While we did not present it in this thesis, we have
the technical ability to change the bias magnetic field and hence Zeeman level
splitting to perform the measurements using different RF frequencies. In both
papers by this group (Wickenbrock et al. (2014, 2016)), the group exploited RF
frequencies of up to 250 kHz. Our experimental configuration is operating at
roughly three times that.

The same group has also pursued a different approach towards the free-
space operation of an RF magnetometer and performing MIT of metallic ob-
jects without needing a magnetic shield. Shield-free experimental approaches
are an advantage to our current and previous approaches at Quantop. Here,
and also previous experiments (for example, Jensen et al. (2019)), rely on
shielding our vapor cell from external magnetic fields. With proper design
and control of free space coils, pursuing such an approach in the future seems
realistic. We emphasize that while it is possible, the requirements and changes
to implement free-space operation using our choice of magnetic field configu-
ration are not trivial. In Deans et al. (2016), the authors show free-space mea-
surements at an RF frequency of only 10 kHz. Using a 2D scan, they record
and resolve discontinuation in an aluminum ring. The same group extended
their free-space approach by performing measurements of a sample that is
shielded from the vapor cell in Deans et al. (2017) using a small ferromagnetic
shield. When imaging an object, the authors successfully demonstrated effec-
tive compensation of DC magnetic field contributions due to such ferromag-
netic shields. An alternative approach of unshielded measurements focusing
on the detection of conductive disks using a portable optically pumped mag-
netometer also operating in the 10 kHz regime is presented in Rushton et al.
(2022). The authors of Rushton et al. (2022) show successfully that their sys-
tem allows for the detection of aluminum discs for distances of up to 25 cm.
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This publication is a rather considerable improvement and step towards the
true scalability and portability of an optically pumped atomic magnetometer
operating at room-temperature.

Many of the beforementioned approaches employ samples of a similar
conductivity as we did throughout chapter 15. A direct comparison of the
results for the signal-to-noise ratio and corresponding measurement duration
is not possible. Herefore, it is hard to quantify the precise improvement of our
measurements by exploiting quantum enhancement with the reported results
and comparing relevant parameters like measurement duration. Our results
verify that we can use a quantum-enhanced MIT to detect a conductive sam-
ple and its center location when performing a 1D tomography. For future ref-
erence and better benchmark with continuously operating MIT using atomic
magnetometers, we need to implement 2D scans and also vary the Larmor
frequency of our atomic magnetometer to benchmark our current approach
more thoroughly against existing approaches.

We have to acknowledge that in our current experimental setup and proof-
of-principle measurements using a titanium sample with conductivity on the
order of 106 S/m is not yet operating at a level where we can compare our-
selves to the results presented in, for example, Jensen et al. (2019). There,
a saltwater phantom with a conductivity of five orders of magnitude lower
than our choice of titanium could be detected. With an application of sensing
within the field of biomedical imaging in mind, the quantum enhancement
will only prove to be a viable addition if we reach at least the sensitivity of
1 S/m in a reasonable measurement time. The requirements will be addressed
in section 16.3. Further, we will comment on the issue from the low measure-
ment duration to overall preparation time in our protocol compared to the
continuous operating MIT protocols (section 16.3.2).

Spin-squeezing

Many experimental approaches employ conditional spin-squeezing and
back-action evasion. These include room-temperature systems as presented
here and have also been realized in cold atomic clouds. For example, the
authors in Sewell et al. (2012) present successful spin-squeezing using stro-
boscopic probing and demonstrated magnetic sensitivity beyond the projec-
tion noise limit exploiting a cloud of cooled Rubidium atoms containing more
than 105 atoms. The authors observed a noise reduction of 3.2 dB exploiting
spin-squeezing of 2.0 dB according to the Wineland criterion (Sewell et al.,
2012). Another example of quantum-enhanced magnetometry was presented
in Muessel et al. (2014), where the authors prepared Bose-Einstein-condensates
(BECs) in a spin-squeezed state. This allowed the authors to report a single-
shot sensitivity of 310 pT using a probe volume of only 90 µm3 (Muessel et al.,
2014).

One of the stepping stones of the quantum-enhanced MIT exploiting stro-
boscopic back-action evasion and conditional spin-squeezing follows the re-
sults from a previous experiment at Quantop, presented in Vasilakis et al.
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1Coincidentally, this paper also
observes the dependency of the
noise introduced into the system
for sharp turn-off of optical
pumping and uses smooth turn-
off of the optical pumping as we
do throughout this thesis.

(2015). The authors successfully prepared the collective spin-oscillator inside
a low finesse cavity in a spin-squeezed state using a stroboscopic back-action
evading measurement (Vasilakis et al., 2015). Vasilakis et al. (2015) presents
a maximum of −2.2 dB of conditional spin-squeezing. Unlike our approach,
where each stroboscopic probing pulse is weighted equally, in Vasilakis et al.
(2015) exploits exponential mode functions to weigh the stroboscopic pulses
in the squeezing preparation and verification time windows. This can be in-
terpreted as weighing the information obtained from the stroboscopic probing
more strongly towards the end of the preparation pulse and the beginning of
the verification pulse. Weighing the information of the pulses like this allows
compensating to a certain extent for the decoherence of information. In our
current analysis, we have yet to implement that.

Further, the protocol of stroboscopic back-action evasion and conditional
spin-squeezing can be extended to not only using prediction and retrodiction
measurement – what we refer to as squeezing preparation and verification –
but can even be extended further. In Bao et al. (2020)1, the authors show that
splitting the squeezing protocol into three instead of two pulse sequences can
be beneficial to the overall degree of squeezing and maintaining it for longer.
The authors use the third pulse as a backward reference. The information from
the third pulse is used to obtain more information about the squeezing verifi-
cation pulse (2nd pulse). The authors of Bao et al. (2020) observe that keeping
the total sequence duration the same but splitting the stroboscopic sequence
into the beforementioned three pulses leads to a better and longer maintained
level of conditional spin-squeezing in the post-processing using past quan-
tum states (Bao et al. (2020)). They test their approach by determining the
sensitivity of both pulse sequences to an RF field applied during the second
stroboscopic probe pulse train. Since our current approach only tests the pas-
sive response to the eddy currents in a sample, another method of quantifying
our system’s capabilities would be to test their pulse scheme without a sam-
ple and use it to benchmark our system against theirs. We acknowledge that
we have no calibration of the absolute sensitivity for our quantum-enhanced
measurement protocol as part of the proof-of-principle experiment introduc-
ing the QMIT protocol. Considering that we can only detect a highly con-
ductive sample, there is reasonable doubt that our current sensitivity exceeds
previously reported sensitivities. We are currently investigating how to cali-
brate our current measurement apparatus. One idea, also allowing for a direct
benchmark to another group’s result, is the method used in Bao et al. (2020).

Many of the above-mentioned experimental results exploit, in addition to
stating the overall observed reduction in noise, the Wineland criterion (see
Wineland et al. (1992)) to estimate the metrologically relevant improvement of
the sensitivity from the quantum enhancement. For better comparison with
other groups, quantifying this in the future will be relevant, especially when
improving the current performance and when calibrating our absolute sensi-
tivity.

As a final remark, at the current status and with the extent of the per-
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formed measurements, a complete benchmark against other existing proto-
cols and experimental platforms can only be done rudimentary, as done here.
Additional measurements and more thorough literary research and data anal-
ysis are required for a more thorough discussion. This was not sufficiently
possible within the time frame of the thesis here. Therefore, in the following
section, we will address experimental challenges and some of the required
calibrations for better comparison to other people’s work.

16.2 Current limitations and issues

We observed some experimental limitations and technical issues through-
out chapters 14 and 15. We will summarize these in the following and provide
some considerations for tackling the current experimental challenges.

• Preparation-measurement duration
Our intrinsic repetition time is mainly limited by the time it takes to
prepare the coherent spin state using optical pumping. Careful opti-
mization of the timings could shave off a few milliseconds of the overall
sequence time, but it will not be on the order of factor two or more.

• Duty cycle:
The finite rising and falling edges of the AOM-generated stroboscopic
probing pulses mainly govern our experimental sequence speed. The
stroboscopic frequency for back-action evasion must be at twice the Lar-
mor frequency, along with well-defined edges for maintaining a low
duty cycle. We also note that while the model D → 0 predicts a QND-
type interaction, the simplification breaks down experimentally. For in-
finitely sharp and/or short pulses, the Fourier spectrum of our strobo-
scopic pulses will contain more and more frequencies, potentially driv-
ing undesired transitions in cesium atoms due to their multi-level struc-
ture. Hence, the toy model used to describe our system will eventually
break down.

• Bias magnetic field:
While the switching speed of the AOM is limiting the speed of the stro-
boscopic frequency available, we are currently not limited as such by the
bias magnetic field. However, if we wish to reduce classical noise fur-
ther, we want to operate the experiment at a higher bias magnetic field.
Typically, classical noise sources decrease towards higher frequencies,
making larger magnetic field splittings more desirable as the Larmor
frequency νL determines the sideband frequency we encode our signal
in compared to the carrier frequency.

• Calibrations:
While we introduce the coupling parameter κ in our description, we
do not currently estimate and calibrate it. Further, we do not calibrate
the losses and determine the quantum efficiency of our detector. These
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calibrations could help us quantify losses, identify where technical im-
provements are necessary, or support us in optimizing the light-atom
interaction. Further, our projection noise calibration is based on prob-
ing the thermal spin state. While we are in a regime where we do not
observe probe-induced decoherence, if we do follow indications from
the analysis on the noise reduction (section 14.5) that increased optical
probe powers could lead to better results, alternative calibrations might
become relevant.

• Drop in the level of spin-squeezing for QMIT measurement:
Whenever the RF coils are connected to a function generator, we ob-
serve a sudden drop in the attainable level of conditional spin-squeezing
(see section 15.2). The investigation to pinpoint the reason and potential
remedy are ongoing. Our working hypotheses include residual signals
on the function generator output or undesired ground loops. Alterna-
tively, eddy currents induced in our aluminum shield surrounding the
cell and RF coil pair could be another source of distortion. We cannot
easily remove the aluminum shield to test this and measure its influence
since we balance the measured optical signal without a sample but in the
presence of the aluminum shield. However, eddy currents in the shield
will alter the sample signal and vice versa, altering the expected effects.
This could also be the reason why the simulations investigating the ex-
pected phase between RF and eddy current signal presented in Oesterle
(2022) predicted -170◦, while we experimentally determined -192◦. Ex-
tending the simulations to include the aluminum shield might provide
more insight into why we observe a phase shift exceeding the predicted
-170◦.

• Coherent state preparation:
We are currently preparing an atomic polarization of only 97.5 %, lead-
ing to a more considerable atomic projection noise in our system than the
of a coherent spin state. Improving the initial atomic polarization should
improve our observed noise. Similar to the approach in the DLCZ-type
experiment, a delayed pump turn-off could increase the atomic polar-
ization at the expense of loss in the optical depth. This, at the same time,
should reduce the overall signal since the number of atoms in F = 4
determines the strength of the interaction. We are preparing the neces-
sary changes to measure and compare the degree of conditional spin-
squeezing between our regular optical pumping and optical pumping
with delayed pump turn-off. However, at the time of this thesis, the
test still needs to be performed. We note that the speed of the thermal-
ization of atoms will not change even in the case of improved coherent
spin state preparation, meaning that the decoherence time of conditional
spin-squeezing in our system should only marginally be altered, if it im-
proves at all.
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16.3 Next steps

Given that we have only shown a proof-of-principle experiment for the
quantum-enhanced MIT, we should consider improving and more rigorously
quantifying the experiment’s performance. Apart from the apparent improve-
ments required on the technical level, we want to mention two possible paths
currently under consideration. Both will rely on tackling experimental limita-
tions and challenges discussed in the previous section.

16.3.1 Biomedical applications

Following in the footsteps of previous experimental implementations of
classical MIT at our group, we pursue QMIT’s potential application within
the field of biomedical applications in mind. While we do not plan to per-
form magnetocardiography as done in Jensen et al. (2018), we aim to attain
a signal-to-noise level suitable for distinguishing body tissues, such as heart
or brain tissue, and discriminating between aberrations from healthy tissue.
For example, MIT of the heart was already proposed in Marmugi and Ren-
zoni (2016). Considering the low conductivities involved in such tomography
measurements, this will require many improvements to our initial proof-of-
principle measurement using a high-conductivity sample. In the long run,
one of the main goals is a portable device without the necessity for a mag-
netic shield allowing for non-invasive measurements discriminating between
different body tissues with a suitable resolution. Using our vapor cell-based
approach to detect healthy and unhealthy tissues by exploiting the different
conductivities of these, QMIT and MIT offer potentially a convenient and non-
invasive imaging tool. However, this relies on improving our current experi-
mental performance based on the previously mentioned limitations. Further,
easy scale-up is required, too, since often parallel measurements using arrays
of sensors speed up the overall measurement time.

We emphasize that many experimental improvements are necessary to re-
alize such a device, and some technical challenges must be solved first. In
general, a portable device seems within reach, given the progress in avail-
able laser sources, precise 3D printing of the housing for such a device, and
the like. However, to this end, there needs to be further investigation into
whether a quantum or a classical protocol will be the most feasible route.
Now we can distinguish two cases. For biomedical applications, we have
two constraints. On the one hand, the overall sensitivity of a classical and a
quantum-enhanced device must be sufficient to measure the task at hand. If
both approaches are sufficient, the other constraint will be the overall mea-
surement time. The total measurement time required is essential since the
measurement time will matter for a patient. If the required sensitivity can be
obtained much faster with the quantum-enhanced protocol, this approach will
be more feasible. However, suppose the classical protocol is better or on a sim-
ilar footing performance-wise to the quantum-enhanced protocol. Then, the
experimental simplicity of the classical protocol will outweigh the gains from
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the quantum-enhanced protocol. For now, we will proceed along both lines
and evaluate later which measurement protocol will be most suited to build a
usable prototype and evaluate the potential up-scaling of the approaches. A
third path will be evaluated in the next section, which has yet to be pursued
in our laboratory.

16.3.2 Combining continuous measurements with stroboscopic
probing

A key motivation for our quantum-enhanced magnetic induction tomog-
raphy was the gain in signal-to-noise from pulsed measurements exploiting
back-action evasion and conditional spin-squeezing. While this is a novel ap-
proach combining these techniques with MIT, considerations such as the over-
all measurement duty cycle compared to the optical preparation time appear
to be a limitation. Therefore, we wish to investigate yet another approach. The
main culprit of our experimental sequence is that we are currently only mea-
suring roughly 1 % of the total experimental sequence duration. In the follow-
ing, we want to use some crude assumptions to motivate why this quantum-
enhanced MIT protocol might have a feasibility limit when comparing our-
selves with continuously operating sensors also relying on room-temperature
atomic ensembles such as presented in, for example, Jensen et al. (2019).

Let us assume that both the classical and quantum-enhanced protocols al-
low for the required sensitivity of a specific application. In order to compare
both protocols and obtain the same sensitivity for the overall same measure-
ment duration, we have to compare the continuous operating protocol to the
quantum-enhanced protocol, including its reinitialization period. If for the
latter, only 1 % of the time the actual measurement is performed, we need
to have a sensitivity of at least ten times that of the continuous MIT. This is
because if we measure 100 times longer, we expect to improve by a factor√

100 = 10. For QMIT to be the better choice and the additional experimental
complexity to be worth the effort compared to MIT, the sensitivity and mea-
surement precision must be significantly better. These are only very crude
assumptions, and we have yet to show similar performance for the QMIT as
shown for the MIT in Jensen et al. (2019).

Overall, the limited measurement duty cycle – not to confuse with the
stroboscopic probing duty cycle – is unfavorable for the QMIT protocol. At
the same time, a classical magnetometer based on a single ensemble will al-
ways suffer from back-action, setting a fundamental limit on the attainable
measurement sensitivity. We are considering combining two key components
of the quantum and classical protocol to combine the best of both protocols.
Our idea is to try and see if combining stroboscopic probing with a continu-
ous measurement pulse sequence is possible. As for the classical MIT, optical
pumping, RF magnetic field, and optical probing are continuous. The differ-
ence is that the probing should be a continuous train of stroboscopic pulses.
There are some open questions on whether it is possible with such a sequence
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to attain the same or at least some reduction in the back-action noise. Further,
it is an open question of best analyzing the measured signal. For example, if
non-flat mode functions for weighing the data are required and their respec-
tive optimization.





Chapter 17

Concluding remarks

This thesis presents different experiments relying on room-temperature
spin-oscillators, exploiting the quantum-mechanical nature of cesium spins
in anti-relaxation coated vapor cells. We have successfully realized an on-
demand single-photon source with built-in memory. In the case of imme-
diate retrieval after the write pulse, our source is exhibiting unmistakable
single-photon character by observing a conditional auto-correlation as low
as g(2)RR|W=1 = 0.20 ± 0.07. This value is more than four standard devia-
tions below the two-photon Fock state auto-correlation. In addition, we veri-
fied the non-classicali-ty between the write and read light fields by observing
cross-correlations exceeding the classical bound of two by observing g(2)WR =

10± 1. While this is a clear sign of non-classical correlations between the write
and read scattered light fields, we have further verified this by violating the
Cauchy-Schwarz inequality and observing R > 1. The second key compo-
nent in our write-read scheme is the successful storage and delayed retrieval
of a collective excitation. In our case, we verify this by delaying the retrieval
light pulse. We maintain a cross-correlation value exceeding the threshold
required for potential Bell-inequality violation using entanglement between
two atomic ensembles for a duration of τBI = (0.15 ± 0.03) ms. Relaxing
the requirement of the memory time to maintain non-classical correlations be-
tween write and read scattered light fields, the memory time even reaches
τNC = (0.68 ± 0.08) ms. These improvements, compared to previous ver-
sions of the DLCZ-type experiment at Quantop, were possible by improving
the optical pumping and initial coherent spin state preparation to reduce the
occupancy of the storage state to 3 % and suppressing the detrimental four-
wave mixing processes during the readout by exploiting a magic detuning. The
magic detuning of our retrieval drive light field suppresses undesired write
processes during the read pulse on the D1 line of cesium, which previously
limited the protocol’s performance when using the D2 line (Zugenmaier et al.
(2018); Zugenmaier (2018)).

The main limitations in the overall experiment arise mainly from the cell
cavity’s limited outcoupling efficiency and additional losses in the detection
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setups. Losses are not a fundamental problem to our scheme but slow down
the rate for successful consecutive storage and retrieval of a single-photon.
Despite the spin state preparation improvements, the residual population in
|F = 4, mF = 3〉 serving as our storage state remains a primary limitation.
However, even with further improvement in our coherent spin state prepa-
ration, the repopulation of atoms to |F = 4, mF = 3〉 will remain a limit to the
maximal memory time.

We discussed the results of the DLCZ-type experiment and analyzed the
current limitations and their potential remedies. We further presented ini-
tial tests of our ideas, for example, by testing the cavity enhancement and
performing initial tests on vapor cells with a longer channel and larger cross-
sections. Additionally, we presented our efforts in increasing the relative mo-
tional averaging speed by implementing a more homogeneous intensity pro-
file of our drive light to improve our system’s time-bandwidth product.

The second main experiment presented in this thesis was quantum-enhan-
ced MIT. We have first implemented successful conditional spin-squeezing
and a significant reduction in the observed back-action noise using strobo-
scopic probing. Due to the finite duty cycle of the stroboscopic probing pulses,
we cannot realize a real QND-type interaction but significantly reduce the in-
troduced back-action noise compared to measuring continuously. Neverthe-
less, we were able to observe a maximal degree of spin-squeezing of 10 log(ξ2)

= (−4.6± 0.6) dB. Since we are mainly interested in the potential quantum
noise reduction, we found that the signal reduction was not obtained for the
maximal level of conditional spin-squeezing but rather as a trade-off between
the contributions arising from the shot noise and the atomic projection noise
to the overall noise with the conditional spin-squeezing acting only on the
noise from the contribution of the atomic projection noise.

When introducing a gap of 50 µs and sending an RF pulse to induce eddy
currents in a conductive sample, the spin-squeezing degraded to 10 log

(
ξ2) =

(1.8± 0.2) dB. Identifying the reasons for the drop in the degree of condi-
tional spin-squeezing are still ongoing, and the quantum-enhanced MIT was
performed using the sub-optimal conditional spin-squeezing. We demon-
strated a signal-to-noise improvement when performing the proof-of-principle
experiment using a highly conductive sample made of titanium. Comparing
unconditional to conditional uncertainties of single-shot measurements, the
SNR improved from 0.72 to 1.26 when exploiting conditional spin-squeezing.
Further, we compared the quantum noise in a back-action-free measurement
to our observed conditional noise exploiting conditional spin-squeezing. We
observed approximately 11 % lower noise utilizing conditional spin-squeezing.

Performing a 1D scan of the sample transversely to the cell channel, we
could detect the sample’s presence and maintain the advantage in the re-
duced measurement uncertainty by taking advantage of the spin-squeezing.
The center of the sample could be determined with a precision of 0.36 mm for
the unconditional measurement and improved to 0.20 mm for the conditional
measurement.
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Following the proof-of-principle experiment, we discussed the current lim-
itations. One of our primary concerns is the drop in the degree of conditional
spin-squeezing when performing the quantum-enhanced MIT when connect-
ing the RF coils to a function generator. Further, we addressed some intrinsic
limitations of our scheme compared to continuously operating MIT protocols.

Overall, the work presented in this thesis offered two examples of experi-
ments with room-temperature spin-oscillator systems employing anti-relaxa-
tion coated vapor cells. Further, various experimental techniques and issues
were presented as a guideline for future investigations and reference for the
next generations of students at Quantop.
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Figure A.1: Setup for recuring. View
of oven with fan, elevated boxes for
placing cell body along with cotton
and plastic trays for the water.

Appendix A

Supplementary information about
the cell testing

A.1 Recuring of cells

Vapro cells degrade in their performance occasionally, especially if kept in
storage and lose their performance compared to the time of their respective
cell testing. However, time also leads to different cell issues, such as spots
of cesium on the window and a blocked connection to the channel through
clogging with cesium and coating material. Sometimes, issues are not visible
but are just observed in a drop in performance parameters such as the number
of atoms and transmission or coherence times.

One way of counteracting (sudden) changes in cell performance is recuring
of the vapor cells. Our old method for recuring vapor cells included a Peltier
element generating a temperature gradient of roughly 8 ◦C. However, during
the visit from Mikhail Balabas, a new, more reliable version was developed.

Instead of creating a temperature gradient with the Peltier element, a pas-
sive cooling method using water evaporation is employed. The vapor cell
stem is placed inside a small water tray with cotton wrapped around it. The
cell body is slightly elevated and not touching the wet cotton. Cell and wa-
ter tray are placed inside an oven heated to 60-70 ◦C. A fan inside the oven
ensures equal distribution of the temperature. The elevated temperature is
applied for several hours. We use at least 5-6 hours on first tries and up to 12
hours in more severe cases when repeating the recuring process. The elevated
temperature should evaporate the anti-relaxation coating and droplets of ce-
sium inside the cell body. Due to the wet cotton wrapped around the stem,
material deposits there as the temperature is 15-20 ◦C lower.

Essential for avoiding depositing too much material on the windows or
inside the channel, the oven is let cool down over an extended period of time,
typically overnight. The cooldown ensures that the vapor cell is not subjected
to a sudden temperature change. We maintain a temperature gradient during
the cooling-down period.

This method of recuring has proven to be superior to our old method,
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improving cells that did not improve as much using the Peltier for the tem-
perature gradient. In general, we have had great successes in regaining cell
performance after degradation during storage time, as well as a sudden de-
terioration in performance. In addition, recuring freshly manufactured cells
seems beneficial to their performance and getting a more reliable estimate of
cell performance parameters.

A.2 Overview cell testing results

For reference, we will provide an overview of the obtained measurement
results from the cell testing for cells of Generation O in a tabular form.

It should be noted that we only state the values obtained in the cell lab
for the transmission values. The transmission was also measured in the GWD
lab for some of the cells. Usually, they are reasonably consistent. We only
included the most recent value in the overview when we re-cured vapor cells
due to sudden degradation or initial lousy performance. For the current re-
curing method used when writing this thesis, please consider the relevant
description of the recuring process provided in appendix A.1.

The stated T2 times were measured in a different experimental setup, and
the data was provided by Jun Jia and Ryan Yde. Due to the complexity of this
measurement, the goal was to get a relation between T1 and T2. We hoped that
this allows estimating T2 based on T1 for other cells. More details can be found
in the main text in section 7.4.

Some footnotes accompany some of the values for specific cells, which are
related to cells either not being up to spec or having other problems.
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Cell name Size
[
mm3] Transmission [%] Density ρ [1016/m3] T1 [ms] T2 [ms]a

O1 40x1x1 94.7 (2.33± 0.01) (5.7± 0.1)
O2 40x1x1 96.2 no atoms no atoms
O3 40x1x1 96.4 (2.51± 0.00) (4.7± 0.1)
O4 40x1x1 96.0 (2.31± 0.09) (2.5± 0.1)
O11 40x1x1 95.8 (2.70± 0.00) (2.8± 0.1)
O22 40x1x1 94.9 (2.9± 0.3) (5.9± 0.1)
O5 60x1x1 96.1 (4.04± 0.07) (2.4± 0.1)
O6 60x1x1 87.6b

O7 80x2x2 96.7 (2.65± 0.04) (6.4± 0.2) 5.9
O8 80x2x2 96.3 (2.95± 0.11) (9.1± 0.2) 10
O12 80x2x2 95.2 (2.77± 0.09) (4.5± 0.1)c 7.8
O13 80x2x2 95.4 (2.39± 0.15) (5.9± 0.2) 5.8
O15 80x2x2 95.8 (2.9± 0.1) (7.2± 0.1) 9
O9 25x0.5x0.5 94.9 (0.81± 0.02) (1.05± 0.02)
O10 25x0.5x0.5 71d (0.40± 0.01)
O16 25x0.5x0.5 91.0 (2.36± 0.01) (1.19± 0.01)
O14 80x(4π) 96.3e (16± 0.1)
O17 80x(4π) 96.2 (3.7± 0.1) (20± 0.2)
O18 80x(4π) 96.4 (3.54± 0.02) (6.5± 0.2)f

O19 80x3x3 94.8 (3.78± 0.02) (11.5± 0.2)
O20g 80x3x3
O21 80x3x3 95.3 (4.8± 0.4) (7.0± 0.1)

Table A.1: Cell properties for Generation O: Overview over obtained results for transmission measurements,
atomic density at room-temperature, longitudinal spin coherence time T1 and transverse spin coherence time T2.
Uncertainties on T1 are obtained from fit confidence intervals. See 7 for details.

aThese numbers were provided by Jun Jia and Ryan Yde and measured in the "GWD lab".
bDiscarded due to bad transmission.
cObtained T1 after recuring since initial T1 had dropped to 1 ms. Comparison between T1 and T2 times might not be reliable.
dImproved transmission after three recuring cycles. Cell discarded.
eAfter recuring, worse before. Absorption was not remeasured after recuring, therefore not stated.
fBefore recuring: T1 = 8.5 ms.
gDiscarded due to twisted channel





1For details on the coil config-
urations used in the respective
experiments, see the respective
experimental setup descriptions
in sections 9.1.1 and 13.1.

Figure B.1: Cell for magnetic field
optimization. Illustration of cubic
cell and its holder to perform colinear
MORS to record the magnetic field
strength profile. See text for more de-
tails.

Appendix B

Magnetic field optimization

The need for a homogeneous bias magnetic field is common to the ex-
periments presented throughout this thesis. Often, a combination of differ-
ent coils1 is used to achieve this. To optimize and verify the homogeneity
of the bias magnetic field, we need means of measuring its profile. For this,
we use the colinear MORS method together with a cubic vapor cell of size
5 mm× 5 mm× 5 mm. For the colinear MORS, our probing beam simultane-
ously acts as a far-detuned repump laser, and no transverse optical pumping
is required. To map out the magnetic field, we move the cubic cell transverse
to the bias magnetic field direction along the probing direction. To enable this
while not obscuring the beam path, we place the cell on a plastic rod as indi-
cated in figure B.1. The cell is attached to a holder placed on a precision stage.
The stage allows us to move the cell along the probing beam direction.

As described in chapter 6, we use polarization homodyning to record the
birefringence induced by a transverse spin component. Instead of recording
a time trace, we use a picoscope with a spectrum analyzer feature to directly
observe the spectrum. An RF coil pair drives the transverse spin component.
For the colinear MORS, we use white noise to drive all RF frequencies equally.
It ensures that atoms in the vapor cell can be addressed independent of the
precise Larmor frequency at the cell’s current position. Then we can observe
the Larmor peak in the spectrum independent of its precise value and do not
require adjusting the frequency of the RF coil for each position.

Typically, we move the cubic cell in steps of 5 mm and average the spec-
trum many times. Since the cell will experience a slightly different magnetic
field at each position if the magnetic field profile is not homogeneous, the
frequency of the Larmor peak in the spectrum will depend on the magnetic
field (equation (2.3)) of its respective position. We can infer the magnetic field
profile and homogeneity over the covered distance directly from the observed
Larmor frequency versus the cell position. Typically, we use magnetic fields
with negligible quadratic splitting for this measurement.

In the following, we will first describe optimizing the coil positioning. Af-
terward, the current ratio is optimized to maximize the magnetic field ho-
mogeneity. To illustrate the technique, we will present the data for the coil
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2In principle, both currents
should lead to the same profile.
Observing a deviation in the
mean Larmor frequency indi-
cates that the magnetic shield is
not "neutral". Typically, we use
degaussing the magnetic shield
to reset the magnetic shield and
remove any residual magnetiza-
tion. The approach is thoroughly
explained in Stærkind (2015). Its
success should allow the removal
of most deviations in the cen-
ter Larmor frequency between
positive and negative current.

Figure B.3: Coil frame for large cells
Picture of coils on a frame whose rel-
ative position and current we aim to
optimize. The frame is 3D-printed.
The cable binders are used to fix the
coil positions preliminary. A pair of
rectangular coils are wound onto the
frame.

frame used to test large vapor cells of 80 mm length required for testing the
spin noise spectrum of large cells for the DLCZ-type experiment (chapter 11,
section 11.3.5).

First, we record the magnetic field profile for each coil pair individually.
We record each profile twice - once with positive and once with negative cur-
rent2. An example of this sweep (for the final, optimized field) is depicted
in figure B.2. Since we must drive the atoms transverse to the bias magnetic
field, we must also optimize the RF coils’ location. To do so, we switch the
roles of RF and PCB coils to get a profile for the RF coil pair. From the ob-
tained profiles, we adjust the positioning of the coils on the frame (figure B.3).
In the final step, we combine the two coils to superimpose their magnetic field
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Figure B.2: Larmor frequency versus cell position. Blue: Observed center Larmor
frequencies νL for positive and negative currents versus the position of the cubic cell.
Orange: average between positive and negative current values. These values corre-
spond to the optimal current ratio leading to the minimum homogeneity in figure B.4
for 1.1 current ratios. The relative homogeneity over 10 cm amounts to 1.3 · 10−4 %.

profiles. Our goal is to find the best current ratio that minimizes the relative
standard deviation of the observed Larmor frequencies. For this, we vary the
current of one of the two coil pairs while keeping the other current constant.
We repeat the sweep for positive and negative currents for each current ratio
setting and obtain profiles as displayed in figure B.2.

We determine the mean between the positive and negative currents, as
shown in orange in figure B.2. We normalize to the mean Larmor frequency
and calculate using the values within the central 10 cm. This gives us the
relative standard deviation for this range, which we use to quantify our mag-
netic field homogeneity. In figure B.4, we plot the different values for the rel-
ative standard deviation. We observe a clear minimum for a current ratio of
1.1 between bias and compensation coil, indicating only 1.3 · 10−4 % relative
standard deviation. Figure B.2 portrays the corresponding profile. We verify
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that the current ratio is optimal when increasing the Larmor frequency and
observe good agreement (orange point in figure B.4).
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Figure B.4: Signal decay versus τA duration. Obtained relative standard deviation of
the center Larmor frequency νL versus the current ratio between PCB (main) and rect-
angular (compensation) coil pairs. Each value refers to the length of 10 cm, measured
for both current polarizations and measured in steps of 5 mm. The orange point ver-
ifies that the same current ratio still allows for the same homogeneity when doubling
the currents.

While we have chosen to present the technique on the example of the mag-
netic field optimized for the spin noise measurement of large vapor cells (sec-
tion 11.3.5), the same technique can and has been employed to optimize other
coil configurations. For the QMIT, the experimental results can be found in
Oesterle (2022).





Appendix C

Atomic state evolution

We have introduced in chapter 6 how we use the technique of pMORS to
estimate the atomic spin polarization after optically pumping our atomic spin
ensemble to prepare a coherent spin state. By introducing a variable delay
between the optical pumping and the RF pulse, we can monitor the decay of
the atomic spin polarization. For this reason, we performed pMORS for vari-
ous delays and hyperfine manifolds. Switching between the two ground-state
hyperfine manifolds can be done using the same experimental configuration
but adjusting the Larmor frequency νL to the respective manifold. Further, to
estimate the atomic polarization p, the expression in equation (6.8) has to be
evaluated for the individual hyperfine and Zeeman levels. In figure C.1, we
show the obtained values for p versus the delay time for both hyperfine man-
ifolds. It should be noted that we measured these without the delayed pump
turn-off. Some things are worth noting in figure C.1. First, both manifolds
exhibit a high atomic spin polarization after the optical pumping. Second, the
polarization of F = 3 first increases before it starts decreasing. This behav-
ior we take as an indication that atoms transfer faster from F = 4 to |3, 3〉
than from |3, 3〉 to |3, 2〉. Regardless, we cannot gauge the precise dynam-
ics further, as we need more information about how many atoms there are at
any time in each hyperfine manifold. Knowledge about the hyperfine occu-
pation is vital if we want to describe our Zeeman level occupation in absolute
terms to see how the population evolves. We cannot gauge this, especially
for lower atomic polarization, from pMORS since it only contains information
about population differences. For degrading atomic polarization, more and
more "equal" distribution will be shared between Zeeman levels of a hyper-
fine level. This, together with the readout noise in the DLCZ when delaying
retrieval (section 10.2) and how to suppress it, sparked the interest in finding
means of quantifying this. We hoped that finding remedies to the growing
readout noise would be easier with knowledge about the more precise dy-
namics of the atomic re-thermalization of the spin state.

To determine the population dynamics in absolute occupation numbers,
we tried to combine the pMORS measurements for different delays to quantify
the number of atoms in each hyperfine manifold. The reason is that pMORS,
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Figure C.1: Atomic polarization versus delay. Top: atomic polarization of F = 4 ver-
sus variable delay. Please note that multiple points are measurements from different
days verifying the reproducibility. Bottom: Same for F = 3 manifold.

as discussed in section 6.1, only provides information about population differ-
ences between neighboring Zeeman levels but not their absolute occupation
numbers. This is especially problematic when reaching non-negligible occu-
pation numbers of lower mF levels leading to some equilibrium population.
The combined knowledge of the number of atoms in each hyperfine level and
the pMORS spectra for various delays provides sufficient information to de-
termine a common population in all Zeeman levels. While we did not yet
manage to do so experimentally, I decided to address it nonetheless and in-
clude our efforts due to its potential value for future generations of master’s
and PhD students that hopefully benefit from the experiences we gained dur-
ing our efforts.

While recording the pMORS spectra versus time is straightforward, find-
ing practical means of quantifying the number of atoms in each hyperfine
manifold is not. We know the total number of atoms NA, which can be de-
termined using the absorption measurement presented in section 7.3. In prin-
ciple, one could imagine using the same approach. However, the time scales
we are interested in are on the order of microseconds, which is impossible
with the absorption measurement. We also investigated the model used for
the absorption measurement and tried to find descriptions for different occu-
pations to see if the method could be adjusted. While modeling was possible,
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1One might assume that this
one is the detector response.
However, when detuning the
laser, we gauged the detector
response to be even faster. The
first swift response is therefore
atomic.

2This is, of course, a very sim-
plified description. It is possible
to model the number of atoms
and optical depth, where the
expected slope is slower for more
optical depth. For the sake of
brevity, we refrain from pre-
senting all details here and only
provide a summary.
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Figure C.2: Normalized transmis-
sion signals. A subset of the normal-
ized transmission signals for probing
powers ranging from 20 µW (slow-
est slope) to 320 µW (fastest slope),
where each next faster slope cor-
responds to doubling the optical
power.

experimental tests were not reliable and fast enough.

An alternative is to use what we will refer to as the "bleaching" method.
The idea is to address the atoms of a manifold with a strong on-resonance
probing beam and exploit the branching ratio from the excited level for the
atoms to either return to their initial manifold or the other one. Once they
transition to the other, they are far-detuned from the probing laser. They do
not interact with the laser anymore. Since the branching ratio is the same for
all Zeeman levels within a hyperfine manifold, atoms of the same manifold
interact similarly with the probe. From this, it is possible to determine the
average number of photons it takes to remove an atom from one manifold to
the other. Knowing this, one can monitor the transmission of the probe beam
through the atomic ensemble. Due to fewer and fewer atoms in the mani-
fold attenuating the probing beam, the transmission will increase. The total
number of absorbed photons can be estimated from the area corresponding
to the attenuated probe beam before all atoms are removed from the mani-
fold. This number is then directly related to the number of atoms initially in
the hyperfine level. The idea of this bleaching method originates from the
supplementary material to Béguin et al. (2014) and was further explained in
Béguin (2015). The method was successfully employed to gauge the number
in an optical lattice.

Initially, it seemed like a very convenient way to gauge the number of
atoms within a hyperfine manifold, but we soon realized that the problem
was addressed too simply. We identified multiple issues. For starters, we
were initially unable to use high optical power due to our highly-reflective
incoupling mirror. We remedied this when we removed the incoupling mir-
ror and replaced it with a lens to find an experimental estimate for the cavity
enhancement (section 4.3). Even afterward, with high optical power speed-
ing up the bleaching signal significantly, we did not observe the desired time
scales for the process. An example of how the normalized transmission sig-
nal evolves for various optical probing powers is supplied in figure C.2. Our
signal has a very fast contribution1, and a slower response corresponds to the
main slope. The behavior observed illustrates very nicely that we could not
arbitrarily speed up the bleaching of the hyperfine by simply increasing the
optical power.

We identified possible reasons for these issues. First, our atomic ensemble
has a very high optical depth. Probing along the channel is a disadvantage.
Since the light is absorbed to a large extent, the first "layers" of atoms are
probed first, while atoms in the end "layers" are addressed after the initial
layers lost some of their atoms to the far-detuned hyperfine level2. Further,
we are operating at above room-temperature. Assuming that our atoms have
an average velocity of vth ≈ 150 m

s , we have significant Doppler-broadening
(≈ 100 MHz). Aiming for a measurement duration of 50 µs means that we
have only 25 wall collisions where atoms change their velocity and potentially
get on resonance with the light. Therefore, the technique is less easily appli-
cable than for cold atoms in Béguin et al. (2014). While these issues caused
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us to stop our efforts in finding fast means of gauging the momentary num-
ber of atoms in a hyperfine manifold, there might be options to remedy some
of the observed effects. An option could be using the pump laser for optical
pumping and probing the ensemble from the side. However, this comes with
challenges of efficiently collecting the signal due to the highly asymmetric
shape of the optical pumping beam and distortions from the cell body. An-
other idea to continue would be to find ways not to address all atoms in the
hyperfine manifold subjected to the Doppler-broadening but rather gauge it
from the on-resonance atoms. This could be implemented using a double pass
configuration but would need additional calibration methods to estimate the
overall number of atoms in a hyperfine manifold, together with the issue of
too high optical depth.



Appendix D

Signal contribution considerations
for QMIT analysis

Throughout the chapters 14 and 15, we concern ourselves with signals
originating only from atoms in the 4 manifold of the ground state, as well
as neglecting decoherence effects. Here, we will have a look at why we made
these choices. First, we will question the decision to not include rising and
falling exponential functions as mode functions during our analysis in section
D.1. Also, we will consider the ratio between signal contributions arising from
the two ground states to see whether we need to consider atoms in F = 3 as
well, discussed in section D.2.

D.1 Decay of macroscopic spin

In our analysis before we have not accounted for any decoherence and
therefore also do not account for it using additional mode function in the anal-
ysis as has been done for example in Vasilakis et al. (2015). Here, we will have
a look at the decay of the macroscopic spin component.

Similar to our other measurements, we need to record a signal allowing
us to get an estimate of the macroscopic spin decay. Therefore, we record the
mean signal for a fixed duration of τB = 100 µs used for our experiments and
vary the length of the preceding τA. The decay of the mean signal should in
this case reflect the reduction of the macroscopic spin Jx(t) ∝ Jx exp(−t/T1).
In figure D.1, we plot the mean signal over 4000 measurement repetitions dur-
ing τB = 100 µs for different values of τAand an RF gap of 50 µs. To the result-
ing points we fit a simple exponential model:

f (τA) = a · exp(−τA/T1) + c (D.1)

which allowed us to estimate the decay time T1 of the macroscopic spin com-
ponent to be:

T1 = (4.5± 0.1) ms (D.2)
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1The calculations presented
here have been part of the
supplements of Zheng et al.
(2022), we elaborate here a bit
more on the topic.
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Figure D.1: Signal decay versus τA duration. Mean signal for τB = 100 µs ver-
sus the duration of the squeezing preparation time τA. Exponential fit f (τA) =
a + b exp(−τA/T1) is fitted to the data. The ed point reflects our experimental choice
of τB = 100 µs. Each point contains 4000 sequence repetitions, error bars reflect the
resulting standard deviations of the mean. Figure re-plotted from Zheng et al. (2022).

where the uncertainty is the statistical uncertainty obtained from the fit. From
this, together with the red point in figure D.1 indicating our preferred exper-
imental timings, we deduce that the atomic decoherence is small. Our com-
plete experimental sequence is shorter than 10 % of the T1 time. We therefore
decided to not include decoherence into our analysis in form of additional
mode functions accounting for it.

D.2 Impact of 3-manifold

Throughout our experiment we mainly concern ourselves with atoms in
F = 4 ground state manifold. However, given that we have a finite atomic
polarization and minor decoherence of atoms to the F = 3 manifold, we wish
to estimate contributions of such atoms to our overall signal1.

In our experiment we use a probe laser locked to the second side band
to the blue of the F = 4 → F′ = 4, 5-crossover transition, corresponding to
a detuning of ∆ = −1.95 GHz. Here, we chose to follow the definition of
negative detuning referring to blue detuning, while red detuning correspond
to positive values of ∆ as introduced in the theory chapter 2. For this setting,
we wish to estimate the ratio between the expected contributions between
atoms in F = 3 and F = 4. From equation (3.13), we know that that the
atomic contribution to our signal is proportional to κ2 ∝ a2 ∝ a2

1/∆2. From
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equations 2.27 and 2.26, we know that a1 takes different values for the two
ground state manifolds and also depend on the respective detuning of the
light to the atomic transition. Calculating the respective detunings, the values
for a1 can be determined to be:

aF=4
1 ≈ 1.079

aF=3
1 ≈ −1.032

Of course, the detuning from the two manifold is different, it amounts to
∆45 = −1.82 GHz for F = 4 → F′ = 5 on the D2 line for the 4 manifold,
while it is ∆32 = 6.76 GHz for F = 3→ F′ = 2:

κ2(F = 4) ∝

(
aF=4

1
∆45

)2

≈ 0.352

κ2(F = 3) ∝

(
aF=3

1
∆23

)2

≈ 0.023

The ratio between atoms contributing to a signal from the two manifolds (as-
suming same occupations) is roughly 15 times higher for atoms in the 4 mani-
fold. Considering that we do have most of our atoms prepared in the CSS, the
signal arising from the 3 manifold should be even smaller. We therefore deem
it sufficient to consider only atoms in the 4 manifold to our signals.
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Wallucks, A., Marinković, I., Hensen, B., Stockill, R., and Gröblacher, S. (2020).
A quantum memory at telecom wavelengths. Nature Physics, 16:772–777.
(page 127).

Wan, N. H., Lu, T.-J., Chen, K. C., Walsh, M. P., Trusheim, M. E., Santis, L. D.,
Bersin, E. A., Harris, I. B., Mouradian, S. L., Christen, I. R., Bielejec, E. S.,
and Englund, D. (2020). Large-scale integration of artificial atoms in hybrid
photonic circuits. Nature, 583:226–231. (page 5).

Wasilewski, W., Jensen, K., Krauter, H., Renema, J. J., Balabas, M. V., and
Polzik, E. S. (2010). Quantum noise limited and entanglement-assisted mag-
netometry. Physical Review Letters, 104:133601. (pages 3, 9).

Weinstein, J. D., Beloy, K., and Derevianko, A. (2010). Entangling the lat-
tice clock: Towards heisenberg-limited timekeeping. Physical Review A,
81:030302. (page 8).

Wickenbrock, A., Jurgilas, S., Dow, A., Marmugi, L., and Renzoni, F. (2014).
Magnetic induction tomography using an all-optical {87}rb atomic magne-
tometer. Optics Letters, 39:6367. (pages 164, 216).

Wickenbrock, A., Leefer, N., Blanchard, J. W., and Budker, D. (2016). Eddy cur-
rent imaging with an atomic radio-frequency magnetometer. Applied Physics
Letters, 108:183507. (pages 164, 216).

Wildermuth, S., Hofferberth, S., Lesanovsky, I., Groth, S., Kruger, P., Schmied-
mayer, J., and Bar-Joseph, I. (2006). Sensing electric and magnetic fields with
bose-einstein condensates. Applied Physics Letters, 88. (page 163).

Willstrand, O. (2013). Intensity distribution conversion from gaussian to top-
hat in a single-mode fiber connector. Lund University, Master Thesis. (page
153).

Wineland, D. J., Bollinger, J. J., Itano, W. M., Moore, F. L., and Heinzen, D. J.
(1992). Spin squeezing and reduced quantum noise in spectroscopy. Physical
Review A, 46:R6797–R6800. (page 218).

Wootters, W. K. and Zurek, W. H. (1982). A single quantum cannot be cloned.
Nature, 299:802–803. (page 7).



Bibliography 261

Yde, R. (2020). Room temperature spin ensembles for pre- cision measure-
ments. University of Copenhagen, Master thesis. (pages 89, 156, 168).

Zhang, C.-N., Li, H., Dou, J.-P., Lu, F., Yang, H.-Z., Pang, X.-L., and Jin,
X.-M. (2022). Hong–ou–mandel interference linking independent room-
temperature quantum memories. Photonics Research, 10:2388. (pages 135,
136).

Zhang, G. H., Braverman, B., Kawasaki, A., and Vuletić, V. (2015). Note: Fast
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