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Abstract

The study of phases of matter has consistently fascinated and puzzled the condensed matter community, and the discovery of high-temperature superconductors in 1986, and topological phases in 1980, are no exceptions. In particular the iron-base superconductors, one of the later additions to the ever-growing class of high-temperature superconductors, have in recent years attracted a considerable amount of attention, due to their intricate phase diagrams with a multitude of electronic phases in the vicinity of the superconducting state. Such phase diagrams call for an extensive investigation of the surrounding electronic phases, in the hope of elucidating their role in the resulting superconducting instability, and to broaden our understanding of correlated systems in general. A broad range of methods and theories have successfully been applied in the quest of understanding these materials. Nonetheless, the iron-chalcogenide FeSe appear to be the misfit in the family of iron-based superconductors, due to its lacking long-range magnetic order at ambient pressure, its highly anisotropic Fermi surface in the orthorhombic phase and its peculiar resulting gap structure.

Furthermore, recent theoretical and experimental findings suggest that FeSe also exhibits non-trivial topological phases. More specifically, FeSe doped with Te is argued to be an intrinsic manifestation of the celebrated Fu-Kane proposal, which is believed to harbor the coveted Majorana zero modes in the core of its superconducting vortices. The study of topological phases, and in particular the topological superconducting phases, has in recent years become one of the most active fields in condensed matter theory, and the indication that FeSe could be the rare case of an intrinsic topological superconductor, opens the door to investigate topological phases in similar materials. In fact, prime candidates are magnetic materials, that either coexist or are in proximity to a superconductor, since these can, under the right circumstances, demonstrate all the necessary ingredients to enter a topological superconducting phase.

In the first part of this thesis, we study in great detail some general symmetry tools and properties of multi-orbital systems. By keeping this discussion general, we can apply the tools on specific materials, like FeSe, but also on a broader class of systems, such as magnetic materials coexisting or in proximity to a superconductor. Motivated by the peculiar properties of FeSe, previous studies have found that nearest-neighbor Coulomb interactions in monolayer FeSe drive an intra-orbital nematic order with a $d$-wave form factor. With this in mind, and recent experiments on disorder-induced nematic order in iron-based superconductors, we perform a phenomenological, followed by a microscopic, study of impurities in systems close to a nematic instability. We find that a single impurity in the tetragonal phase locally induces nematic order, however, due to the specific featureless form of the single impurity, the induced nematic order spatially averages to zero. On the other hand, under the right conditions a critical density of impurities can modify the Stoner criterion, and thereby raise the nematic transition temperature. Inspired by the idea of nematic order generated from nearest-
neighbor interactions, we perform a thorough symmetry and mean-field study of such interactions, and find, in contrast to previous studies, the leading low temperature nematic components to be of inter-orbital $d_{xz} - d_{xy}$ character. This specific form of the order parameter give rise to a hybridization gap, which can completely remove the Y pocket from the Fermi level in the 1-Fe unit cell, believed to be consistent with recent experiments. From this highly anisotropic band structure, we calculate the resulting superconducting gap within the theory of spin fluctuation mediated pairing, which also appears to agree with experiments. Lastly, we discuss the discrepancies found between our computed spin susceptibilities and the available neutron scattering experiments, as well as the necessary inclusion of orbital-dependent quasiparticle weights.

In the last part of this thesis, we proceed and study topological superconducting phases induced by magnetic textures in multi-orbital systems. Specifically, we demonstrate an alternative route to engineering Majorana zero modes, which are trapped in singular vortex defects in magnetic textures. The discussed magnetic textures are assumed to coexist or be in proximity to a nodal superconductor. Although this study is motivated by the iron-based superconductors, which can potentially have magnetism coexisting with superconductivity, we keep our discussion general, and it can thus be applied to a broad variety of hybrid structures and superconductors. Lastly, we perform a classification of topological superconductors induced by magnetic textures in the absence of singular defects. By taking into account the symmetries tied to the magnetic textures, and allow for general multiband spin-singlet superconductivity, we find a plethora of topological phases leading to flat, uni- or bi-directional, (quasi-)helical and chiral Majorana edge modes.
Studiet af stoffers tilstandsformer har gennem tiden fascineret og forundret faststoffysikere, og opdagelsen af højtemperatur-superledere i 1986 og topologiske faser i 1980 er ingen undtagelse. Især de jernbaserede superledere, en af de nyere tilføjelser til den væksende klasse af højtemperatur-superledere, har de seneste par år tiltrukket stor opmærksomhed på grund af deres indviklede fasediagrammer med mange forskellige elektroniske faser tæt ved den superledende fase. Sådanne fasediagrammer giver anledning til vidtgående studier af de omkringliggende elektroniske faser i håbet om at opklare deres rolle i den resulterende superledende faseovergang og give os en bedre generel forståelse af korrelerede materialer. En bred vifte af metoder og teorier er blevet anvendt med succes i forsøget på at forstå disse materialer. Ikke desto mindre ser det ud til, at jernchalcogeniden FeSe ikke passer ind i familien af jernbaserede superledere, på grund af dens mangel på langtrækkeende magnetisk orden ved atmosfæriske tryk, dens meget anisotrope Fermi-overflade i den orthorombiske fase og dens besynderlige gabstruktur.

Derudover antyder nyere teoretiske og eksperimentelle studier, at FeSe også udviser ikke-trivielle topologiske faser. Det diskuteres om FeSe, dopet med Te, kan manifestere det berømte Fu-Kane-forslag, som forventes at give anledning til de eftertragtede Majorana-multitilstande i centrene af superledende hvirvler. Studiet af topologiske faser, og især topologiske superledende faser, er de seneste par år blevet et af faststoffysikkens mest aktive felter, og antydningen af en topologisk superledende fase i FeSe giver anledning til at undersøge muligheden for topologiske faser i lignende materialer.

Spidskandidatene er de magnetiske materialer, som enten sameksisterer eller er tæt koblet til en superleder, da disse, under de rette omstændigheder, kan have alle de nødvendige karaktertræk til at træde ind i en topologisk superledende fase.

og konkluderer, i kontrast til tidligere studier, at den ledende lav-temperatur-ordensparameter har interorbital \( d_{zx} - d_{xy} \) karakter. Denne ordensparameters specifikke form giver anledning til et hybridiseringsgab, der kan fjerne Y-lommen fra Fermi-niveauet i 1-Fe-enhedscellen, hvilket lader til at stemme overens med tidligere eksperimenter. Fra denne meget anisotope båndstruktur udregner vi det resulterende superledendegab, som også lader til at stemme overens med eksperimenter. Til sidst diskuterer vi uoverensstemmelser mellem vores beregnede spin-susceptibiliteter og de tilgængelige resultater fra neutronsprejdningseksperimenter samt den nødvendige inklusion af orbital-afhængige kvasipartikel-vægte.

I den sidste del af denne afhandling begiver vi os videre og studerer topologisk superledning induceret af magnetiske teksturer i multi-orbitale systemer. Vi demonstrerer en alternativ vej til at opnå Majorana-multistande, ved at fange disse i singulære hvirvler i magnetiske teksturer. De diskuterede magnetiske teksturer antages at sameksistere eller at være tæt koblet til en ”nodal” superleder. På trods af at dette studie er motiveret af de jernbaserede superledere, som potentielt kan have magnetisk sameksistens med superledning, holder vi vores diskussion generel, og den kan derfor anvendes på en bred klasse af hybrid-strukturer og superledere. Til sidst klassificerer vi topologiske faser induceret af magnetiske teksturer uden singulære hvirvler. Ved at tage højde for de symmetrier forbundet med de magnetiske teksturer og ved at tillade en generel multibånd spin-singlet superledning, finder vi en overflod af topologiske faser, hvilket fører til flade, uni- og bi-retningstilfælde, (kvasi-)spirale og kirale Majoranakanttilstande.
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“More is different”

– Phillip W. Anderson

Introduction

We set the scene for this thesis, with the celebrated quote made in 1972 by the late Phillip W. Anderson [1]. This quote not only challenges the reductionist approach to science, it also manifests one of the cornerstones of condensed matter physics. Namely that the synergy of a great number of degrees of freedom spontaneously can lead to a less symmetrical state, compared to that of its individual constituents. A well-established example of this, is the crystalline ordering of atoms, where the continuous translations and rotations of the initial collection of atoms are reduced to the discrete symmetries of the formed crystal lattice. Fittingly, such types of phase transitions are referred to as spontaneous symmetry breaking [2], since the system displays a spontaneously-generated symmetry breaking ground state, although the equations of motion are perfectly symmetrical. Other, perhaps more exotic, examples of spontaneous phase transitions are nematic [3], ferromagnetic [4] and superconducting [5] phases, which are respectively breaking rotational, continuous spin rotational, and local $U(1)$ symmetry. Although these phases appear more abstract, compared to that of crystalline order, the underlying principle is the same, namely symmetries. The essence of spontaneous symmetry breaking is in fact to identify which of the underlying symmetries that get broken, but also to predict and recognize the symmetries and physical ramifications of the newly established ground state.

Another important, yet relatively new, facet of condensed matter physics is the study of topological phases of matter, where physics now join forces with the mathematical concept of topology, to predict new and exotic states in many-body systems. In general terms, topology in mathematics is concerned with properties of geometrical objects, that do not change under continuous deformations [6]. Geometrical objects that are classified as topologically equivalent carry the same topological index, i.e. an integer which does not change upon smooth deformations of the object. The stereotypical example of such an index, is the genus $g$, e.g. a sphere has $g = 0$, while a torus has $g = 1$, making it impossible to smoothly deform a ball into a doughnut, in contrast to a mug and a doughnut which are topologically equivalent. In the same way, can classes of Hamiltonians be characterized by a robust topological invariant with respect to band structure singularities, or vortices of complex fields [7,8]. Note that Hamiltonians falling into the same topological class, need not to describe the same physical systems, as long as they are all adiabatically interconnected. One of the consequence of a system exhibiting a non-trivial topological invariant, is the manifestation of topologically-protected fractionalized excitations at interfaces where the topological invariant changes abruptly, e.g. the soliton mass of the Dirac particle in the Jackiw-Rebbi model [9], at the ends of a polyacetylene chain in the Su-Schrieffer-Heeger model [10], at the edges of a two-dimensional quantum Hall system [11], in vortices of a chiral $p + ip$ superconductor [7,8,12], at the ends of a one-dimensional spinless $p$-wave superconductor [13] and at the edges of a two-dimensional system displaying the spin quantum Hall effect [14–18].

The novelty and importance of topological phases were in 2016 acknowledged by the Nobel Com-
mittee, by granting the Nobel prize in physics to David J. Thouless, F. Ducan M. Haldane and J. Micheal Kosterlitz, for their founding work on the subject [19–23]. Despite the fact that the first topological phase was experimentally observed in the integer quantum Hall effect in 1980 by von Klitzing et al. [11], it was only much later, around the time of the theoretical and experimental discovery of time-reversal invariant topological insulators [14–18], that the field caught the attention of the broader physics community. This lead the way for a more systematic approach in classifying topological systems, based on three discrete non-spatial symmetries [24–26]. This classification further laid the foundation for a multitude of classification schemes, that now also include topological defects [27], point group symmetries [28,29], gapless phases [30,31] and nonsymmorphic space group symmetries [32]. Further effort was put into developing an alternative classification scheme relying on the crystalline structure of the system, rather than the symmetries of the Hamiltonian, since the former often is directly accessible in experiments. This resulted in the theory of topological quantum chemistry [33], and was recently extended to include also magnetic materials [34]. Similarly, a classification of Bogoliubov-de Gennes (BdG) Hamiltonians, based on symmetry indicators, was also developed [35,36]. From all these classification schemes, it is evident that symmetries also here play an indispensable role in finding and predicting new topological phases of matter, similar to the case of spontaneously generated phases discussed above. Note, however, the distinction that here the symmetries are used as tools to identify topological phases, and are not broken when entering a topological non-trivial phase.

Motivated by the important role that symmetries play in predicting novel phases of matter, we set out to study a general class of Hamiltonians, which can potentially demonstrate both spontaneous symmetry breaking behavior, topological phase transitions and an intricate interplay between the two. Let us here define the general structure of the prototypical Hamiltonian to be studied throughout this thesis, and connect it to relevant physical systems later in this chapter. To this end, we introduce the typical many-body Hamiltonian describing condensed matter systems [37]

\[ H = H_{\text{el}} + H_{\text{ion}} + H_{\text{el-ion}}. \]  

The terms describe the dynamics of the electrons, ions and interactions between electrons and ions, respectively. We will restrict our study to concern only the electronic degrees of freedom, \( H_{\text{el}} \), and assume the ions to have reached their equilibrium position, thus only serving as an underlying periodic potential. The Hamiltonian of interest can therefore be approximated to take the form

\[ H \sim \int \! dr \, \psi_{\sigma}^\dagger(r) T(r) \psi_{\sigma}(r) + \frac{1}{2} \int \! dr \int \! dr' \, \psi_{\sigma}^\dagger(r) \psi_{\sigma'}^\dagger(r') V(r-r') \psi_{\sigma'}(r') \psi_{\sigma}(r), \]  

where \( V(r-r') \) is the Coulomb interaction potential, \( T(r) \) is the matrix element of the single particle operator containing the underlying periodic potential and \( \psi_{\sigma}(r) \) annihilates an electron at position \( r \) with spin-projection \( \sigma \). Note that throughout this thesis, summation over repeated spin and/or orbital indices is implied. There are in general two ways of treating the influence of the underlying crystalline potential, either in the nearly free electron approximation or the tight-binding approximation. For the latter approach, one utilizes the orthonormality of the localized Wannier functions \( \langle R_\mu | r \rangle \), where \( \mu \) labels the Wannier orbital and \( R \) denotes the lattice centers of the given Bravais lattice. By adopting this approach, we can expand the fermionic field operators in the Wannier functions, in the following
way \( \psi_\sigma(r) = \sum_R \langle R_\mu | r \rangle c_{R_\mu \sigma} \), and arrive at the Hamiltonian

\[
H = -\sum_{R, R'} c^\dagger_{R_\mu} (\langle R_\mu | \hat{\rho} \rangle + \mu_0 \delta_{R, R'} \delta_{\rho, \rho'}) c_{R' \rho} + \frac{1}{2} \sum_{R, R', \mu} c^\dagger_{R_\mu} c^\dagger_{R'_{\mu}} [V_{R, R'}]_{\rho}^{\tilde{\mu}} c_{R'_{\tilde{\mu}}} c_{R_{\rho}},
\]

where we adopted the compact notation \( \tilde{\mu}_1 = \{\mu_1, \sigma_1\} \) for spin \( \sigma_1 \) and orbital \( \mu_1 \). By strictly relying on the tight-binding approximation, the above Hamiltonian appears to be suitable for describing electrons tightly bound to the ion cores of the Bravais lattice, as for example seen in crystals composed of transition metals. In such materials, the interaction strength is usually approximated by on-site interactions only, and we thus see that the Hamiltonian within this approximation is nothing but the multi-orbital generalization of the notorious Hubbard model [38]. Despite its simple form, the Hubbard model has proven to display a multitude of fascinating phenomena in condensed matter physics, such as anti-ferromagnetic order through superexchange [39], Mott insulating phases [40] and unconventional high-temperature superconductivity. As a consequence, the Hubbard model laid much of the foundation for the study of correlated materials, and is believed to be the underlying model describing the phase diagram of the cuprate high-temperature superconductors, originally discovered in 1986 by Bednorz and Müller [41]. The importance of the multi-orbital generalization of the Hubbard model later became apparent by the discovery of unconventional superconductivity in Sr\(_2\)RuO\(_4\) [42], iron-based superconductors (FeSCs) [43] and recently in nicklates [44]. These are all transition metal materials believed to exhibit normal state Fermi surfaces with substantial multi-orbital content, rendering the multi-orbital Hubbard model, if nothing else, an adequate starting point in describing these materials.

Of particular interest in this thesis are the FeSCs, which are known to host complex phase diagrams with nematicity [45–63], magnetism [64–77], superconductivity [78,79] and macroscopic coexistence of magnetism and superconductivity [66,80–85]. The discovery of this new class of materials in 2006 [43] brought a great deal of excitement to the community, since the FeSCs appeared to be the perfect platform for testing our knowledge of correlated materials, and the various theories developed in the context of superconductivity in cuprates. For example, both cuprates and FeSCs have phase diagrams with the superconducting phase emerging in proximity to a magnetic phase, which advocates for the electron pairing to be mediated by spin fluctuations. Now, more than a decade later, a broad consensus regarding the gap structure in FeSCs has been established, nonetheless, the iron-chalcogenide FeSe does not immediately fit into this picture. First off, in FeSe superconductivity condenses from a nematic, rather than a magnetic, phase, in contrast to the usual FeSCs. This challenges the spin fluctuation mediated pairing paradigm, but also poses the questions of the microscopic origin of the nematic order. Furthermore, although nematic phase transitions are seen throughout the family of FeSCs, in FeSe it seems to drastically alter the Fermi surface (FS) [61–63], and thereby the resulting gap structure [86]. Lastly, and perhaps more importantly, FeSe can under the right manipulations, such as intercalation, single layer deposition on substrates, and pressure, produce some of the highest critical temperatures in the FeSC family. The latter property strongly calls for a deeper understanding of this material, its electronic phases, and the underlying principles governing correlated materials.

In addition, growing evidence point to the FeSCs, more specifically FeTe\(_{0.55}\)Se\(_{0.45}\), as being the sought-after case of an intrinsic topological superconductor [87–91]. It is argued that Te-doping of FeSe allows for a topological band inversion to take place along the \( \Gamma Z \) direction in the 3D Brillouin zone (BZ), ultimately resulting in helical Dirac surface states. Upon reaching the critical temperature.
the Majurana zero modes (MZMs) in vortices of the superconducting order parameter. In recent years, the MZMs, and
topological superconductors in general, have been under intensive investigation. The reason for this,
is that the MZMs are predicted to be spatially localized, topologically protected, charge neutral and
governed by exotic exchange statistics. Combined, all these properties render MZMs key components
in fault-tolerant quantum computations [92–94]. Moreover, the prospect of intrinsic topological superconductivity in FeTe$_{0.55}$Se$_{0.45}$ has paved the way for numerous proposals for achieving topological phases in FeSCs [95–100], but it has also motivated a search for topological phases in similar materials beyond the FeSCs, such as noncentrosymmetric superconductors [101] and magnetic materials. Cases similar to the later has been extensively studied in the past [102–125], since, in certain scenarios, magnetic textures can display all the necessary ingredients for a topological non-trivial phase. Once again the FeSCs appear as prime candidates, since they can display microscopic coexistence of magnetism and superconductivity [66,80–85].

From the above, it appears that multi-orbital systems offer a versatile platform for studying symmetry breaking phase transitions, e.g. nematic and superconducting order in FeSe, but also to study new topological phases generated from the interplay between the spontaneously generated order parameters, e.g. topological superconductivity induced by magnetic textures. In this respect, our starting point for this thesis is the many-body Hamiltonian in eqn. (3), however, for the purpose of studying the various effects addressed above, we perform a general mean-field (MF) decoupling in the particle-hole and particle-particle channels (for further details see app. 1.A) and arrive at the following Hamiltonian

$$H^{MF} = - \sum_{R,R'} c_{R_\mu}^\dagger \left( \hat{\sigma}_{R_\nu R_\mu}^{\hat{\beta}} + \mu_0 \delta_{R_\mu R_\nu} \delta_{R_\beta R_\delta} \right) c_{R'_\nu} + \sum_{R,R'} c_{R_\mu}^\dagger \left( [N_{R_\mu}]^{\hat{\alpha}} \delta_{R_\nu R_\mu} + [N_{R_\nu R_\mu}]^{\hat{\alpha}} \right) c_{R'_\nu}$$

$$+ \frac{1}{2} \sum_{R,R'} \left( \hat{\sigma}_{R_\mu R_\nu}^{\hat{\beta}} \right) c_{R'_\nu} + \text{h.c.} + \text{const.} \quad (4)$$

where we introduced the direct and exchange fields $[N_{R_\mu}]^{\hat{\alpha}}$ and $[N_{R_\nu R_\mu}]^{\hat{\alpha}}$, respectively, and the superconducting order parameter $[\Delta_{R_\mu R_\nu}]^{\hat{\alpha}}$. In general, these fields can be non-zero, depending on the specifics of the system, and potentially lead to a less symmetrical system, i.e. a spontaneous symmetry breaking. We argue that the above Hamiltonian is the most general form of the class of Hamiltonians we wish to study, since the density fields, depending on the interaction potential, can give rise to magnetic order, band renormalizing terms, electronic nematic order and so much more, making it the perfect starting point for this thesis. We will thus henceforth refer to $H^{MF}$ as the prototypical Hamiltonian, as we will study various cases of it in the upcoming chapters. In particular, we focus our study on nematic order in FeSe, and topological superconductivity in multi-orbital systems induced by magnetic textures.
Thesis Outline

This thesis mainly revolves around the nematic and topological superconducting phases of the prototypical Hamiltonian in eqn. (4), and is bisected accordingly into the following parts

I Nematic and Superconducting Phases of Multi-Orbital Systems

This part of the thesis commences with an introductory chapter, chap. 1, on all the relevant symmetry tools and types of symmetries, i.e. non-spatial symmetries and (non)symmorphic space groups, relevant throughout this work. In chap. 2 we proceed and make use of these tools, by studying the effects of disorder in systems close to an electronic nematic instability. Previous studies have shown that nearest-neighbor (NN) Coulomb interactions can generate intra-orbital nematic order in mono-layer FeSe [126, 127]. This specific type of nematic order is directly applicable to the phenomenological theory parts of chap. 2. Lastly, in chap. 3 we perform a thorough case study of nematic order generated by NN interactions in bulk FeSe, and its consequences on the spin susceptibility and superconducting order parameter. We find two consecutive phase transitions, with the low-temperature order being of an inter-orbital nematic type. From this newly established nematic phase, we calculate the spin susceptibility and leading gap structure by including additional self-energy effects, and try to reconcile these with experimental findings.

II Topological Phases of Multi-Orbital Systems

This part of the thesis relies on the topological symmetry classification scheme, based on a generalization of the three non-spatial symmetries discussed in chap. 1. In chap. 4 we make use of this classification scheme, by employing it on systems with singular vortices in magnetic textures which either coexisting or in proximity to a nodal superconductors. We study a paradigmatic continuum model, calculate the associated topological invariants, and confirm our findings through numerical calculations. Furthermore, in chap. 5 we perform an extensive topological symmetry classification of topological superconductivity induced by magnetic textures, in the absence of singular defects. We find the underlying symmetry of the magnetic texture and superconducting gap to play an essential role in the classification. In the last chapter, titled Conclusions and Outlook, we finally present our conclusions and suggestions for future directions.

Note lastly that this thesis by no means is a monograph, and is thus primarily based on my manuscripts and published papers, as indicated by the infoboxes in the upcoming chapters. The manuscripts and papers have unavoidably been subjected to minor modifications and changes, in order to fit the format and overall narrative of this thesis.
Part I

Nematic and Superconducting Phases of Multi-Orbital Systems
As it was already pointed out in the introductory chapter of this thesis, the concept of symmetries plays a fundamental role in not only condensed matter physics, but physics in general. Throughout time it has cemented its importance by revealing fundamental concepts in physics, such as conservation laws [142], identification of fundamental particles in relativistic quantum mechanics [143] and spin statistics in quantum mechanics [144], just to name a few. In addition to these, symmetries also serve as useful tools for reducing the complexity of a given calculation, allow us to study symmetry-equivalent systems phenomenologically, to identify symmetry-allowed terms in a given Hamiltonian, and so much more. We will therefore in this chapter introduce the here-relevant symmetries and symmetry-related tools, employed throughout the upcoming chapters. Note that this chapter is mainly based on textbooks, and can thus be skipped by the seasoned reader.

We set out to study the symmetries of the prototypical Hamiltonain presented in eqn. (4), and we will therefore focus our discussion on Hamiltonians bilinear in fermionic operators. Instead of disclosing only the symmetry aspects of eqn. (4), we extend our study to the more generalized version of the Hamiltonian, namely

\[ H = H_{\text{norm}} + H_{\text{anom}} = \sum_{i,j} c_i^\dagger H_{ij} c_j + \frac{1}{2} \sum_{i,j} \left( c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right), \]  

(1.1)
where $H_{ij}$ are matrix elements of the single-particle Hamiltonian $H$, while $A_{ij}$ describes the anomalous terms arising in e.g. the mean-field theory of superconductors. The above form of $H$, besides being more general, also greatly simplifies the notation in the upcoming sections and can at any time be mapped to eqn. (4) by identifying the indices $i, j$ with the appropriate electronic degrees of freedom, e.g. $i = \{R\mu\sigma\}$. In general, a Hamiltonian is said to display the symmetry $O$, if the commutation relation $[H, O] = 0$ is satisfied. Here $O$ refers to a general symmetry operator, i.e. either a linear and unitary, or antilinear and antunitary operator acting on the Hilbert space $[129, 130]$. We denote the former by $U$, while the latter can be represented as $A = UA_K$, where $UA$ is the unitary part of $A$, while $K$ is the action of complex conjugation. In the upcoming sections, we will focus on symmetry properties of the normal state Hamiltonian $H_{\text{norm}}$, while app. 1.B is devoted to the anomalous terms $A_{ij}$ entering in $H_{\text{anom}}$. These terms have to be treated more carefully, since they are not simply matrix elements of some single-particle operator $A_{ij} \neq \langle i | A | j \rangle$, where $\{i\}$ is the set of single-particle basis states generated from the vacuum $c_i^\dagger |0\rangle$. Furthermore, in app. 1.B we also employ the BdG formalism, and introduce a convenient spinor to facilitate a more transparent symmetry study of a Hamiltonian containing both $H_{ij}$ and $A_{ij}$, which will come in handy in part II of this thesis. Lastly, before proceeding, we want to emphasize that on the single-particle level, it is well-known that $H$ can be represented as a matrix, denoted here by $D[H]$, with the matrix elements $D_i^j[H] = \langle i | H | j \rangle$.

The remainder of this chapter is organized as follows. In sec. 1.1 we discuss the so-called non-spatial symmetries, which play a fundamental role in the topological symmetry classification scheme. Then, in sec. 1.2 we introduce and discuss the more familiar set of spatial symmetries, and some of their group-related properties.

### 1.1 Non-Spatial Symmetries

The set of non-spatial symmetries, as the name indicates, are symmetry operations that leave the real space lattice vector $R$ invariant, specifically

$$OR = R, \quad \text{thus} \quad O \in \text{Non-spatial symmetry}. \quad (1.2)$$

As a consequence of the above, these symmetries are often treated on a more fundamental level, since they do not rely on the formation of an underlying periodic lattice potential, and can generally also be present in completely disordered systems. In fact, non-spatial symmetries are the fundamental elements of the topological symmetry classification $[24–26]$, which we will employ in part II of this thesis. Related to the topological properties, these symmetries also reveal general properties and symmetry-protected degeneracies of the energy spectrum, that can be utilized to simplify various calculations. In the upcoming we will discuss three essential physical realizations of non-spatial symmetries, namely time reversal $T$, charge conjugation $C$ and chiral symmetry $S$.

### Time Reversal Symmetry

The action of time reversal $T$, also referred to as the reversal of motion $[129, 130, 136]$, inverts the sign of the time coordinate $t \rightarrow -t$. In Newtonian mechanics this obviously leaves the equations of motion invariant in the absence of dissipative forces, allowing for simultaneous solutions with opposite time coordinates $[145]$. In quantum mechanics, however, the dynamics are described by the
Schrödinger equation, a linear differential equation in time, implying that the action of $t \rightarrow -t$ alone does not suffice. Nonetheless, by considering the canonical commutation relation between position and momentum, combined with the action of time reversal on $t$ and $r$, it is straightforward to show that $T$ must be anti-unitary in the quantum mechanical description, since

$$T[r, p]T^{-1} = -[r, p] = TiT^{-1},$$

thus $T = UTK$.\ (1.3)

After having established the anti-unitarity of $T$, we can now proceed and see how $T$ affects the normal part of the Hamiltonian in eqn. (1.1). In order to do so, we first need to consider how the fermionic operators $c_i$ transform under time reversal. Since the reversal of time is only expected to alter the electronic degrees of freedom, i.e. momentum, spin etc., we expect the following general transformation [25, 26, 146, 147]

$$Tc_i T^{-1} = \sum_j \langle i| U_T^\dagger |j\rangle c_j,$$

and $Tc_i^\dagger T^{-1} = \sum_j \langle j| U_T^- |i\rangle c_j$.\ (1.4)

By implementing the above, we find that $H_{\text{norm}}$ is time-reversal invariant if the following is satisfied

$$H_{\text{norm}} = TH_{\text{norm}}T^{-1} = \sum_{l, i, j, k} c_i^\dagger \langle i| U_T^\dagger |j\rangle \langle j| H |k\rangle c_k,$$

$$\Rightarrow D[H] = D[U_T]D^T[H]D^\dagger [U_T].$$

Thus, on the single-particle level time reversal is nothing but a transposition of $D[H]$, followed by a unitary transformation. The fact that $T$ commutes with the Hamiltonian, hints at the possibility of symmetry-protected degeneracies. However, since $T$ is anti-unitary, the conventional representation theory does not hold, and one needs to adopt the so-called co-representation [34, 129, 130, 148–150].

Leaving aside the symmetry-protected degeneracies for sec. 1.2, we can still conclude this paragraph with the general relation between time-reversal-related eigenstates of $H$, namely that these have the same eigenenergies

$$H|\alpha\rangle = E\alpha|\alpha\rangle,$$

$$HT|\alpha\rangle = TH|\alpha\rangle = E\alpha T|\alpha\rangle.\ \ (1.6)$$

**Charge Conjugation Symmetry**

Another important non-spatial symmetry is charge conjugation, also referred to as particle-hole symmetry in condensed matter physics. The role of this symmetry is to interchange particles with their corresponding anti-particles, thus manifesting itself by swapping creation and annihilation operators, in the following way [26, 146, 147]

$$Cc_i C^{-1} = \sum_j c_j^\dagger \langle j| U_C^\dagger |i\rangle,$$

and $Cc_i^\dagger C^{-1} = \sum_j \langle i| U_C^\dagger |j\rangle c_j$.\ (1.7)

While the above bear similarities with the transformation of the fermionic operators under $T$, the crucial distinct is that $C$ is unitary $C = U_C$, which can be shown by applying $C$ to the canonical commutation relation between position and momentum. Ultimately, this leads to the following relation for $C$-symmetric systems

$$H_{\text{norm}} = CH_{\text{norm}}C^{-1} = -\sum_{l, i, j, k} c_i^\dagger \langle k| U_C^\dagger |j\rangle \langle j| H |i\rangle^* \langle i| U_C^\dagger |l\rangle c_l + \sum_i \langle i| H |i\rangle,$$

$$\Rightarrow D[H] = -D[U_C]D^T[H]D^\dagger [U_C].\ \ (1.8)$$
Surprisingly, in the single-particle representation we conclude that $C$ effectively acts as an anti-unitary operator $C \rightarrow D[U_C]K$, as a consequence of fermionic statistics. Furthermore, we conclude that the single-particle Hamiltonian $D[H]$ is charge-conjugation symmetric, if $D[H]$ anti-commutes with $D[U_C]K$. The latter puts the constraint on the energy spectrum, that every energy comes in pairs $\pm E_\alpha$, since the charge conjugation related eigenstates $\{ |\alpha \rangle, C|\alpha \rangle \} $ of $H$ have the following eigenequations
\[
H|\alpha \rangle = E_\alpha |\alpha \rangle, \quad HC|\alpha \rangle = -CH|\alpha \rangle = -E_\alpha C|\alpha \rangle.
\] (1.9)

Chiral Symmetry

If both $T$ and $C$ are symmetries of the Hamiltonian $H_{\text{norm}}$, then their product $S = CT$ must also be a symmetry $[H_{\text{norm}}, S] = C[H_{\text{norm}}, T] + [H_{\text{norm}}, C]T = 0$. Note that this commutation relation can alternatively be written in terms of anticommutators $[H_{\text{norm}}, S] = \{ H_{\text{norm}}, C \} T - C \{ H_{\text{norm}}, T \}$, implying that if both $T$ and $C$ is broken, then the system can in fact still exhibit the symmetry $S$. In the topological symmetry classification community $S$ is termed the chiral symmetry, while in molecular electronics it is often referred to as the sub-lattice symmetry, since it naturally appears in alternant/bipartite molecules [151–153], e.g. in the Su-Schrieffer-Heeger model [10]. By straightforwardly inferring the results for $T$ and $C$, we get that the fermionic operators are transformed by $S$ in the following way
\[
S c_i S^{-1} = \sum_{j,l} \langle i| U_T^\dagger |j \rangle \langle l | U_C^\dagger |j \rangle^* c_j^l, \quad \text{and} \quad S c_i^\dagger S^{-1} = \sum_{j,l} c_j^l \langle j| U_C^\dagger |l \rangle \langle j | U_T^\dagger |l \rangle^*,
\] (1.10)
which leads to the following criteria for $H_{\text{norm}}$ to display the symmetry $S$
\[
H_{\text{norm}} = SH_{\text{norm}}S^{-1} = -\sum_{i,j,k} c_k^l \langle k| U_S^\dagger |j \rangle \langle j | H |l \rangle \langle i | U_S^\dagger |i \rangle c_i^l + \sum_i \langle i | H |i \rangle,
\] (1.11)

Hence, in the single-particle representation $S$ simply acts a unitary operator $D[U_S^\dagger] = D[U_C]D^*[U_T^\dagger]$, and is only a symmetry of $H_{\text{norm}}$ if it anticommutes with the single-particle Hamiltonian $H$. Similar to the charge conjugation symmetry, $S$ also leads to an energy spectrum where for every eigenenergy $E_\alpha$ there is a state with energy $-E_\alpha$, as seen from the simple relations
\[
H|\alpha \rangle = E_\alpha |\alpha \rangle, \quad HS|\alpha \rangle = -SH|\alpha \rangle = -E_\alpha S|\alpha \rangle.
\] (1.12)

Although this energy relation shares similarities with the one for $C$-symmetric systems in eqn. (1.9), we note the major distinction that $S$ is unitary in the single-particle representation, while $C$ is anti-unitary. This distinction allows us to pick a basis for which $S$ is diagonal and $H$ is off-diagonal, as a consequence of the anti-commutation relation $\{ H, S \} = 0$. This off-diagonal structure of $H$ can then be utilized for calculating the so-called topological winding number [26], see chap. 4 and 5, but also to predict chiral symmetry-protected zero-energy states [151,153–155].

1.2 Spatial Symmetries

Now we turn our attention to the probably more familiar class of symmetries, namely the spatial symmetries. Such symmetries, in contrast to their non-spatial counterparts discussed in sec. 1.1, will
in general transforms the real space lattice vector $\mathbf{R}$ in the following way

$$OR = g\mathbf{R} + \mathbf{t},$$

thus

$$O \in \text{Spatial symmetry}.$$  \hspace{1cm} (1.13)

We see that the operation of $O$ consecutively transforms the real space lattice vector under the action of $g$, an unitary or antiunitary operator, followed by a translation of $\mathbf{t}$. In order to emphasize this combination of $g$ and $\mathbf{t}$, it is often appropriate to adopt the more transparent Seitz notation $O = \{g | \mathbf{t}\}$.

In order to explore the consequences of spatial symmetries, we must first pin down how these transform the Hamiltonian in question, specifically we need to consider the operation of $O$ on the fermionic operators. In the case of a unitary spatial operator $O = U$, we get the following transformations

$$Uc_iU^{-1} = \sum_j \langle i | U^\dagger | j \rangle c_j,$$

and

$$Uc_i^\dagger U^{-1} = \sum_j c_j^\dagger \langle j | U | i \rangle,$$  \hspace{1cm} (1.14)

which readily leads to

$$H_{\text{norm}} = UH_{\text{norm}}U^{-1} = \sum_{l,i} \sum_{j,k} c_i^\dagger \langle l | U^\dagger | i \rangle \langle i | \mathcal{H} | j \rangle \langle j | U^\dagger | k \rangle c_k,$$ \hspace{1cm} \Rightarrow \hspace{1cm} D[\mathcal{H}] = D[U]D[\mathcal{H}]D^\dagger[U].$$  \hspace{1cm} (1.15)

As expected, the action of $U$ on the single-particle level, is nothing but an unitary transformation of $\mathcal{H}$. Now, applying the same logic for a spatial antiunitary operator $O = A = U_AK$, we arrive at the familiar relation

$$H_{\text{norm}} = AH_{\text{norm}}A^{-1} = \sum_{l,i} \sum_{j,k} c_i^\dagger \langle l | U_A^\dagger | i \rangle \langle i | \mathcal{H} | j \rangle \langle j | U_A | k \rangle c_k,$$  \hspace{1cm} (1.16)

\Rightarrow \hspace{1cm} D[\mathcal{H}] = D[U_A]D^\dagger[\mathcal{H}]D^\dagger[U_A],

akin to the action of time-reversal on $D[\mathcal{H}]$, cf. eqn. (1.5), with the distinction that $T$ leaves the real space lattice vector invariant, while $A$ is a spatial symmetry. In fact, the similarities between $T$ and the antiunitary spatial symmetry operator $A$ stem from the fact that in physical systems, specifically magnetic materials, $A$ generally consist of a spatial unitary operator $U$ combined with $T$, i.e. $A = UT = UUTK \equiv U_AK$.

In general, the Hamiltonian $H_{\text{norm}}$ will not only be left invariant under a single spatial symmetry $O$, but a whole set, denoted here $\mathcal{O} = \{O_0, O_1, \ldots O_{N-1}\}$, with each individual symmetry operation being either unitary or antiunitary, depending on the system in question. In addition, these $N$ symmetry operations must be interrelated, since $[H, O_m] = [H, O_n] = [H, O_mO_n] = O_m[H, O_n] + [H, O_m]O_n = 0$, i.e. if $O_m, O_n \in \mathcal{O}$ then their product must also be contained in the set, $O_mO_n \in \mathcal{O}$. Consequently, all this hints at the fact that spatial symmetries form finite groups. Now, for us to gain deeper insight into the consequences of spatial symmetries, we will in the following discuss essential properties of finite groups and representation theory, which we will use extensively throughout this thesis. Note that the following by no means serves as a stand-alone introduction to finite groups, and should be complemented by various books and lecture notes on the topic, e.g. refs. [129–135, 137–139].

**Properties of Finite Groups and Representation Theory**

A collection of elements $\mathcal{O} = \{O_0, O_1, \ldots O_{N-1}\}$ is said to form a group of order $N$, when the following four postulates are satisfied
• The group is stable, i.e. the product of any two elements of the group $O_mO_n = O_p$ is itself contained in the group, $\{O_m, O_n, O_p\} \in \mathcal{O}$.

• The associative law is true, $O_m(O_nO_p) = (O_mO_n)O_p$ for $\{O_m, O_n, O_p\} \in \mathcal{O}$.

• The set $\mathcal{O}$ has an identity element $E$, often defined as the first element of the group $O_0 \equiv E$, which commutes with any other element of the group, $[E, O] = 0$ for all $O \in \mathcal{O}$.

• For every element $O \in \mathcal{O}$, there exists an inverse element $O^{-1}$ such that $O^{-1}O = OO^{-1} = E$.

Following the above definitions, various properties and aspects of finite groups can be derived. While a complete and in-depth study of group theory is beyond the scope of this thesis, we still define and derive some key aspects which we will use in the upcoming chapters. Once more, we refer the interested reader to various books and lecture notes on the topic, see for example refs. [129–135, 137–139].

The stable group postulate allows us to define a multiplication table for the group, i.e. a table relating the products of elements to other elements of the group. Not only does this table allow one to replace the consecutive operation of two elements with a single element, thus simplifying the operation, it also reveals whether the elements of the group commute, $[O_m, O_n] = 0$ for $O_m, O_n \in \mathcal{O}$. A group where all elements commute is called Abelian. In table 1.1 we show a simple example of a multiplication table for the group $\{E, U_1\}$, which is clearly Abelian due to the group postulate that $[E, O] = 0$ for all $O \in \mathcal{O}$. More importantly, the multiplication table can also be used to identify whether there exists a correspondence between elements of two distinct groups $\mathcal{O}$ and $\mathcal{O}'$. Specifically, if $\mathcal{O}$ and $\mathcal{O}'$ have the same multiplication table, then the two are said to be isomorphic, and the groups are thus equivalent in a symmetry perspective.

The same principles apply in defining a representation of the group $\mathcal{O}$. For simplicity, we assume in the following that all elements of $\mathcal{O}$ are unitary $O = U$. In the end of this sections, we take into account the consequences of antiunitary elements in $\mathcal{O}$. Per definition, a faithful representation of an abstract group $\mathcal{O}$ is a substitution group, with an isomorphic correspondence between the two groups. Specifically we must have the following correspondence

$$U_m \mapsto D[U_m], \quad U_n \mapsto D[U_n], \quad \text{and} \quad D[U_n]D[U_m] = D[U_nU_m],$$

(1.17)

where $D[U_m]$ is some matrix representation of the group element $U_m$. One could, for example, identify the matrix elements of the representation as $D[U_m]_{ij} = \langle i|U_m|j \rangle$, for which we immediately observe from eqns. (1.14–1.16), that the matrix representation of the group elements plays an indispensable role in the classification of the prototypical Hamiltonian in eqn. (1.1). However, matrix representations are not uniquely defined, since one can either combine two representations into one $D[U_m] \oplus D'[U_m]$, or simply rewrite the matrix in a different basis $UD[U_m]U^{-1}$. To overcome this ambiguity, it is customary to consider instead the irreducible representations (IRs) $D^\Gamma[U_m]$, which are matrices that cannot be brought on a block diagonal form by any basis transformations. In other words, IRs are matrix representations with the lowest possible dimensionality. Still, this does not take care of the ambiguity with regards to the basis dependence of the representations. To sort out this issue, it is natural to introduce a basis independent quantity, namely the character of the IRs. Now, the character $X^\Gamma[U_m]$ is nothing but the trace of the IRs, and is uniquely defined as

$$X^\Gamma[U_m] = \sum_i D^\Gamma[U_m]_{ii} = \text{tr}D^\Gamma[U_m].$$

(1.18)
1.2. Spatial Symmetries

<table>
<thead>
<tr>
<th>Multiplication table</th>
<th>Character table</th>
</tr>
</thead>
<tbody>
<tr>
<td>.</td>
<td>E</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>U_1</td>
<td>U_1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E</th>
<th>U_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 1.1: Example of multiplication and character table for the group \(\{E, U_1\}\). The multiplication table shows how two elements are combined into a single element, while the character table lists the characters for the two IRs labeled by \(\Gamma_1\) and \(\Gamma_2\). The group is Abelian, and, as a consequence, all the IRs are one-dimensional, thus the character coincides with the IRs \(X^{\Gamma_i}[O_m] = D^{\Gamma_i}[O_m]\). Note that in the last column of the character table we list the basis functions \(f^{\Gamma_i}(r)\), that can be used either to generate the IRs of the group, if these are not known, or to project out IRs of some arbitrary function.

The actual task of determining the IRs, and their belonging characters for a given group \(O\), can be a demanding chore. Conveniently, the characters for all the relevant groups considered in this thesis, have already been tabulated in the literature and online, see e.g. [134,156–159,159,160]. Had this not been the case, one would have to derive the characters of the group by employing various versions of the so-called “Wonderful Orthogonality Theorem”

\[
\frac{1}{N} \sum_m D^\Gamma[U_m]^{ij} D^{\Gamma'}[U_m^{-1}]^{j'i'} = \delta_{i,i'} \delta_{j,j'} \delta_{\Gamma,\Gamma'}/\ell_{\Gamma},
\]

(1.19)

where \(\ell_{\Gamma}\) is the dimensionality of the IR \(D^\Gamma[U_m]\). For a step-by-step guide in generating all the characters for a finite group, see chap. 3.8 in ref. [134]. Alternatively, see chap. 2.4 in ref. [128] for an example of this guide used in practice.

In table 1.1 we show an example of how the characters usually are tabulated in the literature. In addition to the characters of the group, the tables generally also display the basis functions \(f^{\Gamma_i}(r)\), see last column in table 1.1, which act as basis vectors of the IRs \(D^\Gamma[U]\) for all \(U \in O\). For convenience, let us in the following denote these basis functions as states, in the following way \(f^{\Gamma_i}(r) \sim |\Gamma, i\rangle\), where the index \(i = 1, \ldots, \ell_{\Gamma}\) labels the number of basis vectors for the given IR. Had the IR for example been a \(2 \times 2\) matrix (\(\ell_{\Gamma} = 2\)), then \(i = 1, 2\), whereas for 1D IRs \(i = 1\) and is often not written explicitly, similar to those listed in table 1.1. With these basis vectors at hand, we can readily generate all the IRs \(D^\Gamma[U_m]\), through the following

\[
U_m|\Gamma, j\rangle = \sum_{\Gamma'} \sum_i |\Gamma', i\rangle \langle \Gamma', i|U_m|\Gamma, j\rangle = \sum_i D^\Gamma[U_m]^{ij}|\Gamma, i\rangle.
\]

(1.20)

Note that the basis states \(|\Gamma, i\rangle\) should in general not be confused with the single particle basis states \(|i\rangle\). We thus see from the above, that one can easily acquire the characters and the IRs, simply by considering the already tabulated character table of the group in question.

Now, to make use of the IRs and basis vectors, we point out yet another powerful application in the language of point group theory, namely that the basis vectors \(|\Gamma, i\rangle\) can be used to to project out IRs of an arbitrary function \(F\). To facilitate this, let us in the following consider the general function
Thus, any eigenstate can simply be labeled by the IR and the belonging component

\[ F = \sum_{\Gamma} \sum_{i} a_{\Gamma,i} |\Gamma, i\rangle, \quad (1.21) \]

with \(a_{\Gamma,i}\) being expansion coefficients. We define the operator \(P^F_i\), which projects out the basis vector \(|\Gamma, i\rangle\), and can be proven to take the form [134]

\[ P^F_i = \sum_{m} (D^F[U_m]^{ij})^* U_m. \quad (1.22) \]

Now, by acting with \(P^F_i\) on \(F\), we straightforwardly get

\[ P^F_i F = \sum_{m} \sum_{\Gamma,j} \sum_{l} a_{\Gamma,j}|\Gamma', l\rangle (D^F[U_m]^{ij})^* D^{F^*}[U_m]^{lj} = a_{\Gamma,i}|\Gamma, i\rangle, \quad (1.23) \]

where we made use of eqn.(1.20) and the “Wonderful Orthogonality Theorem”. If the basis vectors are properly normalized, one can extract the expansion coefficients through the simple relation \(|\Gamma, i\rangle = P^F_i F = a_{\Gamma,i} |\Gamma, i\rangle\) to hold true for basis vectors belonging to one-dimensional IRs, while basis vectors for multi-dimensional IRs fulfill the latter, as can be seen from the action of \(U_m\) on the basis vectors

\[ U_m|\Gamma, i\rangle = \sum_{j} D^F[U_m]^{ij}|\Gamma, j\rangle \equiv X^F[U_m]|\Gamma, i\rangle, \quad (1.26) \]

Thus, any eigenstate can simply be labeled by the IR and the belonging component \(i = 1 \ldots \ell_F\), i.e. \(|\alpha\rangle = |\Gamma, i\rangle\). Recall that \(i\) labels the \(\ell_F\) basis vectors belonging to a \(\ell_F\)-dimensional IR. This further
indicates that \( \ell \)-dimensional IRs generally will lead to \( \ell \)-fold symmetry-protected degeneracies in the energy spectrum. Moreover, the above informs us that we can block diagonalize a Hamiltonian into blocks labeled by the IRs of the group, which proofs useful when considering the IRs of the translation subgroup of space groups, but also in classifying topological systems in the presence of symmetries, see chap.5.

To conclude this rather technical section, we want lastly to address the consequences when antiunitary elements \( A_m \) are present in the group \( \mathcal{O} \). Such groups are called magnetic groups, and contain equal parts unitary and antiunitary elements \( \mathcal{O} = \{ U_0, U_1, \ldots, U_{N/2}, A_{N/2+1}, \ldots, A_N \} \equiv \mathcal{M} \), since the unitary elements \( \mathcal{U} = \{ U_0, U_1, \ldots, U_{N/2} \} \) form a self-conjugate subgroup of index 2. In fact, any magnetic group \( \mathcal{M} \) can be rewritten in terms of the right coset \( M = U + UA \), where \( A \) is some antiunitary element in \( \mathcal{M} \) [149].

Now, since \( \mathcal{U} \) is a unitary subgroup of \( \mathcal{M} \), we can simply adopt the unitary IR \( D^U[U_m] \), as discussed in the above paragraphs, for the elements in \( \mathcal{U} \). However, the presence of the antiunitary element \( A \), tells us that we need to extend this representation to also include the basis states \( A|\Gamma,i\rangle \). For this extended basis, we find the following transformation rules

\[
U_m|\Gamma,i\rangle = \sum_i |\Gamma,i\rangle\langle\Gamma,i|U_m|\Gamma,j\rangle = \sum_i D^U[U_m]^{ij}|\Gamma,i\rangle,
\]

\[
U_mA|\Gamma,i\rangle = \sum_i A|\Gamma,i\rangle\langle\Gamma,i|A^{-1}U_mA|\Gamma,j\rangle = \sum_i (D^U[A^{-1}U_mA]^{ij})^*A|\Gamma,i\rangle.
\]  

(1.27)

Note that \( D^U[A^{-1}U_mA] \) is in fact an unitary IR since \( A^{-1}U_mA \in \mathcal{U} \). Applying the same principle to antiunitary elements \( B_m \in \mathcal{U}A \), we end up with the following unitary representation of the magnetic group \( \mathcal{M} \) in the extended basis \( \{ |\Gamma,i\rangle, A|\Gamma,i\rangle \} \)

\[
D[U_m] = \begin{pmatrix}
D^U[U_m] & 0 \\
0 & (D^U[A^{-1}U_mA])^*
\end{pmatrix}, \quad D[B_m] = \begin{pmatrix}
0 & D^U[B_mA]^* \\
(D^U[A^{-1}B_mA])^* & 0
\end{pmatrix},
\]  

(1.28)

with \( A^{-1}B_mA, B_mA \in \mathcal{U} \). We have thus accomplished to constructed a representation \( D \) for all elements in \( \mathcal{M} \), consisting solely of unitary IRs \( D^U[U] \) for \( U \in \mathcal{U} \). Although \( D \) appears as yet another representation, we find that it does not conserve the conventional multiplication rule, see eqn. (1.17), and we find instead

\[
D[U_m]D[U_n] = D[U_mU_n], \quad D[U_m]D[B_n] = D[U_mB_n],
\]

\[
D[B_m]D[U_n]^* = D[B_mB_n], \quad D[B_m]D[B_n]^* = D[B_mB_n].
\]  

(1.29)

A representation with the above multiplication is referred to as a co-representation [34, 129, 130, 148–150], and is in general reducible, similar to its conventional counterpart \( D \). We therefore seek to determine the irreducible co-representations, i.e. matrices in the extended basis \( \{ |\Gamma,i\rangle, A|\Gamma,i\rangle \} \) with the lowest possible dimensionality. In order to do so, we first and foremost need to identify which of the following three cases \( D \) belongs to

\[
\frac{2}{N} \sum_{m \in \mathcal{M}} X^U[B_m^2] = \begin{cases}
1 & \text{Case (a): } D \text{ is reducible} \\
-1 & \text{Case (b): } D \text{ is irreducible} \\
0 & \text{Case (c): } D \text{ is irreducible}
\end{cases}
\]  

(1.30)
where $B^2 \in U$ and $\Gamma$ labels the unitary IR $D^F[U]$ for $U \in U$. The above is sometimes called the modified Forbenius-Schur indicator, or the Dimmock and Wheeler test, based on their founding studies [148,161], although the specific form of the above was derived by C. J. Bradley and B. L. Davies [149]. For the well-known case where $A = T$, we retrieve the usual Herring rule [162], which leads to the well-known Kramers degeneracy for particles with half-integer spin.

By not being concerned with the explicit matrix structure of the irreducible co-representations, we can conclude how the three distinct cases in eqn.(1.30) modifies the energy spectrum, compared to that of the conventional IR $D^F$. In case (a), $\mathcal{D}$ is reducible, and thus retrieves the same matrix dimensions as $D^F$, i.e. no extra degeneracies in the spectrum. In contrast, for case (b), $\mathcal{D}$ is irreducible, meaning that the irreducible co-representation must be a $2\ell_\Gamma \times 2\ell_\Gamma$ matrix, where $\ell_\Gamma$ is the matrix dimension of $D^F$. This ultimately leads to a $2\ell_\Gamma$-fold protected degeneracy in the energy spectrum, in contrast to a $\ell_\Gamma$-fold degeneracy for the usual IR. Lastly, for case (c), $\mathcal{D}$ is also irreducible, thus leading to a $2\ell_\Gamma$-fold degeneracy in the energy spectrum, similar to case (b). The difference here, however, is the fact that the irreducible co-representation now combines two IRs $D^F$ and $D^F'$ into a single irreducible co-representation, for further details see ref. [149]. Nonetheless, as we stated above, we are not concerned with the explicit form of the irreducible co-representations, only how these can affect the energy spectrum, thus, case (c) effectively lead to the same conclusion as in (b).

From the above, it is evident that antiunitary elements in $\mathcal{O}$, generally call for an extended representation, the so-called co-representation, which can ultimately lead to additional degeneracies in the energy spectrum. In this regard, the modified Forbenius-Schur indicator in eqn.1.30 should be consulted anytime the group is of the magnetic kind. In fact, in chap.5 we will encounter several antiunitary symmetry elements, as a consequence of the various magnetic textures studied in that chapter, which lead to symmetry-protected degeneracies in the magnetic BZ. Before closing this section, let us exemplify the above by considering a system left invariant under the symmetry elements of the magnetic group $\{E, U_1\} \otimes \{E, T\}$, i.e. the group of table.1.1 in the presence of time-reversal symmetry. By applying the Herring rule we find

$$\frac{2}{N} \sum_{B \in U} X^{F}[B^2] = \text{sgn}(T^2)$$

for $\Gamma_1$ and $\Gamma_2$, (1.31)

thus leading to a Kramers degeneracy for particles with half-integer spin ($T^2 = -1$). Strictly speaking, when considering a system of particles with half-integer spin, one needs to invoke the so-called double groups $\hat{\mathcal{O}}$. These groups arise because of the $4\pi$-rotation periodicity of half-integer spin particles, and consequently leads to a doubling of the number of group elements, compared to the single group $\mathcal{O}$, i.e. $\hat{\mathcal{O}} = \mathcal{O} + C_1\mathcal{O}$ where $C_1$ is a $2\pi$ rotation. This means that one needs to label the eigenstates of the system with respect to the IRs of the double group $\hat{\mathcal{O}}$. Nonetheless, observables $g$ do exhibit a $2\pi$-periodicity, $C_1 g C_1^{-1} = g$, and we can thus simply label these by the IRs of the normal group $\mathcal{O}$. For a further discussion on this, see for example chap.1, sec.2.2 in ref. [141].

Space Groups of Crystals

After having established the here-relevant properties and tools for finite groups, we can now go ahead and apply these to physical systems. With an eye to apply this theory on Hamiltonians describing

\footnote{We refer the interested reader to ref. [149] for examples on how to construct the explicit matrix form of the irreducible co-representations.}
electrons subjected to a crystalline lattice potential, we need to study the specific symmetry groups that leave the given crystal lattice invariant. Such groups are referred to as space groups $G$, and consist in general of both pure point group symmetries $\{G_i\ 0\}$, pure lattice translations $\{E\ |R\}$, and the so-called compound symmetries $\{G'_i\ |t_i\}$ where $t_i$ is a non-primitive lattice vector. Point group symmetries are operations leaving at least a single point fixed, such as $2\pi/n$ rotations $C_n$, reflections $\sigma$, inversion $I$, improper rotations $S_n$ and rotoinversions $IC_n$, while the compound symmetries $\{G'_i\ |t_i\}$ combine reflections (rotations) with non-primitive lattice translations, and is referred to as glide plane (screw axis) symmetries. Space groups are notoriously difficult to work with, since the order of the group $N$, i.e. the number of symmetry elements, is tremendously large $N = N(N_G + N_G')$, where $N \sim 10^{23}$ is the number of primitive unit cells of the crystal, and $N_G (N_G')$ is the number of pure point group (compound) symmetries $\{G_i\ 0\} (\{G'_i\ |t_i\})$.

To work around this issue, we first note that the pure translations $\{E\ |R\}$ constitute a self-conjugate subgroup of $G$, the so-called translation group $T$. Now, since $T$ is a subgroup, we can rewrite the space group in terms of the cosets

$$G = T\{G \ 0\} + T\{G' \ |t\}, \quad (1.32)$$

with $\{G \ 0\} = \{G_1 \ 0\}, \{G_2 \ 0\} \ldots \{G_{NG} \ 0\}$ and $\{G' \ |t\} = \{G'_1 \ |t_1\}, \{G'_2 \ |t_2\} \ldots \{G'_{NG'} \ |t_{NG'}\}$. Furthermore, we note that since $T$ is self-conjugate, the above cosets themselves form a group of order $N_G + N_G'$, the so-called factor group $G/\mathcal{T}$. This factor group, in return, is isomorphic to the point group $G + G'$, i.e. the group of pure point group and compound symmetries without translations. Thus, there exists a one-to-one correspondence between the elements of $G/\mathcal{T}$ and $G + G'$, and we have effectively reduced the number of elements from $N(N_G + N_G')$ to $N_G + N_G'$. For example, the nonsymmorphic space group for FeSe is $P4/nmm$, for which the factor group $(P4/nmm)/\mathcal{T}$ is isomorphic to the point group $D_{4h}$.

Space groups can be further divided into symmorphic and nonsymmorphic groups. In order to illustrate the distinction between the two, we first need to introduce the multiplication rule for the space group elements $\{g_i \ |t_i\}\{g_j \ |t_j\} = \{g_i g_j \ |t_i + g_j t_j\}$ and their inverse elements $\{g_i \ |t_i\}^{-1} = \{g_i^{-1} \ |-g_i^{-1} t_i\}$. Through these, we can emphasize the fact that any space group element is defined with respect to some coordinate system, which we can always translate to some other point in space, specifically

$$\{E \ |t\} \{G'_i \ |t_i\} \{E \ -t\} = \{G'_i \ |t_i + t - G'_i t\}. \quad (1.33)$$

From the above, we see that for some compound symmetries $\{G'_i \ |t_i\}$ we can potentially remove the translational part by choosing an appropriate real space coordinate system, and render the compound symmetry a simple point group element. For the above example, this would be the case for $t_i = G'_i t - t$.

In fact, for some space groups we can pick a coordinate system for which all compound symmetries become point group symmetries $\{G' \ |t\} \rightarrow \{G' \ 0\}$, such groups are the symmorphic space groups. On the other hand, groups containing at least a single compound symmetry, no matter the coordinate system, are the nonsymmorphic space groups. The convenient property of symmorphic space groups, although not apparent here, is that the coset representatives in eqn.(1.32) can be chosen to be solely point group symmetries, with the trade-off that the space group IRs, roughly speaking, are simple products of $\mathcal{T}$ IRs and $G + G'$ IRs [134].

Nature itself displays a total of 230 distinct non-magnetic space groups, whereof 73 are symmorphic and the remaining 157 are nonsymmorphic. In part I of this thesis, we exclusively encounter...
symmorphic non-magnetic space groups, which makes the IRs of the space groups particular simple, since we can consider the IRs of the translation group $\mathcal{T}$ and the point group $G + G'$ separately, as mentioned above. For nonsymmorphic symmetries, on the other hand, one needs to be more careful, since certain points in the BZ do not conserve the multiplication rule, see eqn. 1.17. To work around this issue, one need to employ the so-called Herring method [163], not to be confused with the Herring rule [162]. However, as already mentioned, we are only concerned with symmorphic space groups in this part of this thesis, and we thus refer the interested reader to various books on the subject, and the very detailed example in ref. [164] in the context of FeSe.

By extending the space groups to also include magnetic symmetries, i.e. antunitary symmetries, we get a total of 1,651 magnetic space groups $\mathcal{M}$, and 36 magnetic Bravais lattices. We will in fact encounter such nonsymmorphic magnetic space groups in chap. 5, when we perform the topological symmetry classification of magnetic textures. Nonetheless, since we are only concerned with the topological classification in that chapter, we shall not be concerned with the explicit IRs of $\mathcal{M}$. In fact, as we shall see, for 2D systems the nonsymmorphic symmetries are in general broken on all edges of the system, and can thus not lead to any symmetry-protected topological edge states [32].

**IRs of the Translation Group and Bloch’s Theorem**

The fact that the translation group $\mathcal{T}$ is a subgroup of a given space group $\mathcal{G}$, informs us that we can label the eigenstates $|\alpha\rangle$ of the Hamiltonian with respect to the IRs of $\mathcal{T}$, which in return allows us to diagonalize the Hamiltonian into blocks labeled by the corresponding IRs. Exactly this block diagonalization with respect to the IRs of $\mathcal{T}$ reduces the matrix representation of the single-particle Hamiltonian $D[H]$ from a $\ell N \times \ell N$ matrix, to $\ell$ individual $\ell \times \ell$ matrices, where $N$ is the number of primitive unit cells, and is the number of the remaining degrees of freedom, i.e. the number of spin projections, orbitals etc.

In order to find the IRs of $\mathcal{T}$, we first and foremost note that $\mathcal{T}$ is Abelian, i.e. all elements of the group commute

$$\{E|\mathbf{R}\} \{E|\mathbf{R'}\} = \{E|\mathbf{R'}\} \{E|\mathbf{R}\} = \{E|\mathbf{R} + \mathbf{R'}\},$$

(1.34)

which tells us that the IRs of $\mathcal{T}$ are all one-dimensional. From eqn. (1.26), we know that one-dimensional IRs coincide with their character, $D^T[U_m] \equiv X^T[U_m]$, and, more importantly, we also see that the problem of determining the IRs of $\mathcal{T}$, basically boils down to the following eigenproblem

$$\{E|\mathbf{R}\} |\Gamma\rangle = X^T[\{E|\mathbf{R}\}] |\Gamma\rangle.$$  

We thus simply need to determine the eigenvalues of all the operators contained in $\mathcal{T}$. In order to do so, we further note that any Bravais lattice vector can be written as a linear combination of the primitive lattice vectors $\mathbf{a}_i$, in the following way $\mathbf{R} = n_1 \mathbf{a}_1 + n_2 \mathbf{a}_2 + n_3 \mathbf{a}_3$, where $n_i$ are integers. The latter lets us rewrite $\{E|\mathbf{R}\} = \{E|n_1 \mathbf{a}_1\} \{E|n_2 \mathbf{a}_2\} \{E|n_3 \mathbf{a}_3\}$. Now, by considering each component separately, and assuming periodic boundary conditions, i.e. $\mathbf{R} + N_i \mathbf{a}_i \equiv \mathbf{R}$, where $N_i$ is the number of unit cells in the $i$th direction, we note the following relations

$$\{E|\mathbf{a}_i\}^{N_i} |\mathbf{R}\rangle = |\mathbf{R} + N_i \mathbf{a}_i\rangle \equiv |\mathbf{R}\rangle, \quad \Rightarrow \quad X^{n_i}[\{E|\mathbf{a}_i\}]= e^{i2\pi n_i/N_i},$$

(1.35)

thus the IRs are labeled by the integer $n_i = 0, 1, \ldots N_i - 1$, and is directly related to all translations along $\mathbf{a}_i$. In the field of condensed matter physics, it is common to instead label the IRs with the wave vector $k_i = 2\pi n_i \mathbf{a}_i/N_i$, which results in $X^{2\pi n_i/N_i}[\{E|\mathbf{a}_i\}]= \exp(ik_i \cdot \mathbf{a}_i)$. By including
translations in all three directions, we end up with the following IRs/characters labeled by the wave vector $k = k_1 + k_2 + k_3$

$$X^k | \{ E \cdot a_i \} \rangle = e^{ik \cdot a_i} \quad \{ E \cdot a_i \} | k \rangle = X^k | \{ E \cdot a_i \} \rangle | k \rangle = e^{ik \cdot a_i} | k \rangle,$$

(1.36)

where we introduced the basis functions $| \Gamma, i \rangle = | k \rangle$, and observe Bloch’s theorem in the latter equation.

As discussed above, it advantageous to rewrite the Hamiltonian $H_{\text{norm}}$ in terms of the basis functions $| k \rangle$. To see this, we will momentarily return to the full set of electronic degrees of freedom, namely $i = \{ R \bar{\mu} \}$, and perform the basis transformation of the fermionic operators

$$c_{R\bar{\mu}} = \sum_k \langle R | k \rangle c_{k\bar{\mu}}, \quad \text{and} \quad c_{R\bar{\mu}}^+ = \sum_k c_{k\bar{\mu}}^\dagger \langle k | R \rangle.$$

(1.37)

By directly inserting the above in $H_{\text{norm}}$, we arrive at

$$H_{\text{norm}} = \sum_{R, R'} \sum_{k, k'} \langle k | R \bar{\mu} | h | R' \bar{\nu} \rangle \langle R' | k' \rangle c_{k\bar{\mu}} c_{k'\bar{\nu}} = \sum_k \langle k | \bar{\mu} | h | k \rangle \langle k | \bar{\nu} \rangle c_{k\bar{\mu}} c_{k\bar{\nu}},$$

(1.38)

where we in the latter equality utilized the fact that $h$ commutes with the elements of $T$, and is therefore diagonal $\langle k' | h | k \rangle = \delta_{k, k'} h_k$. Alternatively, this can be see by identifying the matrix elements as plane waves $\langle R | k \rangle = \exp(ik \cdot R) / \sqrt{N}$ [136, 165], and perform the sums explicitly

$$\sum_{R, R'} \langle k | R \rangle \langle R \bar{\mu} | h | R' \bar{\nu} \rangle \langle R' | k' \rangle = \frac{1}{N} \sum_{R, R'} e^{-ik \cdot R} \langle R \bar{\mu} | h | R' \bar{\nu} \rangle \delta_{k, k'} \equiv \langle \bar{\mu} | h_{k, -k'} | \bar{\nu} \rangle / N,$$

(1.39)

where it is well-known that for translational invariant systems $\langle \bar{\mu} | h_{k, -k'} | \bar{\nu} \rangle = N \langle \bar{\mu} | h_k | \bar{\nu} \rangle \delta_{k, -k'}$ [165]. We have thus accomplished to reduce a $\ell N \times \ell N$ matrix $D[h]$, into $N$ individual $\ell \times \ell$ matrices $D[h_k]$. Note that here, $D$ is the representation in combined spin and orbital space.

Running through the various symmetry transformation detailed in the previous sections of this chapter, we see that $D[h_k]$ has to satisfy the following relations in order to display the non-spatial symmetries

$$T : \quad D[h_k] = D[U_T] D^T[h_{-k}] D^T[U_T],$$

$$C : \quad D[h_k] = -D[U_C] D^T[h_{-k}] D^T[U_C],$$

$$S : \quad D[h_k] = -D[U_S] D[h_{-k}] D^T[U_S],$$

(1.40)

and similarly for the spatial symmetries

$$U : \quad D[h_k] = D[U] D[h_{U^{-1}k}] D^T[U],$$

$$A : \quad D[h_k] = D[U_A] D^T[h_{A^{-1}k}] D^T[U_A],$$

(1.41)

where we in the last two relations only focused on point group symmetry elements. From the above transformations, it is clear that symmetries in general take $k$ and map it to some other wave vector $k'$, such a collection of wave vectors are referred to as the star of $k$. In contrast, some symmetries map $k$ onto itself modulo reciprocal lattice vectors, at specific points in the BZ. A collection of such symmetries is called the group of the wave vector $k$. Special for the group of the wave vector $k$, as we shall see in chap. 5, is that we can further block diagonalize $D[h_k]$ with respect to these symmetries.

At this point we end our general discussion about symmetries in multi-orbital systems, since we have acquired all the necessary tools for the upcoming chapters, which are primarily based on manuscripts and published papers.
Appendices for Chapter 1

1.A Mean-Field Decoupling and Wave-Vector Representation of the Prototypical Hamiltonian

The many-body Hamiltonian describing multi-orbital systems in condensed matter systems, see eqn. (3), generally takes the form

\[ H = H_{\text{kin}} + H_{\text{int}} \]

where we adopted the shorthand notation \( \bar{\mu}_i = \{\mu_i, \sigma_i\} \). The multi-orbital interaction potential \( [V_{R,R'}]_{\bar{\mu}_2 \bar{\mu}_1} \) is related to the usual Coulomb interaction potential \( V(r - r') \), in the following way

\[ [V_{R,R'}]_{\bar{\mu}_2 \bar{\mu}_1} = \int \dd r \int \dd r' \braket{R_{\bar{\mu}_2}}{r'} \braket{R_{\bar{\mu}_1}}{r} V(r - r') \braket{R_{\bar{\mu}_1}}{r}, \tag{1.43} \]

where \( \braket{R_{\bar{\mu}_i}}{r} \) are the Wannier functions. On the mean-field level, the operators entering in the interaction can be approximated by their respective fields

\[
\begin{align*}
&c_{R\bar{\mu}}^\dagger c_{R'\rho} \sim \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle + \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle - \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle, \\
&c_{R\bar{\mu}}^\dagger c_{R'\rho} \sim \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle + \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle - \langle c_{R\bar{\mu}}^\dagger c_{R'\rho} \rangle. 
\end{align*}
\]

(1.44)

By inserting the above in the interacting part of the Hamiltonian, \( H_{\text{int}} \), and only keep up to linear order in the small fluctuations, we arrive at the mean-field decoupled Hamiltonian seen in eqn. (4)

\[
\begin{align*}
H_{\text{MF}} &= - \sum_{R,R'} c_{R\bar{\mu}}^\dagger \langle \hat{\mu}^\dagger_{R\bar{\mu}} + \mu_0 \delta_{R,R'} \delta_{\bar{\mu},\bar{\rho}} \rangle c_{R'\rho} + \sum_{R,R'} c_{R\bar{\mu}}^\dagger ([N_{R}]_{\bar{\mu}}^{\bar{\rho}} \delta_{R,R'} - [N_{R,R'}]_{\bar{\mu}}^{\bar{\rho}}) c_{R'\rho} \\
&\quad + \frac{1}{2} \sum_{R,R'} \langle c_{R\bar{\mu}}^\dagger [\Delta_{R,R'}]_{\bar{\mu}}^{\bar{\rho}} c_{R'\rho} + \text{h.c.} \rangle + \text{const.},
\end{align*}
\]

(1.45)

where we introduced the direct, exchange and superconducting fields

\[
\begin{align*}
[N_{R}]^{\bar{\mu}}_{\bar{\rho}} &= \sum_{R'} [V_{R,R'}]^{\bar{\mu}}_{\bar{\rho}} \langle c_{R'\rho}^{\dagger} c_{R\bar{\mu}} \rangle, & [N_{R,R'}]^{\bar{\mu}}_{\bar{\rho}} &= [V_{R,R'}]^{\bar{\mu}}_{\bar{\rho}} \langle c_{R'\rho}^{\dagger} c_{R\bar{\mu}} \rangle, \\
\text{and} & \quad \Delta_{R,R'}^{\bar{\mu}}_{\bar{\rho}} = \sum_{R'} [V_{R,R'}]^{\bar{\mu}}_{\bar{\rho}} \langle c_{R'\rho}^{\dagger} c_{R\bar{\mu}} \rangle,
\end{align*}
\]

(1.46)
respectively. Once more, we emphasize that summation over repeated spin and orbital indices is implied.

The kinetic part of the Hamiltonian, $H_{\text{kin}}$, is assumed to be left invariant under the symmetry elements of the (magnetic) space group $(\mathcal{M}) \mathcal{G}$. Within this group, we find the self-conjugate translation subgroup $\mathcal{T}$, which contains all Bravais lattice translations $\{E | R\}$. Because of this, as we explicitly saw in sec. 1.2, it is often convenient to block diagonalize the Hamiltonian with respect to the IRs of $\mathcal{T}$. As it turns out, see eqn. 1.39, this is nothing but a simple Fourier transform of the Hamiltonian, which, for the prototypical Hamiltonian, reads

\[
H^{MF} = \frac{1}{N} \sum_{k,q} f^\dagger_{k+q,\bar{\nu}} \left( \xi_{k+q,-k+q} \hat{\bar{\mu}} \hat{\bar{\nu}} - [N_{k+q,-k+q}] \hat{\bar{\mu}} \hat{\bar{\nu}} \right) c_{k+q,\bar{\nu}} + \frac{1}{2N} \sum_{k,q} \left( \xi_{k+q,\bar{\nu}} \left[ \Delta_{k+q,-k+q} \hat{\bar{\mu}} \hat{\bar{\nu}} + \text{h.c.} \right] + \text{const.} \right),
\]

where $Q = 2q$. In the above, we used the following definitions of the Fourier transforms

\[
f_Q = \sum_R f_R e^{-iQ R} \quad \Leftrightarrow \quad f_R = \frac{1}{N} \sum_Q f_Q e^{iQ R},
\]

\[
f_{k+q,-k+q} = \sum_{R,R'} e^{-i(k+q) R} f_{R,R'} e^{-i(-k+q) R'}, \quad \Leftrightarrow \quad f_{R,R'} = \frac{1}{N^2} \sum_{k,q} e^{i(k+q) R} f_{k+q,-k+q} e^{i(-k+q) R'}.
\]

More specifically, we define the Hamiltonian terms in wave vector space as follows

\[
\xi_{k+q,-k+q} = - \sum_{R,R'} e^{-i(k+q) R} \left( \xi_{R,R'}^\dagger + \mu_0 \delta_{R,R'} \delta_{\mu,\bar{\nu}} \right) e^{-i(-k+q) R'},
\]

\[
[N_{k+q,-k+q}]_{\mu,\bar{\nu}} = \sum_R \left[ N_R \right]_{\hat{\mu},\hat{\bar{\nu}}} e^{-iQ R},
\]

\[
[N_{k+q,-k+q}]_{\hat{\mu},\hat{\bar{\nu}}} = \sum_{R,R'} e^{-i(k+q) R} \left[ N_{R,R'} \right]_{\hat{\mu},\hat{\bar{\nu}}} e^{-i(-k+q) R'},
\]

\[
[\Delta_{k+q,-k+q}]_{\hat{\mu},\hat{\bar{\nu}}} = \sum_{R,R'} e^{-i(k+q) R} \left[ \Delta_{R,R'} \right]_{\hat{\mu},\hat{\bar{\nu}}} e^{-i(-k+q) R'}.
\]

By explicitly evaluating the above transformations, and assuming translational-invariant interaction potentials, i.e. $[V_{R,R'}]_{\hat{\mu},\hat{\bar{\nu}}} \equiv [V_{R-R'}]_{\hat{\mu},\hat{\bar{\nu}}}$, we get

\[
[N_{Q}]_{\hat{\mu},\hat{\bar{\nu}}} = \sum_k \left( c_{k',q\mu}^\dagger c_{k'+q\bar{\nu}} \right), \quad [N_{k+q,-k+q}]_{\hat{\mu},\hat{\bar{\nu}}} = \sum_{k'} [V_{k-k'}]_{\hat{\mu},\hat{\bar{\nu}}} \left( c_{k'-q\mu}^\dagger c_{k'+q\bar{\nu}} \right), \quad \text{and}
\]

\[
[\Delta_{k+q,-k+q}]_{\hat{\mu},\hat{\bar{\nu}}} = \sum_{k'} [V_{k-k'}]_{\hat{\mu},\hat{\bar{\nu}}} \left( c_{k'-q\mu} c_{k'+q\bar{\nu}} \right).
\]
discussed in the introductory chapter of this thesis, the fields introduced in the mean-field decoupling will in general belong to some subgroup of the space group, and can lead to a spontaneous symmetry breaking. There is therefore no restriction saying that \( \mathbf{Q} = 0 \) for these fields, and they can therefore potentially give rise to new Bravais lattices, as for example seen for spin, charge and pair density waves. Usually, such phase transitions can be identified by peaks away from \( \mathbf{Q} = 0 \) in the relevant susceptibilities. Note, furthermore, that disorder generally also leads to a Hamiltonian with \( \mathbf{Q} \neq 0 \), as for example seen in chap. 2.

Despite the above, we will in the following assume the system to be translational invariant with respect to the space group \( \mathcal{G} \), for which the following relation holds \( f_{k,-k'} = \mathcal{N} f_{k} \delta_{k,-k'} \), resulting in

\[
\xi_{k+q,-k+q} = \mathcal{N} \delta_{q,0} \xi_{k},
\]

\[
[N_{k+q,-k+q}]_{\bar{\nu}} = \mathcal{N} \delta_{q,0} [N_{k}]_{\bar{\nu}},
\]

\[
[\Delta_{k+q,-k+q}]_{\bar{\nu}} = \mathcal{N} \delta_{q,0} [\Delta_{k}]_{\bar{\nu}},
\]

(1.51)

where \([N_R]_{\bar{\mu} \bar{\nu}} \equiv [N]_{\mu \nu}^\dagger \), i.e. the field has the same value at all lattice sites. We thus only need to perform the Fourier transforms with respect to the relative coordinate \( \delta = R' - R \),

\[
\xi_{\bar{\nu}} = -\sum_{\delta} \left( t_{\bar{\mu} \bar{\nu}} + \mu_0 \delta_{\delta, \bar{\nu}} \right) e^{-i \delta},
\]

\[
[N_{k}]_{\bar{\nu}} = \frac{1}{N} \sum_{k'} [V_{k-k'}]_{\bar{\nu} \bar{\nu}} e^{-i k \delta} (c_{k'}^\dagger c_{k'}),
\]

(1.52)

\[
[\Delta_{k}]_{\bar{\nu}} = \frac{1}{N} \sum_{k} [\Delta_{k}]_{\bar{\nu} \bar{\nu}} e^{-i k \delta} (c_{-k}^\dagger c_{k}^\dagger),
\]

and arrive at the following simple looking Hamiltonian

\[
H_{MF}^\dagger = \sum_{k} c_{k\bar{\mu}}^\dagger \left( \xi_{k} \bar{\mu} + [N]_{\mu \nu} \right) c_{k\nu} + \frac{1}{2} \sum_{k} \left( c_{k\bar{\mu}}^\dagger \left[ \Delta_{k} \right]_{\bar{\nu}}^\dagger c_{-k\nu}^\dagger + h.c. \right) + \text{const.}
\]

(1.53)

### 1.B Symmetries of Anomalous Terms

Throughout chap. 1 we studied the fundamental symmetry aspects of the normal state single-particle Hamiltonian \( \mathcal{H} \). However, the prototypical Hamiltonian \( H \) in eqn. (1.1) carries also the anomalous terms \( A_{ij} \) \((A_{ij}^\dagger)\), which are bilinear in fermionic creation (annihilation) operators. This must mean that these terms transform differently compared to \( \mathcal{H} \). Below, we explicitly carry out the symmetry transformations for the anomalous terms \( A_{ij} \), and their hermitian counterparts, for non-spatial and spatial symmetries. Lastly, we also infer the well-established BdG formalism for \( \mathcal{H} \), and write up the corresponding representation \( D_{\text{BdG}}^X [U] \) for the unitary operator \( U \). Conclusively we find that the BdG representation conserves the multiplication rule, i.e. \( D_{\text{BdG}}^X [U_m] D_{\text{BdG}}^X [U_n] = D_{\text{BdG}}^X [U_m U_n] \), thus all the derivations made for the single-particle representation \( D[U_m] \) applies.

### Non-Spatial Symmetries of Anomalous Terms

We have already determined how the fermionic operators transform under the three non-spatial symmetries; time reversal \( T \), charge conjugation \( C \) and chiral symmetry \( S \), see sec. 1.1, and we therefore
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straightforwardly obtain the relations, that need to be satisfied for the respective symmetries to be present

\[
T \left( \sum_{i,j} c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) T^{-1} = \sum_{l,i} \sum_{j,k} c_l^\dagger \langle l|U_T|i \rangle A_{ij} \langle j|U_T^\dagger|k \rangle^* c_k^\dagger + \text{h.c.}
\]

\[
\Rightarrow A_{ij} = \sum_{l,k} \langle i|U_T^\dagger|l \rangle A_{lk}^* \langle k|U_T|j \rangle^*,
\]

(1.54)

\[
C \left( \sum_{i,j} c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) C^{-1} = \sum_{l,i} \sum_{j,k} c_l \langle l|U_C|i \rangle^* A_{ij} \langle j|U_C^\dagger|k \rangle c_k + \text{h.c.}
\]

\[
\Rightarrow A_{ij} = -\sum_{l,k} \langle i|U_C^\dagger|l \rangle A_{lk}^* \langle k|U_C|j \rangle^*,
\]

(1.55)

\[
S \left( \sum_{i,j} c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) S^{-1} = \sum_{l,i} \sum_{j,k} c_l \langle l|U_S|i \rangle^* A_{ij} \langle j|U_S^\dagger|k \rangle c_k + \text{h.c.}
\]

\[
\Rightarrow A_{ij} = -\sum_{l,k} \langle i|U_S|l \rangle A_{lk}^* \langle k|U_S^\dagger|j \rangle^*,
\]

(1.56)

Spatial Symmetries of Anomalous Terms

We now proceed with the transformation of \( A_{ij} \) under the influence of spatial symmetries. As for the non-spatial symmetries, we already know how the fermionic operators transform under \( O = U, A \), see eqn. (1.14), and we thus readily find

\[
O \left( \sum_{i,j} c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) O^{-1} = \sum_{i,l} \sum_{j,k} c_l \langle l|U_A|i \rangle A_{ij} \langle j|U_A^\dagger|k \rangle^* c_k^\dagger + \text{h.c.}
\]

\[
\Rightarrow A_{ij} = \sum_{l,k} \langle i|U_A^\dagger|l \rangle A_{lk}^* \langle k|U_A|j \rangle^*,
\]

(1.57)

\[
O \left( \sum_{i,j} c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) O^{-1} = \sum_{i,l} \sum_{j,k} c_l \langle l|U_A|i \rangle A_{ij}^* \langle j|U_A^\dagger|k \rangle c_k + \text{h.c.}
\]

\[
\Rightarrow A_{ij} = \sum_{l,k} \langle i|U_A|l \rangle A_{lk}^* \langle k|U_A^\dagger|j \rangle^*,
\]

(1.58)

which needs to be satisfied in order for the system to exhibit the given symmetry.

Bogoliubov-de Gennes Representation

Convenient for single-particle Hamiltonians is that these can simply be represented as matrices

\[
D[h]^{ij} = \langle i|h|j \rangle.
\]

Note that we here, in contrast to the main text, adopt \( h \) as the single particle Hamiltonian. The BdG formalism takes this idea one step further, and combines \( h_{ij} \) and \( A_{ij} \) into a single matrix, by considering the fermionic operators as basis vectors. In doing so, we effectively
double the number of degrees of freedom, and arrive at the Hamiltonian
\[ H = \sum_{i,j} c_i^\dagger h_{ij} c_j + \frac{1}{2} \sum_{i,j} \left( c_i^\dagger A_{ij} c_j^\dagger + \text{h.c.} \right) + \text{const.} \]
\[ = \frac{1}{2} \sum_{i,j} \left( c_i^\dagger c_i \right) \left( \frac{h_{ij}}{-A_{ij}^* - h_{ij}^*} \right) \left( c_j^\dagger c_j \right) + \frac{1}{2} \sum \mathcal{H}_{ii} + \text{const.} \] (1.59)

By applying our knowledge on charge conjugation symmetric single-particle Hamiltonians, see eqn. (1.8), and co-representations, see eqn. (1.28), we see that the BdG formalism is nothing but a basis extension from \{|i\}\} to \{|i\}, \{C|i\}\}. Specifically
\[ h|j\rangle = \sum_i |i\rangle \langle h|j\rangle = \sum_i D[h]^{ij}|i\rangle \]
\[ hC|j\rangle = \sum_i C|\langle i|C^{-1}hC|j\rangle = \sum_i D[C^{-1}]^{ij}C|i\rangle = -\sum_i D^*[h]^{ij}C|i\rangle. \] (1.60)

The latter only holds true if \([H_{\text{norm}}, C] = 0\). Adopting this notation furthermore implies
\[ AC|j\rangle = \sum_i |i\rangle \langle i|AC|j\rangle = \sum_i D[AC]^{ij}|i\rangle \equiv \sum_i A_{ij}|i\rangle, \]
\[ A|i\rangle = \sum_i C|\langle i|C^{-1}A|j\rangle = \sum_i D[C^{-1}]^{ij}C|j\rangle \equiv -\sum_i A_{ij}^* C|i\rangle = -\sum_i D^*[AC]^{ij}C|i\rangle, \] (1.61)

revealing that we can readily adopt the anomalous terms as matrices. The latter equality above tells us, that all anomalous terms are odd under quantum number exchange, i.e. \(D^T[AC] = -D[AC]\), assuming \(A\) is hermitian. By expressing the full Hamiltonian, here denoted by \(H\), in the extended BdG basis, we find the following matrix representation
\[ D_{\text{BdG}}[H]^{ij} = \begin{pmatrix} D[h]^{ij} & D[AC]^{ij} \\ -D^*[AC]^{ij} & -D^*[h]^{ij} \end{pmatrix}. \] (1.62)

By performing the same steps for some unitary operator \(U_m\), we get that any unitary operator conserves the multiplication rule, see eqn. (1.17), and takes the the form
\[ \sum_i D_{\text{BdG}}^X[U_m]^{ij} D_{\text{BdG}}^X[U_n]^{ij} = D_{\text{BdG}}^X[U_m U_n]^{ij}, \quad D_{\text{BdG}}^X[U_m]^{ij} = \begin{pmatrix} D[U_m]^{ij} & 0 \\ 0 & \chi D^*[U_m]^{ij} \end{pmatrix}. \] (1.63)

This representation is thus isomorphic to \(D[U_m]\), and all the rules defined in sec. 1.2 for finite groups apply. Here \(\chi = \pm 1\), and is defined for every unitary symmetry, through the relation \([35,36]\)
\[ \chi D[AC] = D[U]D[AC]D^T[U]. \] (1.64)

Ultimately we find the following relations, that need to be fulfilled for the respective symmetry to be present in the BdG Hamiltonian
\[ T : \quad D_{\text{BdG}}[H] = D_{\text{BdG}}[U_T]D_{\text{BdG}}^T[H]D_{\text{BdG}}^T[U_T], \]
\[ C : \quad D_{\text{BdG}}[H] = -D_{\text{BdG}}[U_C]D_{\text{BdG}}^T[H]D_{\text{BdG}}^T[U_C], \]
\[ S : \quad D_{\text{BdG}}[H] = -D_{\text{BdG}}[U_S]D_{\text{BdG}}[H]D_{\text{BdG}}^T[U_S], \] (1.65)
for the non-spatial symmetries, and

\[ U : \quad D_{\text{BdG}}[\mathcal{H}] = D_{\text{BdG}}^{\chi}[U] D_{\text{BdG}}[\mathcal{H}] (D_{\text{BdG}}^{\chi}[U])^\dagger, \]

\[ A : \quad D_{\text{BdG}}[\mathcal{H}] = D_{\text{BdG}}^{\chi}[U_A] D_{\text{BdG}}[\mathcal{H}] (D_{\text{BdG}}^{\chi}[U_A])^\dagger, \]

for the spatial symmetries, i.e. relations similar to those for the single-particle Hamiltonian discussed in the main text. Note, however, that for the BdG representation, \( D_{\text{BdG}}[U_C] \) takes the form

\[ D_{\text{BdG}}[U_C]^{ij} = \begin{pmatrix} 0 & D^*[U_C]^{ij} \\ D[U_C]^{ij} & 0 \end{pmatrix}. \]  

(1.67)

Now, let us momentarily reintroduce the relevant electronic degrees of freedom \( i = \{ R_{i\mu\sigma} \} \). For a given orbital \( \mu \) and lattice site \( R \), it is sometimes custom to order the basis in the following way

\[ \{|R_{i\mu \uparrow}\}, |R_{i\mu \downarrow}\}, C|R_{i\mu \uparrow}\}, C|R_{i\mu \downarrow}\}. \]  

(1.68)

However, as we see in the main text chap. 4 and 5, it proofs convenient to adopt instead the following rotated basis

\[ \{|R_{i\mu \uparrow}\}, |R_{i\mu \downarrow}\}, C|R_{i\mu \uparrow}\}, -C|R_{i\mu \uparrow}\}. \]  

(1.69)

By introducing the Pauli spin matrices \( \sigma \) accompanied by the respective identity matrix \( \mathbb{1}_\sigma \), we note that the BdG matrix representation of the Hamiltonian, and a given unitary operator \( U_m \), take the following forms in this new basis

\[ D_{\text{BdG}}[\mathcal{H}] = \begin{pmatrix} D[h] & D[AC](-i\sigma_y) \\ i\sigma_y D^*[h] \sigma_y \end{pmatrix}, \quad D_{\text{BdG}}^{\chi}[U_m] = \begin{pmatrix} D[U_m] & 0 \\ 0 & \sigma_y \chi D^*[U_m] \sigma_y \end{pmatrix}, \]

\[ D_{\text{BdG}}[U_C] = \begin{pmatrix} 0 & D^*[U_C](-i\sigma_y) \\ D[U_C](i\sigma_y) & 0 \end{pmatrix}, \]  

(1.70)

where \( D \) now represents matrices in the combined \( R, \mu \) and \( \sigma \) space. Next, going through the same arguments but in the wave vector representation, we readily find

\[ D_{\text{BdG}}[\mathcal{H}_k] = \begin{pmatrix} D[h_k] & D[AKC](-i\sigma_y) \\ i\sigma_y D^*[h_k] \sigma_y \end{pmatrix}, \quad D_{\text{BdG}}^{\chi}[U_{m,k}] = \begin{pmatrix} D[U_{m,k}] & 0 \\ 0 & \sigma_y \chi D^*[U_{m,-k}] \sigma_y \end{pmatrix}. \]  

(1.71)

Furthermore, for the wave vector representation of the BdG Hamiltonian, we find the following relations that need to be satisfied for the system to display the respective symmetries

\[ T : \quad D_{\text{BdG}}[H_k] = D_{\text{BdG}}[U_T] D_{\text{BdG}}^{\chi}[H_{-k}] D_{\text{BdG}}^{\dagger}[U_T], \]

\[ C : \quad D_{\text{BdG}}[\mathcal{H}_k] = -D_{\text{BdG}}[U_C] D_{\text{BdG}}^{\chi}[H_{-k}] D_{\text{BdG}}^{\dagger}[U_C], \]  

(1.72)

\[ S : \quad D_{\text{BdG}}[\mathcal{H}_k] = -D_{\text{BdG}}[U_S] D_{\text{BdG}}^{\chi}[H_{-k}] D_{\text{BdG}}^{\dagger}[U_S], \]

\[ U : \quad D_{\text{BdG}}[\mathcal{H}] = D_{\text{BdG}}^{\chi}[U] D_{\text{BdG}}^{\chi}[H_k] (D_{\text{BdG}}^{\chi}[U])^\dagger, \]

\[ A : \quad D_{\text{BdG}}[\mathcal{H}] = D_{\text{BdG}}^{\chi}[U_A] D_{\text{BdG}}^{\chi}[H_{-k}] (D_{\text{BdG}}^{\chi}[U_A])^\dagger. \]  

(1.73)
Disorder-Induced Electronic Nematicity

2.1 Introduction

The study of electronic nematic quantum phases [3] is becoming increasingly important in condensed matter systems due to a growing class of recently discovered materials exhibiting nematic behavior, i.e. spontaneous generation of spatial anisotropy. Nematicity has been experimentally identified in a number of correlated quantum materials [3], including quantum Hall states in higher Landau levels of 2D electron gases [167, 168], bilayer strontium ruthenates [169], cuprate high-temperature superconductors [170], doped Bi$_2$Se$_3$ superconductors [171–173], FeSCs [45–59] and, possibly, twisted bilayer graphene [174]. Thus, nematicity begins to be established as a universal electronic state of matter, which motivates further theoretical studies of its distinct properties.

Nematic phases are particularly prevalent in Fe-based superconductors, where experimental evidence for electronic nematicity comes from a wide range of techniques, including transport measurements [45–52], angle-resolved photoemission spectroscopy [53], scanning tunneling spectroscopy [54], neutron scattering [55], light spectroscopy [56, 57, 175], Andreev-point-contact measurements [58] and torque magnetometry [59]. In this case, the emergence of nematicity refers to the spontaneous breaking of fourfold ($C_4$) rotational symmetry. Notably, the identification of the driving mechanism of nematicity in these systems is complicated, due to the coupling of spin, orbital, and lattice degrees of freedom at temperatures $T$ below the tetragonal-to-orthorhombic structural phase transition occurring
at $T = T_{\text{nem}}$ [60]. Particularly, the origin of nematicity in FeSe remains controversial at present [61].

The growing ubiquity of nematic correlated electronic systems, that are scarcely free from impurities, calls for resolving the influence of disorder on the emergence of nematicity. In fact, the strong relevance of disorder to the nematic ordering is also supported from a notable number of experiments detecting local $C_4$-symmetry breaking around impurities [54, 176–181]. While some of these results may be attributable to, for instance, residual sample strain which explicitly breaks the $C_4$ symmetry locally [181–183], or the presence of stripe-ordered antiferromagnetism [176], the possible pinning of nematic fluctuations due to the presence of disorder appears as a promising and, at the moment, poorly-explored alternative [184–188]. Disorder has also been proposed to play an important role in generating split structural (nematic) and magnetic transitions in some FeSCs [189]. Even more, there are strong indications for disorder-pinned static local nematicity in the bulk tetragonal phase, i.e. above $T_{\text{nem}}$ [59, 190–195]. For example, two recent NMR experiments on FeSe [192, 193], found a clear splitting and broadening of the NMR lineshape above $T_{\text{nem}}$. The presence of short-range nematic order above the bulk $T_{\text{nem}}$ in FeSe has also been inferred from ARPES and optical-pump conductivity measurements [196, 197]. Finally, two very recent pair distribution function (PDF) measurements of FeSe found clear evidence of pronounced local orthorhombicity at the length scale of a few nm well above $T_{\text{nem}}$ [198, 199], thus providing additional evidence for disorder-induced local nematicity in these systems.

Here, we perform a detailed theoretical study of the role of disorder in systems with $D_{4h}$ point-group symmetry, see table 2.1, which additionally feature strong fluctuations or ordering in the nematic channel. The emergence of nematicity is reflected in a non-zero field $N(r)$, which transforms according to the $B_{1g}$ IR of $D_{4h}$. We mainly focus on $T$ above the respective $T_{\text{nem}}$, at which, the spontaneous thermodynamic $C_4$-symmetry breaking takes place. By employing both phenomenological and microscopic approaches, we address the following three questions: 1) Under what circumstances can disorder generate nematicity locally? 2) What is the spatial profile of the resulting nematic-defect structure? 3) How do finite disorder concentrations influence the nematic transition?

<table>
<thead>
<tr>
<th>Character</th>
<th>$E$</th>
<th>$2C_4$</th>
<th>$C_2$</th>
<th>$2C'_{2}$</th>
<th>$2C''_{2}$</th>
<th>$I$</th>
<th>$2S_4$</th>
<th>$\sigma_h$</th>
<th>$2\sigma_v$</th>
<th>$2\sigma_d$</th>
<th>Basis functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{1g}$</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>$x^2 + y^2$, $z^2$, $f_k$</td>
</tr>
<tr>
<td>$A_{2g}$</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>$L_z$</td>
</tr>
<tr>
<td>$B_{1g}$</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>$x^2 - y^2$, $f_k^d$</td>
</tr>
<tr>
<td>$B_{2g}$</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>$xy$</td>
</tr>
<tr>
<td>$E_g$</td>
<td>+2</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>+2</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>$(L_x, L_y)$, $(xz, yz)$</td>
</tr>
</tbody>
</table>

Table 2.1: Character table for the point group $D_{4h}$, where we also included the basis functions $f_k = \cos k_x + \cos k_y$, $f_k^d = \cos k_x - \cos k_y$ and $(f_{k}^{s}, f_{k}^{p}) = i\sqrt{2}(\sin k_x, \sin k_y)$. 

To detect local $C_4$-symmetry breaking around impurities [54, 176–181]. While some of these results may be attributable to, for instance, residual sample strain which explicitly breaks the $C_4$ symmetry locally [181–183], or the presence of stripe-ordered antiferromagnetism [176], the possible pinning of nematic fluctuations due to the presence of disorder appears as a promising and, at the moment, poorly-explored alternative [184–188]. Disorder has also been proposed to play an important role in generating split structural (nematic) and magnetic transitions in some FeSCs [189]. Even more, there are strong indications for disorder-pinned static local nematicity in the bulk tetragonal phase, i.e. above $T_{\text{nem}}$ [59, 190–195]. For example, two recent NMR experiments on FeSe [192, 193], found a clear splitting and broadening of the NMR lineshape above $T_{\text{nem}}$. The presence of short-range nematic order above the bulk $T_{\text{nem}}$ in FeSe has also been inferred from ARPES and optical-pump conductivity measurements [196, 197]. Finally, two very recent pair distribution function (PDF) measurements of FeSe found clear evidence of pronounced local orthorhombicity at the length scale of a few nm well above $T_{\text{nem}}$ [198, 199], thus providing additional evidence for disorder-induced local nematicity in these systems.
Our main results can be summarized as follows. For $T > T_{\text{nem}}$, i) an impurity potential of arbitrary strength with a spatial profile which respects the $C_4$ symmetry, generates a local nematic field $N(r)$ with a spatial profile belonging to the $B_{1g}$ IR. By transferring to a polar coordinate system $(x, y) \rightarrow (r, \phi)$, this yields the spatial profile $N(r, \phi) \propto \cos(2\phi)$. ii) This further implies, that, an impurity potential with a $C_4$-symmetric profile does not induce net nematicity, i.e., $\int dr N(r) = 0$, but local probes may still detect evidence of $C_4$ symmetry breaking. iii) However, we show that such a potential can still drive a nematic transition already at $T > T_{\text{nem}}$, since it modifies the Stoner criterion for the nematic instability. iv) A $C_4$-symmetry-breaking impurity potential can induce nonzero net nematicity and, thus, stabilize long-range nematic order. For $T < T_{\text{nem}}$, an impurity potential with a spatial profile which respects $C_4$ symmetry modifies the bulk nematicity ($N_B$) locally, and results in an inhomogeneous nematic field $N(r) = N_B + \delta N(r)$, with a $\delta N(r, \phi)$ which is generally not proportional to $\cos(2\phi)$.

### 2.2 Phenomenological Landau Approach

We first examine the implications of disorder within a continuum Landau approach, that allows exposing generic features of the induced nematic field, i.e. independent of the origin of the electronic nematicity. In fact, our Landau results also apply to situations where the nematic field originates from the spontaneous mixing of superconducting order parameters belonging to the $A_{1g}$ and $B_{1g}$ IRs [200, 201]. However, there, one has to further include the possible influence of disorder on the pairing.

The free energy density $F(r)$ is a functional of $N(r)$ and the disorder potential $V(r)$. Its invariance under $D_{4h}$ point group operations and time reversal $T$, leads to

$$F[N(r), V(r)] = \alpha(T - T_{\text{nem}}) \frac{[N(r)]^2}{2} + \beta \frac{[N(r)]^4}{4} + c \frac{\nabla N(r)^2}{2} + g N(r) (\partial_x^2 - \partial_y^2) V(r),$$

(2.1)

with $\alpha, \beta, c > 0$. Here, we restricted to the lowest-order possible coupling between $V(r)$ and $N(r)$. Later on, we consider effects of higher-order terms. For further details on the Landau approach, we refer to app. 2.A. From eqn. (2.1), one observes that the nematic field couples to the second derivatives of the disorder potential and, thus, to a particular linear combination of the electric field gradients. The nematic field is proportional to the quadrupolar electronic charge density defined as $Q_{x^2-y^2}(r) = (x^2 - y^2)\rho(r)$, which transforms according to the $B_{1g}$ IR of $D_{4h}$, i.e. similar to $N(r)$.

In the above, $\rho(r)$ denotes the electric charge density, which belongs to the trivial $A_{1g}$ IR of $D_{4h}$. The appearance of a nonzero $N(r)$, solely due to the presence of disorder, is a consequence of the broken translational invariance, and can be viewed as a result of linear response, since the electric field gradient $(\partial_x^2 - \partial_y^2) V(r)$ acts as a quadrupolar source field, which leads to a nonzero and necessarily inhomogeneous $Q_{x^2-y^2}(r)$ and thus $N(r)$.

For the remainder, we consider $T > T_{\text{nem}}$ (unless explicitly stated), which implies that the system resides in the $C_4$-symmetric phase in the absence of disorder. In this case, we can drop the quartic nematic term, since $N(r)$ is generally small. Thus, for $T > T_{\text{nem}}$, the Euler-Lagrange equation of motion for eqn. (2.1) reads

$$[\alpha(T - T_{\text{nem}}) - c \nabla^2] N(r) = -g (\partial_x^2 - \partial_y^2) V(r).$$

(2.2)
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Figure 2.1: (a) Nematic order parameter \( N(r) \) at \( T \gg T_{\text{nem}} \), where \( \xi_{\text{nem}} \sim 5a \). (b) Same as in (a), but with \( T \gtrsim T_{\text{nem}} \) resulting in a larger nematic coherence length \( \xi_{\text{nem}} \sim 15a \).

The figures were obtained using eqn. (2.3) with a convenient impurity profile of the form \( V(r) = V/|r| \), without loss of generality. We introduced \( \gamma = -\pi gV/(2\xi_{\text{nem}}^2) \) and used \( c = 1 \).

The above equation of motion provides the proportionality relation between the electric field gradient and the resulting nematic field, i.e.

\[
N(r) = \frac{g}{c} \int \frac{dq}{(2\pi)^2} \frac{(q_x^2 - q_y^2)V(q)}{q^2 + \xi_{\text{nem}}^{-2}} e^{i q \cdot r},
\]

where we introduced the nematic coherence length in the tetragonal phase \( \xi_{\text{nem}}^{-1} = \sqrt{-\alpha(T - T_{\text{nem}})/c} \).

For a \( C_4 \)-symmetric impurity potential we integrate the angular part of the right-hand side in eqn. (2.3), and find the earlier-announced spatial profile \( N(r, \phi) \propto \cos(2\phi) \). This profile decays away from the impurity within a range given by \( \xi_{\text{nem}} \), and this length scale diverges as \( T \to T_{\text{nem}} \). Both results are depicted in fig. 2.1. The angular dependence transforms exactly according to the B\(_{1g}\) IR of D\(_{4h}\). This constraint on the spatial profile of \( N(r) \) is a directly consequence of the featureless A\(_{1g}\) nature of the disorder potential \( V(r) \) itself. Thus, the net electronic nematicity and quadrupolar charge are zero, since

\[
\int dr N(r) = N(q = 0) \propto \int_0^{2\pi} d\phi N(r, \phi) = 0.
\]

Nonetheless, probes like NMR and PDF pick up a signal from atoms in the lobes of the induced \( N(r) \), and do therefore detect clear evidence for local nematicity and orthorhombicity even though global effects are absent.

Equation 2.4 also reveals that the linear coupling of the nematic field to the electric field gradient cannot stabilize a net thermodynamic nematicity which emerges when \( N(q = 0) \neq 0 \). Therefore, the quadrupolar coupling can neither preempt nor smear out the bulk nematic phase transition. A nonzero \( N(q = 0) \) can, however, be induced when the spatial profile of the disorder potential explicitly breaks \( C_4 \) symmetry. This can be seen by including higher-order couplings in the Landau free energy (see also app 2.A)

\[
\delta F(r) = -\left(g'V(r) + g''[V(r)]^2\right) \frac{[N(r)]^2}{2}.
\]
The above terms provide couplings between $V(q \neq 0)$ and $N(q = 0)$, as well as the $N(q \neq 0)$ nematic-field components. These couplings are essential to describe a disorder-driven preemptive nematic transition above $T_{\text{nem}}$, as well as the emergence of net nematicity when the potential breaks $C_4$ symmetry. To demonstrate both aspects, we derive the modified equation of motion for the $N(q = 0)$ component after adding the contribution of eqn. (2.5) to the free energy of eqn. (2.1). We find the following equation of motion

$$\alpha(T - T_{\text{nem}})N(q = 0) = g' \int dp V(p)N(-p) + g'' \int dp \int dp'V(p')V(p - p')N(-p). \quad (2.6)$$

Thus, a nonzero $N(q = 0)$ can only emerge when components with $q \neq 0$ are already nonzero. By assuming that the potential is weak, the $N(q \neq 0)$ components remain given by the Fourier transform of eqn. (2.2). Therefore, we obtain the following equation up to second order in $V(r)$

$$\left[\alpha(T - T_{\text{nem}}) - g'' \int dp|V(p)|^2\right] N(q = 0) = \frac{gg'}{c} \int dp \frac{(p_x^2 - p_y^2)|V(p)|^2}{p^2 + \xi_{\text{nem}}^2}. \quad (2.7)$$

Equation (2.7) implies that a $C_4$-symmetric configuration of impurities cannot source a homogeneous component for the nematic field, since the right-hand side is zero. As we prove in app 2.A, this holds even after including all the symmetry-allowed higher-order Landau terms. In fact, this result is also recovered in the case of a large number of randomly-distributed and uncorrelated impurities, in which situation, translational and rotational symmetries are preserved on average. Thus, a $C_4$-symmetric disorder potential solely modifies the nematic Stoner criterion, i.e.

$$T_{\text{nem}}^{\text{imp}} = T_{\text{nem}} + \frac{g''}{\alpha} \int dp|V(p)|^2. \quad (2.8)$$

Depending on the microscopic details which control the sign of the coupling constant $g''$, the nematic transition temperature can be enhanced. Note, however, that such an enhancement tends to zero in the thermodynamic limit, unless a critical density of impurities $n_{\text{imp}}$ is present. This is because the $g''$ coefficient is inversely proportional to the system size. Interestingly, a detailed transport study with controlled disorder by electron irradiation found cases where the critical nematic transition temperature increased slightly with disorder [202].

Before proceeding, we point out that the first term of eqn. (2.5) also allows to describe the induced net nematicity when the disorder potential breaks $C_4$ symmetry. To exemplify this, we consider a dimer impurity potential $V(r) = V[\delta(r - \hat{x}) + \delta(r + \hat{x})]$, which yields $V(p) = V(f_p^2 + f_p^2)$, where the basis functions $f_k^2$ are defined in table 2.1. The breaking of $C_4$ symmetry is ensured by the combined presence of the A$_{1g}$ and B$_{1g}$ IRs. In general, a nonzero $N(q = 0)$ arises whenever $|V(q)|^2$ contains at least one B$_{1g}$ term.

### 2.3 Microscopic Model and Self-Consistent Calculations

To support the above Landau findings, we employ a microscopic tight-binding model of electrons coupled to disorder. This analysis not only verifies the above Landau results, but more importantly, allows to uncover further microscopic details which control the emergence of nematicity. In the absence of disorder, the electrons are described by the dispersion $\xi_{\text{k}} = -2t f_k^2 - \mu_0$. The spin degree of freedom is neglected throughout this work, since it merely introduces a factor of 2 in all thermodynamic
Figure 2.2: Numerically-obtained nematic order parameter using the microscopic model in eqn. (2.10): (a) displays the local nematic order pinned by a single impurity at $R = 0$ for $T = 0.8t$. For the given set of parameters, the Stoner criterion is fulfilled for $T \sim 0.78t$. (b) Same as in (a), but in the bulk nematic phase ($T = 0.76t$). (c) Induced nematic order in the presence of a dimer impurity potential, $V_R = V(\delta_{R,\hat{x}} + \delta_{R,\hat{y}})$, and (d) its discrete Fourier transform ($T = 0.8t$). From panel (d), one clearly sees that the breaking of $C_4$ symmetry indeed induces $N_{q=0} \neq 0$. All the figures were obtained using $V = 5t$, $N_x = N_y = 31$, $V_{\text{nem}} = 4t$, $k_B = 1$ and $\langle n \rangle = 0.53$.

averages. We assume that the electrons feel an attractive effective interaction in the Pomeranchuk nematic channel as in ref. [203], which, after mean-field decoupling, yields the nematic order parameter (for details see app. 2.B)

$$N_R = -\frac{V_{\text{nem}}}{2} \sum_\delta f_\delta^d (c_R^\dagger \delta c_R + c_R^\dagger c_{R+\delta}),$$

(2.9)

i.e. the lattice analog of $N(r)$. This introduces a local or global $C_4$-breaking to the electron-hopping matrix elements. The $d$-wave form factor in real-space is nonzero for $\delta = \pm \hat{x}, \pm \hat{y}$, and reads $f_{\pm \hat{x}}^d = f_{\pm \hat{y}}^d = 1/2$. Note that $\hat{x}$ ($\hat{y}$) corresponds to the unit vector in the $x$ ($y$) direction. Disorder is considered in the form of point-like identical impurities. The total mean-field Hamiltonian becomes

$$H_{\text{MF}} = -\sum_{R,\delta} c_R^\dagger (2t f_\delta^s + \mu_0 \delta_{\delta,0}) c_{R+\delta} + \frac{1}{2} \sum_{R,\delta} N_R f_\delta^d (c_{R+\delta}^\dagger c_R + \text{h.c.}) + \sum_R c_R^\dagger V_R c_R,$$

(2.10)

where we also made use of the $s$-wave form factor in the real space representation $f_{\pm \hat{x}}^s = f_{\pm \hat{y}}^s = 1/2$.

For a single delta-function impurity potential $V_{R} = V \delta_{R,0}$, we evaluate the nematic order parameter in eqn. (2.9) self-consistently for a fixed electron density $\langle n \rangle$ (see app. 2.D). The resulting nematic
order is displayed in fig. 2.2(a), and possesses the same spatial profile as those shown in fig. 2.1. In the case of a dimer impurity potential \( V_R = V(\delta R_{\pm} + \delta R_{-\pm}) \), which explicitly breaks \( C_4 \) symmetry, we obtain the profile shown in fig. 2.2(c). Its Fourier transform, see fig. 2.2(d), exhibits \( N_{q=0} \neq 0 \), which originates from the right-hand side of eqn. (2.7). We stress that, the fact that the induced clover pattern in fig. 2.2(a) is directly sourced by the electric field gradient, makes it distinct from other microscopic studies of impurity-induced local order [204–206]. There, the impurity potential induces a spontaneous symmetry breaking locally, by means of a local fulfillment of the Stoner criterion, i.e. analogously to eqn. (2.8).

We proceed by studying the effects of a single impurity for \( T < T_{nem} \), where the system resides in the bulk phase with a value \( N_B \) for the nematic order parameter. In this case, the order parameter assumes the form \( N(r) = N_B + \delta N(r) \), where \( \delta N(r) \) incorporates the spatial variation of the nematic order parameter near the impurity. For a weak impurity potential, we expand the equation of motion near the bulk phase with a value \( N_{nem} \) for the nematic order parameter. In this case, the order parameter

\[
\delta N(r) \sim f(r) \cos(2\theta) + h(r)N_B, \quad \text{where } f(r) \text{ and } h(r) \text{ are decaying functions of the radial coordinate, transforming according to the } A_{1g} \text{ IR. Note that additional higher order terms, e.g. } \propto V(r) (\partial_x^2 + \partial_y^2)\cdot|N(r)|^2, \text{ can further contribute to this anisotropy by modifying } h(r). \text{ In general, we find that depending on the sign of the impurity potential, point-like disorder at } T < T_{nem} \text{ may either locally enhance or decrease the nematic order.}

Finally, we verify the possibility of disorder-enhanced \( T_{nem} \) within the microscopic model. We assume random and dilute disorder of density \( n_{imp} \), that on average preserves the \( C_4 \) symmetry. Within the 1st order Born approximation [165], the quasiparticle lifetime is

\[
\frac{1}{\tau_k} = 2\pi n_{imp} V^2 \frac{1}{N} \sum_p \delta_{\xi_p, \xi_k}.
\]

By use of eqn. (2.11), we can evaluate the microscopic coefficients which enter the modified Stoner criterion of eqn. (2.8), brought about by the impurities. Starting from eqn. (2.9), we find that the self-consistency equation for the \( q = 0 \) component of the nematic mean-field order parameter, corresponding to net nematicity \( N \equiv \sum_R N_R/N = N_{q=0}/N \), reads

\[
N = -V_{nem} \frac{1}{N} \sum_k f_k^{d1} \int_{-\infty}^{+\infty} d\xi \ \frac{n_F(\xi + \xi_k + N_f k)}{2\pi} \frac{1}{\xi^2 + 1/(2\tau_k)^2 - \tau_k},
\]

with \( n_F(\xi) \) the Fermi-Dirac distribution function. Linearizing the right-hand side with respect to \( N \), yields the modified Stoner criterion

\[
\frac{1}{V_{nem}} = -\frac{1}{N} \sum_k (f_k^{d1})^2 \int_{-\infty}^{+\infty} d\xi \ \frac{n'_F(\xi + \xi_k)}{2\pi} \frac{1}{\xi^2 + 1/(2\tau_k)^2 - \tau_k}.
\]

In the absence of disorder, i.e. \( \tau_k \to \infty \), the integration yields the derivative of the Fermi-Dirac distribution \( n'_F(\xi_k) \). However, for finite \( \tau_k \), each \( k \) state is broadened, and the density of states for the
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Figure 2.3: Relative disorder-induced modification of the nematic susceptibility $\frac{\delta \chi_{\text{nem}}^\text{imp}}{\chi_{\text{nem}}^0} = (\chi_{\text{nem}}^\text{imp} - \chi_{\text{nem}}^0) / \chi_{\text{nem}}^0$ versus the disorder concentration $n_{\text{imp}}$. Here, $\chi_{\text{nem}}^0$ is the right-hand side of eqn. (2.13) in the absence of disorder $\tau_k \to \infty$. The inset shows that the $T_{\text{nem}}$ increases by approximately 1% for $n_{\text{imp}} \approx 5\%$, due to the disorder-modified Stoner criterion. Parameters: $V_{\text{nem}} = 1.584 t$, $\langle n \rangle = 0.53$, $N_x = N_y = 201$, $T = 0.075 t$ and $V = 5 t$.

$k$ points mainly contributing to the nematic instability may be enhanced. To explore this effect, we numerically calculate the nematic susceptibility $\chi_{\text{nem}}^\text{imp}$ in the presence of disorder, which is identified with the right-hand side of eqn. (2.13). Figure 2.3 shows how this quantity changes versus the disorder concentration $n_{\text{imp}}$, relative to the disorder-free case. For an impurity density of $n_{\text{imp}} \approx 5\%$, we obtain the maximal relative enhancement of $\chi_{\text{nem}}^\text{imp}$ leading to a corresponding small enhancement of $T_{\text{nem}}$. It is tempting to assign the similar small enhancement of the nematic transition temperature measured experimentally in ref. [202] to the effect demonstrated in fig. 2.3.

The origin of the enhancement effect shown in fig. 2.3 is the presence of a nearby van Hove singularity whose spectral weight can be utilized to boost $\chi_{\text{nem}}^\text{imp}$ in the presence of finite $\tau_k$. Without favorable density of states conditions, disorder generally suppresses the nematic susceptibility and hence also $T_{\text{nem}}$. Such a suppression tendency has been previously found in ref. [207] and is also demonstrated in our app. 2.E. Further, we remark that even in the disorder-free case, the presence of a van Hove singularity is pivotal for the stabilization of an electron nematic phase of the Pomeranchuk type. For more details see refs. [208,209].

2.4 Summary

In summary, we have elucidated the coupling of nematicity to disorder from both a phenomenological Landau approach and microscopic calculations. Importantly, disorder is always locally relevant for inducing nematicity since the electric field gradient $(\partial_x^2 - \partial_y^2) V(r)$ directly acts as a quadrupolar source field for nematicity. This explains the detection of local nematicity/orthorhombicity in experimental probes sensitive to different atomic environments within materials. At the global scale, however, disorder does not generally generate long-range nematicity at $T > T_{\text{nem}}$ where the system remains tetragonal. Finite disorder concentrations may, however, under favorable circumstances enhance nematic order.
Appendices for Chapter 2

2.A Landau Theory: Phenomenological Analysis

Equation 2.1 of the main text is obtained by demanding that the free energy density is a real functional transforming according to the trivial IR of the ensuing point group. Here, we assume a system with tetragonal and inversion symmetries present, which is described by the $D_{4h}$ point group symmetry. The free energy density transforms according to the $A_{1g}$ IR of $D_{4h}$ and is here also assumed invariant under time reversal.

Equation of Motion

The equation describing the nematic field is found via the Euler-Lagrange equation of motion

$$\frac{\partial F}{\partial N} = \partial_x \frac{\partial F}{\partial (\partial_x N)} + \partial_y \frac{\partial F}{\partial (\partial_y N)}$$

(2.14)

and reads

$$[\alpha(T - T_{\text{nem}}) - c\nabla^2] N(r) + \beta [N(r)]^3 = -g (\partial_x^2 - \partial_y^2) V(r).$$

(2.15)

From the above, one notes that if the potential $V(r)$ is homogeneous, i.e. $V(r) = V$, the equation of motion includes only derivatives of $N(r)$ and no other spatially-dependent functions or source terms. Thus, for an infinite (bulk) system $N(r) = N$. When $T > T_{\text{nem}}$, the appearance of nematicity is disfavored and, thus, $N = 0$ in the bulk. In contrast, the presence of an inhomogeneous potential functions as a source of nematicity and allows for non-zero inhomogeneous solutions of $N(r)$.

Case Study: Single Impurity for $T > T_{\text{nem}}$

Above $T_{\text{nem}}$, we drop the cubic term in the equation of motion in eqn. (2.15) above, and obtain eqn. (2.2) of the main text. For a potential satisfying $V(q) = V(|q|)$, we set $q_x = q \cos \theta$, $q_y = q \sin \theta$, $x = r \cos \phi$ and $y = r \sin \phi$, and find

$$N(r, \phi) = -\cos(2\phi) \frac{g}{c} \int_0^\infty dq \frac{q^3 V(q)}{2\pi q^2 + \xi_{\text{nem}}^{-2}} J_2(qr),$$

(2.16)

with $J_2(z)$ the respective Bessel function of the first kind. One notes the distinctive angular dependence of the spatial profile of the induced nematic order, which is fixed by the $B_{1g}$ IR of $N(r)$, the $A_{1g}$ IR.
of $V(r)$, and the fourfold-symmetric impurity profile. We resolve the radial dependence in the case $V(r) = V/r$, and find

$$N(r, \phi) = \frac{\gamma}{c} [I_2 (r/\xi_{nem}) - L_{-2} (r/\xi_{nem})] \cos(2\phi),$$  \tag{2.17}$$

where we introduced the modified Bessel and Struve functions, and defined $\gamma = -\pi g V/(2\xi_{nem})$. Notably, the decaying function in the brackets yields approximately $1/2$ for $r = \xi_{nem}$.

**Non-Induction of Net Nematicity by a $C_4$-Symmetric Potential**

In this section we explore whether there exists a term in the Landau expansion which can induce a nonzero $N(q = 0)$ for an impurity-potential profile which preserves $C_4$ symmetry. Consider the most general term

$$\hat{d} \int [N(r)]^n [V(r)]^m (\partial_x^2 - \partial_y^2)^{\ell} V(r)$$  \tag{2.18}$$

where, if $\ell$ is odd, then $n = \ell + 2N$. We fix the spatial profile of $V(r)$ to be $C_4$-symmetric. The above general term can be mapped to two distinct types of couplings

$$\int \! dr [N(r)]^{2n}, \quad \text{and} \quad \int \! dr [N(r)]^{2n+1} (\partial_x^2 - \partial_y^2) V(r).$$  \tag{2.19}$$

The respective equations of motion read

$$N(r) \propto [N(r)]^{2n-1} \quad \text{and} \quad N(r) \propto [N(r)]^{2n} (\partial_x^2 - \partial_y^2) V(r).$$  \tag{2.20}$$

We Fourier transform the first equation and find

$$N(q = 0) \propto \int \! dp_1 \cdots \int \! dp_{2n-1} N(p_1) \cdots N(p_{2n-1}) \delta \left( \sum_{s=1}^{2n-1} p_s \right).$$  \tag{2.21}$$

Assuming that the components appearing on the right-hand side are given by

$$\bar{N}(q) = \frac{q}{c} \frac{(q_x^2 - q_y^2)}{q^2 + \xi_{nem}^2} V(q) \equiv \cos(2\theta) \frac{q}{c} \frac{q^2 V(q)}{q^2 + \xi_{nem}^2},$$  \tag{2.22}$$

where we set $q_x = q \cos \theta$ and $q_y = q \sin \theta$, we find that the angular part of the integral is proportional to

$$\int_0^{2\pi} d\theta_1 \cdots \int_0^{2\pi} d\theta_{2n-2} \cos(2\theta_1) \cdots \cos(2\theta_{2n-2}) \left[ \sum_{s=1}^{2n-2} p_s^2 \cos(2\theta_s) + \sum_{s \neq \ell} p_s p_\ell \cos(\theta_s + \theta_\ell) \right] = 0,$$  \tag{2.23}$$

where we set $\cos \theta_s = p_{s,x}/p_s$ and $\sin \theta_s = p_{s,y}/p_s$, with $p_s = |p_s|$. A similar treatment for the remaining equation also yields zero. This result naturally confirms, that a $C_4$-symmetric spatial profile for the impurity potential cannot lead to net nematicity.
2.B. Interaction in the Nematic Channel and Mean-Field Theory Decoupling

We assume the presence of the interaction

$$H_{\text{int}} = -\frac{V_{\text{nem}}}{2} \sum_R \mathcal{O}^2_R,$$

which contributes to the desired nematic channel. In the above, we have introduced

$$\mathcal{O}_R = \frac{1}{2} \sum_{\delta} f^R_{\delta} \left( c^R_{\delta} + c^{\dagger R}_{\delta} \right),$$
where we have defined the real space lattice version of the $d$-wave form factor $f^d_{k,k} = -f^d_{q,q} = 1/2$. Note that the lattice constant has been set to unity. We perform a mean-field decoupling of the interaction in the direct channel by introducing the nematic order parameter $N_R = -V_{\text{nem}}(O_R)$. The latter steps led to eqn. (2.9) of the main text. In wavevector space we have $N_{2q} = \sum_R N_R e^{i2\pi q R}$ and the complete mean-field Hamiltonian reads

$$H = \frac{1}{N} \sum_{k,q} c_{k+q}^\dagger (\xi_{kN}^N \delta_{q,0} + V_{2q} + N_{2q} \frac{f_{k+q}^d + f_{k+q}^d}{2}) c_{k-q}$$

(2.30)

with $N$ being the number of lattice sites, while the nematic form factor in wavevector space takes the form $f^d_{k} = \cos k_x - \cos k_y$. The mean-field Hamiltonian has to be supplemented with the self-consistency equation for the nematic order parameter, which reads

$$N_{2q} = -V_{\text{nem}} \sum_k \frac{f_{k-q}^d + f_{k-q}^d}{2} (c_{k-q}^\dagger c_{k+q}) \equiv -V_{\text{nem}} T \sum_{k,q} \frac{f_{k-q}^d + f_{k-q}^d}{2} G_{k+q,k_n,k-q,k_n}$$

(2.31)

where we introduced the full single-particle fermionic Matsubara Green function

$$G_{k+q,k_n,k-q,k_n} = -(c_{k+q,k_n}^\dagger c_{k-q,k_n}).$$

(2.32)

In the above, $k_n = (2n+1)\pi T$ ($k_B = 1$) and the Matsubara Green function for the free electrons has the form $G_{0}^{0} = 1/(i\varepsilon_n - \xi_k)$. The above construction allows us to employ Dyson’s equation in order to perform an expansion of the right-hand side of the self-consistency equation with respect to the nematic order parameter and/or the impurity potential.

### 2.C Landau Theory: Microscopic Analysis

Given the above, here we show how the electro-nematic coefficient $g$ relates to the microscopic parameters for the disorder-free microscopic model under consideration. We employ a perturbative expansion by means of the Dyson equation for the full Matsubara Green function which reads

$$G_{k+q,k_n,k-q,k_n} = G_{0}^{0} + G_{k+q,k_n}^0 \sum_p U_{k+q,p} G_{p,k_n,k-q,k_n},$$

(2.33)

where we introduced

$$U_{k+q,p} = \frac{1}{N} \left( V_{k+q-p} + N_{k+q-p} \frac{f_{k+q}^d + f_{k-p}^d}{2} \right).$$

(2.34)

We obtain the lowest order contribution of $U$ by replacing the full Green function on the right-hand side in eqn. (2.33) by the bare one. We find

$$g_{2q} = \frac{T}{N} \sum_{k,q} \frac{f_{k-q}^d + f_{k-q}^d}{2} G_{k+q,k_n}^0 G_{k-q,k_n}^0.$$  

(2.35)

To facilitate the calculations, we consider the continuum limit of our model and assume spinless single-band electrons with a parabolic dispersion $\xi(k) = E_F \left( (k/k_F)^2 - 1 \right)$ with $k = (k_x, k_y)$, $k = |k|$ and set $f^d(k) = (k_x^2 - k_y^2)/k_F^2$. The quantity of interest, after taking into account the symmetries of $\xi(k), f^d(k)$ and restricting up to second order terms in $q$, reads

$$g(2q) \approx -\int \frac{dk}{(2\pi)^2} \left[ n'_{F} [\xi(k)] + [f^d(k)]^2 \frac{1}{3} E_F^2 n''_{F} [\xi(k)] \right] f(q) \equiv g(q_x^2 - q_y^2).$$

(2.36)
2.D. Self-Consistent Calculation of the Nematic Order Parameter

By means of the microscopic Hamiltonian in eqn. (2.10) of the main text, we calculate the nematic order parameter self-consistently until we reach an accuracy of $10^{-6}$, while keeping the electron density fixed. The expectation values entering in the order parameter and the electron density are calculated by expressing the fermionic field operators in the diagonal basis of the Hamiltonian $c_R = \sum_\alpha \gamma_\alpha (R|\alpha)$ with the defining equation $\mathcal{H}\gamma_\alpha^\dagger|0\rangle = E_\alpha|\alpha\rangle$. Here $\mathcal{H}$ is the single-particle Hamiltonian, see eqn. (1.1).

This leads to the following simplified expressions for the order parameter, and electron density, respectively

$$N_R = -V_{\text{nem}} \sum_{\delta} \int_\delta^\infty \frac{d\xi}{2\pi} \frac{1}{\tau_k} \frac{n_F(\xi)}{\xi - \xi_k^2 + 1/(2\tau_k)^2},$$

(2.37)

$$\langle n \rangle = \frac{1}{N} \sum_\alpha n_F(E_\alpha).$$

2.E Disorder-Modified Stoner Criterion and the Resulting $T_{\text{nem}}^\text{imp}$

In the presence of dilute and uncorrelated identical impurities, the disorder may enhance $T_{\text{nem}}$. This was shown in the main text by investigating the modified nematic Stoner criterion. In fig. 2.4, we provide additional results for other electron-density values. The electron density is calculated via

$$\langle n \rangle = \frac{1}{N} \sum_\alpha n_F(E_\alpha).$$

(2.38)

which recovers its usual form $\langle n \rangle = \sum_k n_F(\xi_k)/N$ in the disorder-free case, i.e. $\tau_k \to \infty$. For these calculations finite size effects are diminishing for $N \sim 40 \times 10^3$.

In fig. 2.4 we demonstrate two typical situations, in which, $T_{\text{nem}}$ becomes either enhanced or reduced. This is reflected in the behavior of the quantity $\delta \chi_{\text{nem}}/\chi_{\text{nem}}^0 \equiv (\chi_{\text{nem}}^\text{imp} - \chi_{\text{nem}}^0)/\chi_{\text{nem}}^0$ which is depicted. We first focus on $n_{\text{imp}}$ in the vicinity of 5%, i.e. the optimal value discussed in the main text.

For the value $\langle n \rangle = 0.51$ of the electron density, the Fermi energy is tuned very near the van Hove singularity (see figs. 2.4(a,b)), which constitutes the sweet spot for the development of the nematic order parameter in the absence of disorder, since there, $\chi_{\text{nem}}^0$ obtains its maximum value. From fig. 2.4(c) we find that introducing disorder worsens the tendency of the system to develop a nematic order parameter as reflected in the negative values of $\delta \chi_{\text{nem}}/\chi_{\text{nem}}^0$. The addition of disorder broadens the spectral function, and the density of states unavoidably becomes lowered, since contributions from low density of states $k$ points are taken into account. In contrast, in the case $\langle n \rangle = 0.53$ discussed in the main text, and also shown here, the broadening allows the density of states to increase by picking up contributions from the van Hove singularity, while at the same time avoiding significant contributions from other low density of states $k$ points. Increasing the electron density to $\langle n \rangle = 0.55$ shifts the Fermi level further away from the van Hove singularity and thus reduces its favorable impact on the density of states. As a result, the nematic susceptibility drops and $\delta \chi_{\text{nem}}/\chi_{\text{nem}}^0$ is negative.

The balance between the contributions to the density of states originating from the van Hove singularity and the low density of states $k$ points is controlled by the concentration of impurities. Varying $n_{\text{imp}}$ leads to a modification of the relative strength of the two competing contributions and allows the sign changes of $\delta \chi_{\text{nem}}/\chi_{\text{nem}}^0$ which are shown in fig. 2.4(c) for $\langle n \rangle = 0.55$. 
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Figure 2.4: (a) Energy dispersion along the \( \Gamma X \) line, (b) Fermi line in \((k_x, k_y)\) space and (c) \( \delta \chi_{\text{nem}}/\chi_{\text{nem}}^0 \) as a function of \( n_{\text{imp}} \), all shown for different electron fillings \( \langle n \rangle = 0.51, 0.53, 0.55 \). Panel (c) reveals that disorder always has a negative impact on the nematic susceptibility when the Fermi level is tuned very near the van Hove singularity, as inferred for \( \langle n \rangle = 0.51 \). When the Fermi level is tuned sufficiently away from the van Hove singularity, the resulting nematic susceptibility can be either enhanced or reduced depending on the relative strength of the contributions to the density of states stemming from the van Hove singularity and the low density of states \( k \) points. This ratio is controlled by the concentration of impurities \( n_{\text{imp}} \).
2.E. Disorder-Modified Stoner Criterion and the Resulting $T^{\text{imp}}_{\text{norm}}$
3

Inter-Orbital Nematicity and the Origin of a Single Electron Fermi Pocket in FeSe

3.1 Introduction

The research of electronic properties of iron-based superconductors has proven to be a rich field that challenges our understanding of correlated multi-band systems. In this respect, particularly the superconducting iron-chalcogenides, FeSe and doped FeTe, have attracted considerable attention due to their unusual low-energy electronic states [61–63]. FeSe enters an orthorhombic phase near $T_{\text{nem}} \sim 90$ K without concomitant static magnetic order at lower temperatures, unlike most of the iron-pnictide superconductors. There is strong evidence that the rotational symmetry breaking at $T_{\text{nem}}$ is driven by the electronic degrees of freedom, and thus constitutes a rare example of electronic nematicity [60]. In particular, the spectrum of low-energy spin excitations, thought to drive electron pairing, is extremely anisotropic in untwinned crystals [211]. The superconducting phase sets in around $T_c \sim 9$ K and is therefore generated from an instability of the nematic normal state. Thus, it is not surprising that the superconducting properties also break rotational symmetry, as is indeed observed experimentally [86]. However, the origins of the extreme normal state nematicity, as well as
the reasons for the absence of magnetism at ambient pressure, are still being debated [61–63].

The very high level of rotational anisotropy is evident, e.g., from theoretical modelling of experimental data measured at low temperatures in FeSe [63]. Quite generally, the anisotropy inherent to standard electronic bands in the orthorhombic state, is not enough to explain the much more extreme anisotropy observed experimentally [86, 211–215]. Thus, various interaction-driven feedback effects that enhance the symmetry breaking have been proposed [86, 216–218]. In this respect, several works have argued for orbital-dependent quasiparticle weights $Z_\mu$ and shown how this effect may reconcile several experimental probes with simple models [86, 214, 216, 219–222]. The existence of orbital-dependent $Z$-factors has been explored extensively within dynamical mean-field theory (DMFT) and related methods, and arise naturally in multi-orbital systems with different degrees of orbital contributions to the Fermi level electronic states [219, 223–227]. For the specific case of FeSe, it was shown that $Z_{xy}$ must be strongly reduced from 1, but additionally that a large quasiparticle weight anisotropy of $Z_{xz}/Z_{yz} \sim 0.2 – 0.3$ was necessary in order to obtain agreement with experiments [86, 214, 228] within this approach. The origin of this rather small ratio remains unsettled, but may be related to strong feedback effects on the electronic states close to a stripe magnetic quantum critical point. One of the important implications of these extracted values for the orbital weights $Z_\mu$ was that the electron pocket at Y should be nearly completely incoherent, and thus difficult to observe with spectroscopic probes; indeed, no conclusive observation of this pocket has been reported by either angular-resolved photoemission spectroscopy (ARPES) [229–231] or scanning tunneling microscopy (STM) [214].

Subsequently, however, laser ARPES studies reported significant $d_{yz}$ content on the $\Gamma$ hole pocket, as well as a strong $d_{xz}$ component apparently inconsistent with the extreme scenario of orbital dependent $Z$-factors [232]. Furthermore, very recent synchrotron ARPES measurements on detwinned FeSe have proposed that the Y pocket may be lifted entirely from the Fermi surface (FS) rather than unobservable due to incoherence [233, 234]. The explanation of the unusual spectroscopic observations of this pocket is therefore important not only to obtain the correct low-energy electronic band structure relevant for (detwinned) nematic FeSe, but also to ultimately understand the origin of the strong electronic nematicity in FeSe.

Obviously, any theoretical approach for explaining the large electronic anisotropy of FeSe relies on having a reasonable starting point for inclusion of interactions in the band structure. It was initially proposed, based on comparison to ARPES data available at the time, that FeSe features nematicity in the $d_{xz}$ and $d_{yz}$ intra-orbital channels with form factors transforming as the IRs $A_{1g}$ and $B_{1g}$ of the given point group [196, 235–241]. More recently, however, several works have advocated for the relevance of (intra-orbital) nematicity involving also the $d_{xy}$ orbitals [126, 242–246]. Until recently, first principles approaches were unable to stabilize a nematic ground state without concomitant stripe magnetism. However a recent density functional theory DFT+U exploration of the energy landscape found a lowest energy nematic state transforming according to the $E_u$ IR of the $D_{4h}$ point group, containing significant inter-orbital nematic components [247]. This form of nematicity, which breaks also inversion symmetry, was shown to produce FSs containing only a single electron pocket [247]. Whether this approach has material-specific predictive power is still an open question¹, however, and in any case it remains important to identify the cause of nematic ordering using more transparent model-based methods.

¹Applying a similar approach to LiFeAs, for example, produces a dramatically distorted low-energy band structure with missing $d_{xy}$ band at the Fermi level. R. Valenti, private communication.
These recent developments raise a number of important questions related to the low-energy band structure and the associated superconducting gap structure of FeSe. For example, what underlying physical interactions naturally produce nematic order that generate single-electron-pocket bands [246, 247], and what are the consequences of this low-energy band structure for our broader understanding of this material?

Here, motivated by several earlier theoretical studies of the effects of longer-range Coulomb interactions on band structure renormalizations of iron-based superconductors [126, 127, 248, 249], we explore the nematic phase spontaneously generated by such interactions. Reference [126] originally investigated these effects for FeSe, and additionally found a dominant intra-orbital $d$-wave bond nematic order arising from nearest neighbor Coulomb repulsion. These results are, however, inconsistent with the current ARPES description of the FeSe FS and deserve to be re-examined. To this end, we have begun with the canonical DFT calculation of the FeSe band structure in the tetragonal phase [250], and introduced nematic order driven by longer-range Coulomb interactions systematically. We find that such interactions, in addition to the generation of small electron and hole pockets, also generates inter-orbital nematicity between $d_{xz}$ and $d_{xy}$ states (or equivalently between $d_{yz}$ and $d_{xy}$ states), and in a large region of parameter space at low temperatures. This form of nematic order is distinct from those discussed previously in the literature [126, 245–247]. The inter-orbital nematic order components hybridize the low-energy bands near Y (or equivalently near X), and thereby allow, depending on their amplitudes, for the lifting of one of the electron pockets. We explore this scenario of longer range Coulomb interactions for nematicity and FS anisotropy, and demonstrate how it naturally generates FSs containing only a single electron pocket. We next discuss the comparison of the spin excitations obtained using this renormalized band structure with the highly anisotropic spectrum reported in the experimental literature [211]. Finally, we compute the resulting momentum-dependent superconducting gap structure, and discuss implications for other experimental probes of FeSe.

### 3.2 Model and Method

In order to explore how the electronic structure of FeSe is affected by longer-range Coulomb interactions, specifically nearest-neighbor (NN) density interactions, we employ the following many-body Hamiltonian

$$H = H_{\text{kin}} + H_{\text{soc}} + H_{\text{int}}$$

$$= - \sum_{R,R'} c_{R\mu\sigma}^\dagger \left( t_{R'\mu R} \delta_{R,R'} + \mu_0 \delta_{R,R'} \delta_{\mu,0} \right) c_{R'\nu\sigma} + \lambda_{\text{SOC}} \sum_{R} c_{R\mu\sigma}^\dagger L^{\mu\nu} \cdot S^{\nu\sigma} c_{R\nu\sigma} + \frac{V}{2} \sum_{\langle R,R' \rangle} n_{R} n_{R'},$$

where $\langle R, R' \rangle$ indicates the set of NN sites. Here, the operator $c_{R\mu\sigma}$ annihilates an electron in orbital $d_\mu$ with spin projection $\sigma$ at lattice site $R$, and $n_R = c_{R\mu\sigma}^\dagger c_{R\mu\sigma}$ represents the density operator at lattice site $R$. The kinetic part of the Hamiltonian $H_{\text{kin}}$ contains the hopping matrix elements and the chemical potential $\mu_0$. $H_{\text{soc}}$ includes the atomic spin-orbit coupling (SOC) with strength $\lambda_{\text{SOC}}$, and $H_{\text{int}}$ describes the repulsive NN density interaction. For all results presented in this chapter, we adjust $\mu_0$ to keep a fixed electron density of $\langle n \rangle = 6.0$. Note that for simplicity we completely discard the usual onsite Hubbard Coulomb repulsion $H_U$ in the model. As it is well-known, such interactions can lead to important band renormalization, magnetism, and nematicity [60, 63, 251–253], none of which
Basis functions

\[
x^2 + y^2, f_k = \cos k_x + \cos k_y
\]

\[
x^2 - y^2, f_k = \cos k_x - \cos k_y
\]

\[
z, xy
\]

\[
(x, y), (xz, yz), (f_k^{\mu\nu}, f_k^{\nu\sigma}) = i\sqrt{2}(\sin k_x, \sin k_y)
\]

<table>
<thead>
<tr>
<th>(E)</th>
<th>(2S_4)</th>
<th>(C_2)</th>
<th>(2C'_2)</th>
<th>(2\sigma_d)</th>
<th>Basis functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(_1)</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>(x^2 + y^2, f_k = \cos k_x + \cos k_y)</td>
</tr>
<tr>
<td>A(_2)</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>(L_z)</td>
</tr>
<tr>
<td>B(_1)</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>(x^2 - y^2, f_k = \cos k_x - \cos k_y)</td>
</tr>
<tr>
<td>B(_2)</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>(z, xy)</td>
</tr>
<tr>
<td>E</td>
<td>+2</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1: Character table for the point group D\(_{2d}\), where we also included the relevant form factors \(f_k^{\mu\nu}\). Note that D\(_{2d}\) is a subgroup of D\(_{4h}\).

lift the Y electron pocket. Here, we assume that \(H_U\) merely renormalizes the DFT band structure, though we do not include such effects explicitly. Thus we explore the nematic instability generated solely from \(H_{\text{int}}\) containing only NN Coulomb repulsion.

The symmetry properties of FeSe, and thereby \(H\), are governed by the non-symmorphic space group \(P4/nmmm\), which consists of pure lattice translations \(\{E | R\}\), eight pure point group elements \(\{g | (0,0)\}\) for \(g \in D_{2d}\), and eight compound symmetries \(\{gI | (\alpha/2, \alpha/2)\}\) with \(I\) denoting inversion and \(\alpha\) being the lattice constant, which we will set to unity \(\alpha \equiv 1\). For both analytical tractability and numerical simplicity we perform our study in the 1-Fe unit cell, for which the cosets of \((P4/nmmm)/T\) are pure point group elements of \(D_{2d}\). This allows us to consider the IRs of \(T\) and \(D_{2d}\) separately. Although one thereby lacks certain symmetry elements of the original system, it is still possible to capture the violation of rotational symmetry and the emergence of nematic order. In particular, we need to focus only on the generators of the \(D_{2d}\) group \(g = \{S_4, C_2, C'_2, \sigma_d\}\), and the associated five IRs \(\Gamma = \{A_1, A_2, B_1, B_2, E\}\), see table 3.1. Here, the generator \(S_4\) refers to the combined operation of \(C_4\sigma_{xy}\).

We incorporate the effects of NN Coulomb interactions by performing a Hartree-Fock mean-field decoupling of \(H_{\text{int}}\), and introduce the following homogeneous bond-order fields in wave-vector space [126,127] for a given spin projection \(\sigma\)

\[
N^{\mu\nu}_{k\sigma} = -\frac{2}{N} \sum_{k'} f_{k-k'}^\sigma \langle c_{k'\nu\sigma}^\dagger c_{k\mu\sigma}^\dagger \rangle,
\]

with \(N\) being the number of lattice sites, and \(f_{k}^\sigma\) being the form factor of the interaction, which transforms as the IR \(A_1\), see table 3.1. Note that in the decoupling of \(H_{\text{int}}\), the Hartree terms contribute only to a constant energy shift, which can be readily absorbed in the chemical potential \(\mu_0 \rightarrow \mu_0 - 4V \sum_{\mu} \langle n_{k\mu}\rangle/N\).

Upon reaching the nematic transition temperature \(T_{\text{nem}}\), the system will spontaneously violate \(S_4\) symmetry, and we therefore seek to split the bond order fields into \(S_4\) symmetry-preserving and symmetry-breaking terms, in order to identify the origin of nematicity driven by NN interactions. The symmetry-preserving terms, denoted by \(N^{\mu\nu}_{k\sigma, \text{br}}\), will in general lead to band renormalizing (br) terms, and is obtained by projecting out the A IR of the subgroup \(S_4 = \{E, S_4, S_4^2, S_4^3\}\), see eqn. (1.22)

\[
N^{\mu\nu}_{k\sigma, \text{br}} = \frac{1}{4} \sum_{\ell=0}^3 D_{\text{orb}}[S_4^\ell | S_4^\mu \nu] S_4^\ell \sigma_{k \sigma} D_{\text{orb}}^\dagger|S_4^\ell | \nu \nu,
\]

with \(\mu_0 \rightarrow \mu_0 - 4V \sum_{\mu} \langle n_{k\mu}\rangle/N\).
where $D_{\text{orb}}[S_4^f]$ is the representation of $S_4^f$ in orbital space. As a consequence of SOC, one should in general also perform the $S_4$ averaging in spin space. However, by exploiting that the fields $N_{\kappa\sigma}^{\mu\nu}$ are diagonal in spin space and the fact that the action of $S_4$ is equivalent to a $\pi/2$-rotation about the spin $z$-axis, we find that $S_4$ leaves the spin projection $\sigma$ of $N_{\kappa\sigma}^{\mu\nu}$ invariant. Momentum dependent band renormalizing terms, such as $N_{\kappa\sigma,\text{br}}^{\mu\nu}$, have been previously put forward as potential candidates for explaining the band structure renormalizations of iron-pnictides and iron-chalcogenides [126,127,252].

Here, the main focus is on the $S_4$ symmetry breaking (sb) terms leading to nematic order, which are simply the remainder of the total field $N_{\kappa\sigma,\text{sb}}^{\mu\nu} = N_{\kappa\sigma}^{\mu\nu} - N_{\kappa\sigma,\text{br}}^{\mu\nu}$. In order to extract the form factors entering in the symmetry-preserving and symmetry-breaking fields, we perform the following projection onto the normalized lattice versions of the basis functions $f_{\gamma}^{\kappa}$ belonging to the group $D_{2d}$

$$N_{\kappa\sigma,\text{br}/\text{sb}}^{\mu\nu} = \sum_{\gamma} f_{\gamma}^{\kappa} N_{\gamma\sigma,\text{br}/\text{sb}}^{\mu\nu}. \quad (3.4)$$

As a consequence of the NN interaction, the sum over $\gamma$ is restricted to include only the lowest order lattice harmonics, i.e. only linear combinations of $\cos(k_{x,y})$ and $\sin(k_{x,y})$ enter in $f_{\gamma}^{\kappa}$, while a longer-ranging interaction in general allows for higher order terms. Thus, we arrive at the following MF decoupled interaction

$$H_{\text{int}}^{\text{MF}} = V \sum_{\kappa} \sum_{\gamma,i} c_{\kappa\mu\sigma}^\dagger f_{\gamma}^{\kappa} \left( N_{\gamma\sigma,\text{br}}^{\mu\nu} + \beta N_{\gamma\sigma,\text{sb}}^{\mu\nu} \right) c_{\kappa\nu\sigma}. \quad (3.5)$$

Note that we here introduced the enhancement factor $\beta$, since the interaction strength $V$ in the symmetry-preserving and symmetry-breaking channels in general will be different, since the fields belong to different IRs of the point group, and can potentially lead to distinct couplings in a renormalization group procedure. Thus we allow $\beta \neq 0$ throughout, similar to earlier works [126,127].

Lastly, in app.3.A we elaborate further on the construction of $N_{\gamma\sigma,\text{br}/\text{sb}}^{\mu\nu}$, display their explicit matrix structure, and list the basis functions $f_{\gamma}^{\kappa}$ used in the upcoming sections.

### 3.3 Results

Equipped with the above model Hamiltonian and symmetry considerations, we are now able to calculate the bond order fields $N_{\gamma\sigma,\text{br}/\text{sb}}^{\mu\nu}$ self-consistently for a fixed electron filling $\langle n \rangle = 6.0$, (for details see app.3.A). In our calculations we adopt the kinetic Hamiltonian for FeSe given in ref. [250], after including SOC in the spin $z$-direction of bare strength $\lambda_{\text{SOC}} = 30 \text{meV}$. However, the exact value of $\lambda_{\text{SOC}}$ is not qualitatively important for the emergence of inter-orbital nematic components and the concomitant disappearance of one of the electron pockets, as found further below. However, SOC is important, within the current model, for the FS to contain only a single hole pocket at $\Gamma$. Due to weak inter-layer coupling in the $c$ direction, we restrict our study to the quasi-2D lattice of a single layer of Fe and Se atoms. The resulting orbitally-resolved FS and band structure in the absence of NN interactions are displayed in fig.3.1(a) and 3.1(c), respectively.

The effects of NN interactions, captured by the terms entering in eqn.(3.5), give rise to the two aforementioned effects, namely band renormalization and $S_4$ symmetry breaking. Let us momentarily discuss the former, $N_{\gamma\sigma,\text{br}}^{\mu\nu}$, by focusing on the low-energy $t_{2g}$ orbitals. For this case, the fields lead to the following two effects: i) collective down-shift of the hole pockets at $\Gamma$ and M, and ii) up-shift of the Dirac points at X and Y. The down-shift of the hole pockets is readily attributed to the
Figure 3.1: Orbitally resolved FSs and band structures in the absence (a),(c) and presence (b),(d) of NN interaction effects. The latter were obtained with $V = 0.45\, \text{eV}$ and $\beta = 2.8$. The band was adopted from ref. [250], with $k_z = 0$ and SOC coupling in the spin $z$-direction, $\lambda_{\text{SOC}} = 30\, \text{meV}$. In (d) we clearly see the band shifts and gap openings discussed in the main text, resulting in the highly anisotropic FS displayed in panel (b). All figures were obtained with $k_B T = 1\, \text{meV}$ and $k_B \equiv 1$. 
self-consistent fields in fig. 3.2(a), which couple to the form factor \( f_k^N = \cos k_x + \cos k_y \). Specifically the fields \( N_{x\sigma, br}^{xz} = N_{y\sigma, br}^{yz} = -0.22 \) lead to a down-shift of \( d_{xz}, d_{yz} \)-dominated bands at \( \Gamma \), while \( N_{x\sigma, br}^{xy} = 0.24 \) ensures the down-shift of \( d_{xy} \)-dominated bands at \( M \). The latter occurs since the form factor has a relative sign on the two pockets \( f_k^N = f_k^Y = 0 \). Additionally we note that the effects of the \( s \)-wave fields on the electron pockets are minimal since \( f_k^N = f_k^Y = 0 \).

By contrast to the above, the fields presented in fig. 3.2(b) are dominant at the \( X \) and \( Y \) points due to the \( d \)-wave form factor \( f_k^N = \cos k_x - \cos k_y \). In fact, the field \( N_{x\sigma, br}^{xz} = 0.09 \), \( N_{y\sigma, br}^{yz} = -0.09 \) shifts \( d_{xz}(d_{yz}) \)-dominated bands at \( Y \) (\( X \)), pushing the Dirac points up closer to the Fermi level. Similar to the \( s \)-wave fields, also here the symmetry of the form factor, \( f_k^N = -f_k^Y \), compensates the relative sign between the two fields \( N_{x\sigma, br}^{xz}/N_{y\sigma, br}^{yz} = -1 \). Furthermore, we point out that the electron pockets acquire a peanut-like shape for appropriate values of \( V \), since the fields \( N_{x\sigma, br}^{\mu\nu} \) do not affect the \( d_{xy} \) orbitals. Lastly note that the down- (up-) shift of the hole pockets (Dirac points) leads to smaller terms are non-zero in \( \beta_N \).

Turning our attention to the symmetry breaking fields, \( N_{\kappa \sigma, sb}^{\mu\nu} \), we find that only fields that are coupled to the \( d \)-wave form factor play an essential role, see fig. 3.2(c) and 3.2(d). By applying the same logic as for the band renormalizing terms, we observe that the field \( N_{x\sigma, sb}^{xz} \) \( \left(N_{y\sigma, sb}^{yz}\right) \) leads to an up- (down-) shift of \( d_{xz}(d_{yz}) \)-dominated bands at \( Y \) (\( X \)). While this effect appears similar to the one encountered for \( N_{x\sigma, br}^{\mu\nu} \), we stress that here the Dirac points are shifted in opposite directions due to the violation of \( S_4 \)-symmetry. This reduction in symmetry also allows for anisotropic inter-orbital \( d_{xz} - d_{xy} \) and \( d_{yz} - d_{xy} \) hybridization terms, namely \( \beta N_{x\sigma, sb}^{xz, yz} \approx 0.10 \) and a vanishing coupling \( \beta N_{x\sigma, sb}^{xz, yz} \). It is in fact these particular couplings which lead to the distinct hybridization gaps at \( X \) and \( Y \) evident from fig. 3.1(d), and they will, in synergy with all the effects discussed above, result in the highly anisotropic FS shown in fig. 3.1(b), featuring only a single electron pocket at the \( X \) point. Thus, as a function of temperature, a Lifshitz transition necessarily takes place such that a shrinking \( Y \)-pocket eventually disappears at a certain temperature below \( T_{\text{nem}} \). A detailed discussion of the experimental evidence for such a temperature-induced Lifshitz transition can be found in ref. [246].

To gain deeper insight into the emergent nematic order, we now proceed and study more carefully the IRs of \( N_{\kappa \sigma, sb}^{\mu\nu} \). By construction, the \( S_4 \) symmetry preserving fields can only consist of terms transforming as \( A_1 \) and \( A_2 \), and, in fact, we find through our self-consistent calculations that only \( A_1 \) terms are non-zero in \( N_{\kappa \sigma, sb}^{\mu\nu} \), see app. 3.B for further details.

In contrast, \( N_{\kappa \sigma, sb}^{\mu\nu} \) can contain terms transforming as the remaining three IRs of the group, i.e. \( B_1, B_2 \) and \( E \), allowing for the nematic order to arise in any of these three channels. As we explicitly show in app. 3.B, we find non-zero \( S_4 \) symmetry breaking terms belonging to two distinct IRs, namely \( B_1 \) and \( E \). This implies that the system undergoes two consecutive phase transitions upon lowering of the temperature. In order to quantify this, we focus on the \( t_{2g} \) orbitals, and define the following leading order parameters

\[
N_{B_1} = \left( N_{x\sigma, br}^{xz} + N_{x\sigma, sb}^{xz} + N_{y\sigma, br}^{yz} + N_{y\sigma, sb}^{yz} \right)/4,
\]

\[
N_{E} = \left( \frac{N_{x\sigma, br}^{xy} + N_{x\sigma, sb}^{xy}}{2}, \frac{N_{y\sigma, br}^{yz} + N_{y\sigma, sb}^{yz}}{2} \right)
\]

\[
\equiv (N_{E_1}, N_{E_2}),
\]
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Figure 3.2: Band renormalizing (br) and $S_4$ symmetry breaking (sb) bond-order fields $N_{\gamma \sigma, br}/N_{\gamma \sigma, sb}$, calculated self-consistently for the parameters and temperature used in fig. 3.1(b) and (d), and fixed electron filling $\langle n \rangle = 6.0$, see app. 3.A for further details. The fields in (a),(c) couple to the form factor $f_k^s = \cos k_x + \cos k_y$, while the ones displayed in (b),(d) couple to $f_k^d = \cos k_x - \cos k_y$. The values of all matrix elements have for clarity been rounded to the second decimal place. For brevity we only display $\gamma = \{s, d\}$, but additional plots of the remaining fields can be found in app. 3.A.
3.3. Results

Figure 3.3: Leading order parameters $N_{B_1}$ and $N_E$ versus temperature. The system becomes nematic at $T_{\text{nem}}$, and displays a second phase transition at $T'_{\text{nem}}$. For the latter, $N_{E_x}$ becomes non-zero, allowing for hybridization terms at Y. In this figure, we used the same parameters as in figs. 3.1 and 3.2.

where $\bar{\sigma}$ is the opposite spin projection of $\sigma$. For details see app. 3.B. In fig. 3.3 we show the values of these order parameters for various temperatures, and indeed find that $N_{B_1}$ becomes non-zero at $T_{\text{nem}}$, while only the single component $N_{E_x}$ condenses at lower temperatures $T'_{\text{nem}}$. An intra-orbital nematic order thus arises at $T_{\text{nem}}$, lowering the point group symmetry from $D_{2d}$ to $D_2$, and leads to the up- (down-) shift of $d_{xz}$-$d_{yz}$-dominated bands at Y (X) discussed in the previous paragraph. The second transition at $T'_{\text{nem}}$ further reduces the point group to $C_2$ and allows for anisotropic inter-orbital $d_{xz} - d_{xy}$ or $d_{yz} - d_{xy}$ hybridization terms, i.e. the effects ultimately leading to the highly anisotropic FS, shown in fig. 3.1(b).

We stress that the effects of the $e_g$ orbitals and remaining fields $N_{\mu\nu}^{br/sb}$ not displayed in fig. 3.2, are all incorporated in our calculations, but do not lead to qualitative changes of the low-energy band structure and FS, and are therefore not explicitly mentioned in the above discussion. For a complete overview of all fields $N_{\mu\nu}^{br/sb}$, see app. 3.A. Furthermore, we note that the final nematic band structure, as seen e.g. in fig. 3.1(d), obviously depends on the starting point, i.e. the tetragonal DFT band structure. Thus, the final quantitative energy scales, i.e. the hybridization gap at Y and the required amplitudes of $V$ and $\beta$ for generating a FS similar to that shown in fig. 3.1(b), depend on the initial bare band structure. Lastly, we note that the purely intra-orbital nematic order generated from NN Coulomb repulsion found earlier [126,127], can be reproduced here when applying the same band structure as in ref. [126]. We have not located the exact band property that leads to the additional inter-orbital nematic fields from the DFT bulk FeSe band model used in the current study [250], but note that the solution presented in fig. 3.1 is quite generic at low temperatures and exists for a wide parameter range.

The low-energy electronic structure established above has important consequences for spin excitations that should be compared with experiments. In this respect, a series of inelastic neutron scattering experiments [211,254,255] have established a remarkable set of magnetic phenomena in FeSe. At low temperatures in the nematic phase, but high energies ~ 100 meV, strong $(\pi, \pi)$ (Néel) fluctuations dominate the spectrum, with weaker but still prominent $(\pi, 0)$ and $(0, \pi)$ (stripe-like) fluctuations. As the energy is lowered to a few tens of meV, a spin gap develops in the $(\pi, \pi)$ spectrum, but $(\pi, 0)$ spin fluctuations strengthen. Notably, the only measurement of *detwinned* FeSe crystal finds that at low
Figure 3.4: (a) Spin susceptibility as calculated from our model including the nematic order induced by nearest-neighbor Coulomb interactions, but using a fully coherent electronic structure, \( Z_\mu = 1, U = 0.805 \text{eV}, J/U = 1/6 \). (b) Spin susceptibility as obtained from a weakly correlated system by assuming orbitally selective quasiparticle weights \([220]\) (dark red curve) \( U = 3.1 \text{eV} \) and successively decreasing the quasiparticle weight for the \( d_{xy} \) orbital to almost negligible quasiparticle contribution (yellow, \( U = 3.65 \text{eV} \)). (c) Moderate correlation with a small \( Z_{xy} = 0.27 \), but additionally splitting the quasiparticle weights between the \( d_{xz} \) and \( d_{yz} \) orbitals yields a strongly anisotropic susceptibility with no visible peak at \((0, \pi)\) starting from \( Z_{yz}/Z_{xz} \approx 1.3 \) (\( U \) decreased slightly to not cross the magnetic instability).
energies the intensity of the $(0, \pi)$ fluctuations essentially vanishes \cite{211}. This extraordinary result should emerge from a proper theory of low energy spin and orbital degrees of freedom. We show now that, counter-intuitively, the current proposal for low-energy nematic electronic structure is not sufficient to explain the above-mentioned magnetic properties, and requires the additional physics of orbital selective correlations.

In fig.3.4(a), we first illustrate the bare magnetic susceptibility $\text{Re} \chi_{0q,\omega=0}$, together with the enhanced susceptibility obtained in the random phase approximation $\chi_{\text{RPA}}^{q}$ of a fully coherent electronic structure. The spectrum is clearly dominated by intense $(\pi, \pi)$ fluctuations arising from scattering between the $d_{xy}$ states, which are not observed in experiment. Furthermore, $(\pi, 0)$ and $(0, \pi)$ states are nearly degenerate, in contradiction to the results of ref. \cite{211}. Note that these issues are also common to conventional spin-fluctuation theories of FeSe including a Y pocket \cite{228,256}, or other novel schemes to lift the Y pocket \cite{246} via nematic order. In ref. \cite{228}, it was proposed that they could be resolved by assuming orbitally selective incoherence of $d_{xy}$, $d_{xz}$, and $d_{yz}$ states, such as should take place according to previous theory \cite{227} and as observed in some experiments \cite{225}. With a phenomenological insertion of orbitally dependent quasiparticle weights $Z_{\mu}$, with $\mu$ an orbital index, ref. \cite{228} could fit inelastic neutron data on FeSe using very strong suppression of $d_{xy}$ weights and somewhat smaller suppression of $d_{xz}$ and $d_{yz}$ weights, assuming also a large ratio of at least 1.7 for the ratio $Z_{yz}/Z_{xz}$.

By calculating the real part of the susceptibility at zero frequency, $\chi_{\text{RPA}}^{q}$, we explore how orbital incoherence influences the peak structure in momentum space. As found in earlier investigations \cite{228,257} and explicitly checked also in this work, a strong peak in $\chi_{\text{RPA}}^{q}$ is accompanied by spin fluctuations at low energies reflected in $\text{Im} \chi_{\text{RPA}}^{q,\omega}$, the quantity measured directly by inelastic neutron scattering experiments.

In fig.3.4(b), we present the results for weak correlations, and the evolution of the susceptibility as correlations are enhanced by a substantial suppression of the $d_{xy}$ quasiparticle weight (see app.3.C for a brief discussion of the ansatz made by ref. \cite{228}). As anticipated from the contribution of the orbitally resolved susceptibility of the $d_{xy}$ orbital (see fig.3.4(a)), with reduction of $Z_{xy}$ comes the suppression of the Néel peak and concomitant moderate enhancement of the $(\pi, 0)$ stripe peak. On the other hand the $(\pi, 0)/(0, \pi)$ anisotropy is still much weaker than that reported in ref. \cite{211}. In fig.3.4(c), we therefore show the effect of additionally increasing the $Z_{yz}/Z_{xz}$ anisotropy. It is easy to see that much larger $(\pi, 0)/(0, \pi)$ anisotropies are obtained in this case, but also that substantially smaller quasiparticle weight ratios, of order $\sim 1.3$, are required compared to ref. \cite{228}, due to the effect of inter-orbital nematic order introduced here.

On the other hand, these various hypothetical renormalizations do not lead to substantial changes in the gap structure obtained for FeSe within the corresponding spin fluctuation pairing theory. This is simply because in a multiband system even at $\omega = 0$ contributions to $\chi_{q}$ arise from states tens or even hundreds of meV from the Fermi level \cite{257}. By contrast, FS states determine the anisotropy of the effective pairing interaction completely. This effect can be seen easily in fig.3.5, where we plot the leading eigenvector of the linearized gap equation (see app.3.C) for the same three cases described in fig.3.4. The overall structure of the gaps and the density of states are seen to be virtually identical.
Figure 3.5: (a) Superconducting gap symmetry function $g_k$ as calculated from a fully coherent electronic structure showing the strongly anisotropic gap on the two pockets. The expected spectrum shows nodal features and the eigenvalue $\lambda$ is sizeable but small. (b) $g_k$ calculated from a electronic structure with very incoherent $d_{xy}$ orbital; almost no effect is visible except that the eigenvalue can be larger since the relative contribution of the $(\pi,0)$ scattering is higher. (c) Same quantity, but calculated including a moderately correlated $d_{xy}$ orbital and a nematic splitting of the quasiparticle weights in the $d_{yz}$ and $d_{xz}$ orbitals, yielding an order parameter with a tiny true gap, in contrast to nodes in (a) and (b).
3.4 Discussion and Conclusions

In this work we have pursued a scenario where nematicity originates entirely from NN Coulomb repulsion, even though it is well-known that onsite interactions alone may also drive a nematic instability as a precursor to stripe magnetism [60]. Interestingly, orbitally resolved studies within the spin-nematic onsite interaction-only scenario, do find sizable inter-orbital nematic susceptibilities [258]. Such studies, however, have only been performed in the tetragonal paramagnetic phase, and it remains to be seen whether spontaneous breaking in the inter-orbital channel, similar to the current proposal, can also arise from higher order processes solely from onsite interactions. However, the absence of magnetism in FeSe and the overall agreement of the here-presented results to the experimental facts, raises the question of whether indeed NN-repulsion is the generator of nematicity for FeSe. From cRPA [259] and DMFT [260] calculations it is known that interactions are generally larger in FeSe than any of the other iron-based superconducting systems, presumably because a lack of intervening spacer layers reduces the screening. Onsite interactions $U$, $J$ are known to lead to band renormalizations, in particular FS pocket shrinkage [248,249] and orbital-dependent band narrowing. It is tempting to speculate that this, in turn, effectively enhances the importance of the unusually large $V$ in FeSe, thereby boosting instabilities driven by this channel.

Recently, another theoretical study investigated the possibility of nematic order lifting one of the electron pockets (above the Fermi level) in FeSe [246]. In agreement with the present work, a Lifshitz transition necessarily takes place as a function of temperature, and a superconducting gap structure consistent with experiments follows directly from the resulting FS with the missing Y-pocket. A main differences between ref. [246] and the current approach is the nature of the nematic order; whereas Rhodes et al. [246] begin with a phenomenological $\mathbf{k} \cdot \mathbf{p}$ expansion around $\Gamma$, X and Y, and explore the role of a large intra-orbital $B_{1g}$ $d_{xy}$-nematic order parameter imposed by “hand” on the band structure, together with additional onsite Hartree shifts to this orbital, we have started from a nearest-neighbor Coulomb interaction, and shown that (self-consistently generated) inter-orbital $d_{xy} - d_{xz/yz}$ nematic components lift the Y-pocket. Thus, while a $B_{1g}$ intra-orbital $d_{xy}$ nematic component is also present in our approach as seen from fig.3.2(d), the most important nematic components for generating a FS containing no electron Y-pocket are the distinct inter-orbital components.

As mentioned in sec.3.3, the nematic lowest-temperature phase advocated in this work, resides in the C$_2$ (monoclinic) group, containing only a C$_2$ rotation around the $x$-axis as the remaining symmetry operation. This constitutes a clear prediction within the current scenario; the electronic sector should exhibit a double transition as the temperature is lowered. We are not aware of such evidence, e.g. from specific heat data [261–263], which may be because of the very small electronic entropy change at the second transition, or simply because the two transitions are accidentally close (in temperature) (see app.3.B for more details) in FeSe. In addition, if the nematic order couples strongly enough to the atomic lattice, such symmetry lowering could be tested by experiments sensitive to the overall crystal point group. In this regard, however, we note that recent experimental and theoretical studies have advocated for a more complex static crystal microstructure in FeSe than previously thought. Locally, FeSe appears to accommodate a myriad of inhomogeneous nanoscale lattice distortions, where only the spatially averaged structure complies with the standard tetragonal (orthorhombic) crystal symmetries at high (low) temperatures [198,199,247,264]. This may in fact be the result of two nematic channels very close in in energy. Lastly, it is tempting to speculate that the inter-orbital nematic order discussed
here, may be relevant for the recent experimental studies of structural transitions in Bi$_{1-x}$Sr$_x$Ni$_2$As$_2$, which exhibit transitions from a high-temperature tetragonal phase to a triclinic low-temperature phase [265].

Recent theoretical works explored the possibility of pinned local nematic order [166, 184, 185], and chap. 2. In particular, we explored in chap. 2 the local disorder-induced nematicity from nonmagnetic impurities in the tetragonal phase at $T > T_{\text{nem}}$. Several experimental works have reported evidence for such local nematic order above $T_{\text{nem}}$ [198, 199]. Our results in chap. 2 were obtained by applying a one-band model and relied on interactions leading to a single-component $B_{1g}$ nematic order, and hence the question arises how local pinned nematic order gets affected by the presence of the substantial inter-orbital components found in this work? We have answered this question by performing a real-space calculation similar to that of chap. 2, but generalized to the multi-orbital case. For the intra-orbital $B_1$ order parameter $N_{B_1}$ studied here, we observe that it enters the Landau free energy expansion in the exact same manner as the order parameter studied in chap. 2. Therefore the local impurity-induced order exhibits a clover-shape pinned by nonmagnetic impurities. However, for the lower temperature phase, the spatially dependent local nematic impurity-induced order is distinct from that consider in chap. 2, since the order parameter $N_E$ couples differently to the nonmagnetic impurity. It remains an interesting future study to investigate the detailed experimental consequences of these various local nematic orders.

In summary, we have discovered an inter-orbital nematic order generated from nearest-neighbor Coulomb repulsion for electronic models relevant for FeSe in particular, and perhaps the iron-based systems more broadly. A natural property of this kind of nematic order is the generation of highly anisotropic FSs, featuring in some cases, only a single hole and electron pocket. We have shown how, for FeSe, this explains photoemission data and the experimentally extracted very anisotropic superconducting gap structure. However, a consistent picture of the neutron scattering data, cannot be straightforwardly obtained within this nematic scenario, without invoking additional self-energy effects, which in the simplest case, involves sizable corrections in the form of reduced orbitally dependent quasiparticle weights.
Appendices for Chapter 3

3.A Details on Bond-Order Fields and Self-Consistent Calculations

The explicit forms of $N_{k\sigma}^{\mu
u}$ and $N_{k\sigma,br}^{\mu
u}$ are found through the averaging in eqn. (3.3), and the difference $N_{k\sigma,sh}^{\mu
u} = N_{k\sigma}^{\mu
u} - N_{k\sigma,br}^{\mu
u}$, respectively. Yet this procedure can be further simplified, by relying on the projection of the fields onto the normalized lattice versions of the basis functions $f_\gamma^\gamma$

$$N_{k\sigma}^{\mu
u} = \sum_\gamma f^\gamma_k N_{\gamma\sigma}^{\mu\nu}. \quad (3.7)$$

This projection disentangles the wave-vector and orbital dependence, and thereby greatly simplifies eqn.(3.3). For NN interactions in 2D systems, which are left invariant under the elements of $D_{2d}$, the set of basis functions entering in eqn.(3.7) are

$$f^s_k = \cos k_x + \cos k_y, \quad f^d_k = \cos k_x - \cos k_y, \quad f^{p_x}_k = \sqrt{2} i \sin k_x, \quad f^{p_y}_k = \sqrt{2} i \sin k_y,$$

with $a_x = a_y = a \equiv 1$. For NN interactions in three dimensions, the above equations are accompanied by $f^s_z = \sqrt{2} \cos(k_z c)$ and $f^d_z = \sqrt{2} i \sin(k_z c)$, with $a_z \equiv c \not= a$. Each basis function transforms according to one of the IRs $\Gamma$ of the point group. Specifically, $f^s_k$ ($f^d_k$) transforms as $A_1$ ($B_1$), while $(f^{p_x}_k, f^{p_y}_k)$ transform jointly as the 2D IR $E$.

Next step in determining $N_{k\sigma,br/sh}^{\mu
u}$, is to represent $S_4$ in spin space and in the relevant orbital basis $\{d_{xz}, d_{yz}, d_{x^2-y^2}, d_{xy}, d_{3z^2-r^2}\}$. The former is needed since the SOC in eqn.(3.1) breaks spin-rotation symmetry. Additionally, we also need to determine how $S_4^{-1}$ acts on the wave-vector $k$. Straightforwardly, we find

$$D[S_4] = D_{orb}[S_4] \otimes D_{spin}[S_4] = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix} \otimes \frac{1_\sigma - i\sigma_z}{\sqrt{2}}, \quad S_4^{-1}k = (k_y, -k_x, -k_z), \quad (3.9)$$

where $D_{orb}[S_4]$ and $D_{spin}[S_4]$ are matrix representations in orbital and spin space, respectively, while $D[S_4]$ is the representation in the combined space. Any symmetry operation acting in spin space can be expressed in terms of the Pauli matrices $\sigma_{x,y,z}$ accompanied by the identity matrix $1_\sigma$. Note, however, that the fields $N_{k\sigma}^{\mu\nu}$ are diagonal in spin space, and are therefore not affected by $D_{spin}[S_4]$.

One can therefore solely consider the action of $D_{orb}[S_4]$, as discussed in connection to eqn.(3.3). In
general, when considering a given symmetry element $g$ of the point group D$_{2d}$, one needs to apply the full representation $D[g]$.

By executing the above on a 2D system, we end up with the following band renormalizing (br) terms

$$N_{n\sigma,br} = \begin{pmatrix}
\frac{1}{2}(N_{n\sigma}^{11} + N_{n\sigma}^{22}) & \frac{1}{2}(N_{n\sigma}^{12} - N_{n\sigma}^{21}) & 0 & 0 & 0 \\
\frac{1}{2}(N_{n\sigma}^{21} - N_{n\sigma}^{12}) & \frac{1}{2}(N_{n\sigma}^{11} + N_{n\sigma}^{22}) & 0 & 0 & 0 \\
0 & 0 & N_{n\sigma}^{33} & N_{n\sigma}^{34} & 0 \\
0 & 0 & N_{n\sigma}^{43} & N_{n\sigma}^{44} & 0 \\
0 & 0 & 0 & 0 & N_{n\sigma}^{55}
\end{pmatrix}, \quad (3.10a)$$

$$N_{d\sigma,br} = \begin{pmatrix}
\frac{1}{2}(N_{d\sigma}^{11} - N_{d\sigma}^{22}) & \frac{1}{2}(N_{d\sigma}^{12} + N_{d\sigma}^{21}) & 0 & 0 & 0 \\
\frac{1}{2}(N_{d\sigma}^{22} + N_{d\sigma}^{21}) & -\frac{1}{2}(N_{d\sigma}^{11} - N_{d\sigma}^{22}) & 0 & 0 & 0 \\
0 & 0 & N_{d\sigma}^{33} & N_{d\sigma}^{34} & 0 \\
0 & 0 & N_{d\sigma}^{43} & N_{d\sigma}^{44} & 0 \\
0 & 0 & 0 & 0 & N_{d\sigma}^{55}
\end{pmatrix}, \quad (3.10b)$$

$$N_{p_{z}\sigma,br} = \begin{pmatrix}
0 & 0 & \frac{1}{2}(N_{p_{z}\sigma}^{13} + N_{p_{z}\sigma}^{23}) & \frac{1}{2}(N_{p_{z}\sigma}^{14} + N_{p_{z}\sigma}^{24}) & \frac{1}{2}(N_{p_{z}\sigma}^{15} + N_{p_{z}\sigma}^{25}) \\
0 & 0 & \frac{1}{2}(N_{p_{z}\sigma}^{23} - N_{p_{z}\sigma}^{13}) & \frac{1}{2}(N_{p_{z}\sigma}^{24} - N_{p_{z}\sigma}^{14}) & \frac{1}{2}(N_{p_{z}\sigma}^{25} - N_{p_{z}\sigma}^{15}) \\
\frac{1}{2}(N_{p_{z}\sigma}^{31} + N_{p_{z}\sigma}^{32}) & \frac{1}{2}(N_{p_{z}\sigma}^{32} - N_{p_{z}\sigma}^{31}) & 0 & 0 & 0 \\
\frac{1}{2}(N_{p_{z}\sigma}^{41} + N_{p_{z}\sigma}^{42}) & \frac{1}{2}(N_{p_{z}\sigma}^{42} - N_{p_{z}\sigma}^{41}) & 0 & 0 & 0 \\
\frac{1}{2}(N_{p_{z}\sigma}^{51} + N_{p_{z}\sigma}^{52}) & \frac{1}{2}(N_{p_{z}\sigma}^{52} + N_{p_{z}\sigma}^{51}) & 0 & 0 & 0
\end{pmatrix}, \quad (3.10c)$$

$$N_{p_{x}\sigma,br} = \begin{pmatrix}
0 & 0 & -\frac{1}{2}(N_{p_{x}\sigma}^{23} - N_{p_{x}\sigma}^{13}) & -\frac{1}{2}(N_{p_{x}\sigma}^{24} - N_{p_{x}\sigma}^{14}) & \frac{1}{2}(N_{p_{x}\sigma}^{25} + N_{p_{x}\sigma}^{15}) \\
0 & 0 & \frac{1}{2}(N_{p_{x}\sigma}^{13} + N_{p_{x}\sigma}^{23}) & \frac{1}{2}(N_{p_{x}\sigma}^{14} + N_{p_{x}\sigma}^{24}) & -\frac{1}{2}(N_{p_{x}\sigma}^{15} + N_{p_{x}\sigma}^{25}) \\
-\frac{1}{2}(N_{p_{x}\sigma}^{31} - N_{p_{x}\sigma}^{32}) & \frac{1}{2}(N_{p_{x}\sigma}^{31} + N_{p_{x}\sigma}^{32}) & 0 & 0 & 0 \\
-\frac{1}{2}(N_{p_{x}\sigma}^{41} - N_{p_{x}\sigma}^{42}) & \frac{1}{2}(N_{p_{x}\sigma}^{41} + N_{p_{x}\sigma}^{42}) & 0 & 0 & 0 \\
\frac{1}{2}(N_{p_{x}\sigma}^{51} - N_{p_{x}\sigma}^{52}) & \frac{1}{2}(N_{p_{x}\sigma}^{51} + N_{p_{x}\sigma}^{52}) & 0 & 0 & 0
\end{pmatrix}, \quad (3.10d)$$

where we used the convenient shorthand notation \{d_{xz}, d_{yz}, d_{x^2-y^2}, d_{xy}, d_{1z^2-r^2}\} \equiv \{1, 2, 3, 4, 5\}. 

Similarly we find the following symmetry breaking (sb) terms

\[
N_{\sigma, \text{sb}} = \begin{pmatrix}
\frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{12} + N_{21}) & N_{13} & N_{14} & N_{15} \\
\frac{1}{2} (N_{12} + N_{21}) & -\frac{1}{2} (N_{11} + N_{22}) & N_{23} & N_{24} & N_{25} \\
N_{31} & N_{32} & 0 & 0 & N_{35} \\
N_{41} & N_{42} & 0 & 0 & N_{45} \\
N_{51} & N_{52} & N_{53} & N_{54} & 0
\end{pmatrix},
\]  
(3.11a)

\[
N_{d\sigma, \text{sb}} = \begin{pmatrix}
\frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{12} + N_{21}) & N_{13} & N_{14} & N_{15} \\
\frac{1}{2} (N_{12} + N_{21}) & \frac{1}{2} (N_{11} + N_{22}) & N_{23} & N_{24} & N_{25} \\
N_{31} & N_{32} & N_{33} & N_{34} & 0 \\
N_{41} & N_{42} & N_{43} & N_{44} & 0 \\
N_{51} & N_{52} & 0 & 0 & N_{55}
\end{pmatrix},
\]  
(3.11b)

\[
N_{p\mu, \sigma, \text{sb}} = \begin{pmatrix}
\frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{12} + N_{21}) & \frac{1}{2} (N_{13} + N_{23}) & \frac{1}{2} (N_{14} + N_{24}) & \frac{1}{2} (N_{15} + N_{25}) \\
\frac{1}{2} (N_{12} + N_{21}) & \frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{13} + N_{23}) & \frac{1}{2} (N_{14} + N_{24}) & \frac{1}{2} (N_{15} + N_{25}) \\
N_{31} & N_{32} & N_{33} & N_{34} & N_{35} \\
N_{41} & N_{42} & N_{43} & N_{44} & N_{45} \\
N_{51} & N_{52} & N_{53} & N_{54} & N_{55}
\end{pmatrix}
\]  
(3.11c)

\[
N_{p\mu, \sigma, \text{sb}} = \begin{pmatrix}
\frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{12} + N_{21}) & \frac{1}{2} (N_{13} + N_{23}) & \frac{1}{2} (N_{14} + N_{24}) & \frac{1}{2} (N_{15} + N_{25}) \\
\frac{1}{2} (N_{12} + N_{21}) & \frac{1}{2} (N_{11} + N_{22}) & \frac{1}{2} (N_{13} + N_{23}) & \frac{1}{2} (N_{14} + N_{24}) & \frac{1}{2} (N_{15} + N_{25}) \\
N_{31} & N_{32} & N_{33} & N_{34} & N_{35} \\
N_{41} & N_{42} & N_{43} & N_{44} & N_{45} \\
N_{51} & N_{52} & N_{53} & N_{54} & N_{55}
\end{pmatrix}
\]  
(3.11d)

These fields, combined with the basis functions \(f_k\), enter in the mean-field decoupled Hamiltonian in the following way, see also eqn. (3.5)

\[
H_{\text{int}} \approx H_{\text{MF}} = V \sum_k c_{k\mu\sigma} \left[ f_k (N_{\mu\nu} + \beta N_{\mu\nu}) \right] + f_{k}^{\mu} \left( N_{\mu\nu, \sigma} + \beta N_{\mu\nu, \sigma} \right) + f_{k}^{\nu} \left( N_{\mu\nu, \sigma, \beta} + \beta N_{\mu\nu, \sigma, \beta} \right) \sum_{k\mu\sigma} c_{k\mu\sigma}.
\]  
(3.12)

The Hamiltonian becomes bilinear in creation and annihilation operators upon approximating \(H_{\text{int}} \approx H_{\text{MF}}\), and we can thus easily express the fermionic operators in the diagonal basis of the Hamiltonian \(c_{k\mu\sigma} = \sum_{\alpha} \alpha_{k\sigma} |k\sigma\rangle\langle k\alpha|\), where \(\alpha_{k\sigma}\) are the operators related to the eigenstates of
the Hamiltonian $\mathcal{H} \gamma^\dagger_{k\alpha\sigma} |0\rangle = E_{k\alpha\sigma} |k\alpha\sigma\rangle$. Here $\mathcal{H}$ is the single particle Hamiltonian, see eqn. (1.1). In this diagonal basis the electron density $\langle n \rangle$ takes the simple form

$$\langle n \rangle = \frac{1}{N} \sum_k \sum_\sigma \sum_\alpha n_F(E_{k\alpha\sigma}),$$

(3.13)

where $n_F(E_{k\alpha\sigma})$ is the Fermi-Dirac distribution function. Furthermore, we find that the terms entering in the matrix elements in eqns. (3.10) and (3.11) are expressed as

$$N^{\mu\nu}_{\gamma\sigma} = -\frac{1}{N} \sum_{k'} [f^\dagger_{k'}] \langle \epsilon^I_{k'\sigma\sigma} e^I_{k'\mu\alpha} \rangle = -\frac{1}{N} \sum_{k',\alpha} [f^\dagger_{k'}] \langle \epsilon^I_{k'\alpha\sigma}|k'\alpha\sigma\rangle n_F(E_{k'\alpha\sigma})(k'\mu\sigma|k'\alpha\sigma).$$

(3.14)

By calculating the above self-consistently with the parameters used in fig. 3.1(b) and 3.1(c), we arrive at the band renormalizing and $S_4$ symmetry breaking fields displayed in fig. 3.6 and fig. 3.7, respectively. Only fields coupled to $f^\dagger_{k'}$ and $f^\dagger_k$ are discussed in the main text, since the remaining ones lead to minimal effects on the low-energy $t_2g$ orbitals. This is obviously true for $N^{\mu\nu}_{p\sigma,\sigma,br}$ since all these are zero, while for the remaining band renormalizing terms and $N^{\mu\nu}_{p\sigma,\sigma,br}$ it is the form factors which are eliminating the effects, since $f^\dagger_{(0,k_\gamma)} = f^\dagger_{(k_\gamma,0)} = 0$. This can be seen by considering the field $N^{zz,zz}_{p\sigma,br} = -0.27$ $(N^{yz,xy}_{p\sigma,br} = -0.27)$ which introduces inter-orbital $d_{yz} - d_{xy}$ ($d_{yz} - d_{xy}$) hybridization terms, however, the form factor for this field goes to zero on the orbitally-relevant electron pocket at $Y$ ($X$), thus rendering the effect minimal. Same argument holds for $N^{zz,zz}_{p\sigma,br}$, which should be relevant at $\Gamma$, however $f^\dagger_{p\sigma,br} = 0$.

### 3.B Irreducible Representation of Bond-Order Fields

Although the above classification of band renormalizing and symmetry breaking fields suffices in describing the occurrence of nematic order, it fails to express the exact symmetry of the emergent nematic order. In other words, the band renormalizing and symmetry breaking fields transform as a sum of IRs, specifically

$$N^{\mu\nu}_{k\sigma,br} \sim A_1 \oplus A_2, \quad N^{\mu\nu}_{k\sigma,br} \sim B_1 \oplus B_2 \oplus E,$$

(3.15)

and it is therefore not obvious whether the nematic order parameter transforms as $B_1$, $B_2$ or $E$. In order to shed light on this ambiguity, we will in the following perform a thorough classification of the bond-order fields, and further segregate these into IRs. In doing so, we project out the various IRs of $N^{\mu\nu}_{k\sigma,br}$, in the following way, see eqn. (1.22)

$$D[N_{\gamma,\Gamma}] = F^\dagger_{\Gamma} D[N_{\gamma}] = \frac{f_\Gamma}{8} \sum_{g \in D_{2d}} (D^\Gamma[g]^\dagger)^* D[g] D[N_{\gamma}] D^\dagger[g],$$

(3.16)

where $D[N_{\gamma,\Gamma}]$ represents a matrix in combined orbital and spin space transforming as the IR $\Gamma$ of the group $D_{2d}$. The $\gamma$-script indicates that the matrix couples to the form factor $f^\dagger_{\Gamma}$. Similarly, $D[N_{\gamma}]$ is a matrix containing the elements $N^{\mu\nu}_{k\sigma}$. As discussed in app. 3.A, $D[g]$ is the matrix representation of $g \in D_{2d}$ in combined orbital and spin space.
Figure 3.6: Band renormalizing bond-order fields, $N_{\gamma\sigma,br}^{\mu\nu}$, calculated self-consistently with the parameters used in fig. 3.1(b) and 3.1(d). A given field $N_{\gamma\sigma,br}^{\mu\nu}$ couples to the appropriate form factor $f_{\gamma}^k$, see eqn. (3.8). (a) and (b) are discussed in the main text, while (c) and (d) only lead to minimal effects on the low-energy band structure. All numbers appearing in the matrices have for clarity been rounded to the second decimal place.
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Figure 3.7: Symmetry breaking fields, $N_{\gamma \sigma, sb}^\mu \nu$, calculated self-consistently with the parameters used in fig. 3.1(b) and 3.1(d). Each field is coupled to the belonging form factor listed in eqn. (3.8). Only (b) and (d) display non-zero solutions, and the former will ultimately give rise to the highly anisotropic FS shown in fig. 3.1(b). Similar to figs. 3.2 and 3.6, also here we rounded the values of the matrix elements to the second decimal place.
By explicitly performing these averages for the 2D system under consideration, we get the following matrices $N_{\gamma,\sigma}$ in orbital space for a given spin projection $\sigma = \{\uparrow, \downarrow\} \equiv \{1, -1\}$

\[
N_{\gamma,\sigma, A_1} = \begin{pmatrix}
\frac{1}{2}(n_{\gamma}^{11} + n_{\gamma}^{22}) & \frac{\sigma}{2}(m_{\gamma}^{12} - m_{\gamma}^{21}) & 0 & 0 & 0 \\
-\frac{\sigma}{2}(m_{\gamma}^{12} - m_{\gamma}^{21}) & \frac{1}{2}(n_{\gamma}^{11} + n_{\gamma}^{22}) & 0 & 0 & 0 \\
0 & 0 & n_{\gamma}^{33} & \sigma m_{\gamma}^{34} & 0 \\
0 & 0 & \sigma m_{\gamma}^{43} & n_{\gamma}^{44} & 0 \\
0 & 0 & 0 & 0 & n_{\gamma}^{55}
\end{pmatrix},
\]

(3.17a)

\[
N_{\gamma,\sigma, A_2} = \begin{pmatrix}
\frac{\sigma}{2}(m_{\gamma}^{11} + m_{\gamma}^{22}) & \frac{1}{2}(n_{\gamma}^{12} - n_{\gamma}^{21}) & 0 & 0 & 0 \\
-\frac{1}{2}(n_{\gamma}^{12} - n_{\gamma}^{21}) & \frac{\sigma}{2}(m_{\gamma}^{11} + m_{\gamma}^{22}) & 0 & 0 & 0 \\
0 & 0 & \sigma m_{\gamma}^{33} & n_{\gamma}^{34} & 0 \\
0 & 0 & n_{\gamma}^{43} & \sigma m_{\gamma}^{44} & 0 \\
0 & 0 & 0 & 0 & \sigma m_{\gamma}^{55}
\end{pmatrix},
\]

(3.17b)

\[
N_{\gamma,\sigma, B_1} = \begin{pmatrix}
\frac{1}{2}(n_{\gamma}^{11} - n_{\gamma}^{22}) & \frac{\sigma}{2}(m_{\gamma}^{12} + m_{\gamma}^{21}) & 0 & 0 & 0 \\
\frac{\sigma}{2}(m_{\gamma}^{12} + m_{\gamma}^{21}) & \frac{1}{2}(n_{\gamma}^{11} - n_{\gamma}^{22}) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & n_{\gamma}^{35} \\
0 & 0 & 0 & 0 & \sigma m_{\gamma}^{55} \\
0 & 0 & n_{\gamma}^{53} & \sigma m_{\gamma}^{54} & 0
\end{pmatrix},
\]

(3.17c)

\[
N_{\gamma,\sigma, B_2} = \begin{pmatrix}
\frac{\sigma}{2}(m_{\gamma}^{11} - m_{\gamma}^{22}) & \frac{1}{2}(n_{\gamma}^{12} + n_{\gamma}^{21}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{12} + n_{\gamma}^{21}) & \frac{\sigma}{2}(m_{\gamma}^{11} - m_{\gamma}^{22}) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sigma m_{\gamma}^{35} \\
0 & 0 & 0 & 0 & n_{\gamma}^{45} \\
0 & 0 & \sigma m_{\gamma}^{53} & n_{\gamma}^{54} & 0
\end{pmatrix},
\]

(3.17d)

\[
N_{\gamma,\sigma, E_2} = \begin{pmatrix}
0 & 0 & \frac{\sigma}{2}(m_{\gamma}^{13} + m_{\gamma}^{23}) & \frac{1}{2}(n_{\gamma}^{14} + n_{\gamma}^{24}) & \frac{\sigma}{2}(m_{\gamma}^{15} - m_{\gamma}^{25}) \\
0 & 0 & \frac{1}{2}(-n_{\gamma}^{13} + n_{\gamma}^{23}) & \frac{\sigma}{2}(-m_{\gamma}^{14} + m_{\gamma}^{24}) & \frac{1}{2}(n_{\gamma}^{15} + n_{\gamma}^{25}) \\
\frac{\sigma}{2}(m_{\gamma}^{31} + m_{\gamma}^{32}) & \frac{1}{2}(-n_{\gamma}^{31} + n_{\gamma}^{32}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{41} + n_{\gamma}^{42}) & \frac{\sigma}{2}(-m_{\gamma}^{41} + m_{\gamma}^{42}) & 0 & 0 & 0 \\
\frac{\sigma}{2}(m_{\gamma}^{51} - m_{\gamma}^{52}) & \frac{1}{2}(n_{\gamma}^{51} + n_{\gamma}^{52}) & 0 & 0 & 0
\end{pmatrix},
\]

(3.17e)
Note furthermore that the matrices labeled by the IR $\text{E}_{x,y}$ magnitude smaller than the density terms the IRs in the following way classification include all terms, so not to miss any subtle details. we can collect terms that transform equivalently, and get

\[
N_{\gamma \sigma, \text{E}_{x,y}} = \begin{pmatrix}
0 & 0 & \frac{1}{2}(n_{\gamma}^{13} - n_{\gamma}^{23}) & \frac{2}{\gamma}(m_{\gamma}^{14} - m_{\gamma}^{24}) & \frac{1}{2}(n_{\gamma}^{15} + n_{\gamma}^{25}) \\
0 & 0 & \frac{2}{\gamma}(m_{\gamma}^{13} + m_{\gamma}^{23}) & \frac{1}{2}(n_{\gamma}^{14} + n_{\gamma}^{24}) & \frac{2}{\gamma}(-m_{\gamma}^{15} + m_{\gamma}^{25}) \\
\frac{1}{2}(n_{\gamma}^{13} - n_{\gamma}^{23}) & \frac{2}{\gamma}(m_{\gamma}^{13} + m_{\gamma}^{23}) & 0 & 0 & 0 \\
\frac{2}{\gamma}(m_{\gamma}^{41} - m_{\gamma}^{42}) & \frac{1}{2}(n_{\gamma}^{41} + n_{\gamma}^{42}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{51} + n_{\gamma}^{52}) & \frac{2}{\gamma}(-m_{\gamma}^{51} + m_{\gamma}^{52}) & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
N_{\gamma \sigma, \text{E}_{x,z}} = \begin{pmatrix}
0 & 0 & \frac{2}{\gamma}(m_{\gamma}^{13} - m_{\gamma}^{23}) & \frac{1}{2}(n_{\gamma}^{14} - n_{\gamma}^{24}) & \frac{2}{\gamma}(m_{\gamma}^{15} + m_{\gamma}^{25}) \\
0 & 0 & \frac{1}{2}(n_{\gamma}^{13} + n_{\gamma}^{23}) & \frac{2}{\gamma}(m_{\gamma}^{14} + m_{\gamma}^{24}) & \frac{1}{2}(-n_{\gamma}^{15} + n_{\gamma}^{25}) \\
\frac{2}{\gamma}(m_{\gamma}^{31} - m_{\gamma}^{32}) & \frac{1}{2}(n_{\gamma}^{31} + n_{\gamma}^{32}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{41} + n_{\gamma}^{42}) & \frac{2}{\gamma}(m_{\gamma}^{41} + m_{\gamma}^{42}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{51} + n_{\gamma}^{52}) & \frac{2}{\gamma}(-m_{\gamma}^{51} + m_{\gamma}^{52}) & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
N_{\gamma \sigma, \text{E}_{y,z}} = \begin{pmatrix}
0 & 0 & \frac{1}{2}(n_{\gamma}^{13} + n_{\gamma}^{23}) & \frac{2}{\gamma}(m_{\gamma}^{14} + m_{\gamma}^{24}) & \frac{1}{2}(n_{\gamma}^{15} - n_{\gamma}^{25}) \\
0 & 0 & \frac{2}{\gamma}(-m_{\gamma}^{13} + m_{\gamma}^{23}) & \frac{1}{2}(-n_{\gamma}^{14} + n_{\gamma}^{24}) & \frac{2}{\gamma}(m_{\gamma}^{15} + m_{\gamma}^{25}) \\
\frac{1}{2}(n_{\gamma}^{31} + n_{\gamma}^{32}) & \frac{2}{\gamma}(-m_{\gamma}^{31} + m_{\gamma}^{32}) & 0 & 0 & 0 \\
\frac{2}{\gamma}(m_{\gamma}^{41} - m_{\gamma}^{42}) & \frac{1}{2}(-n_{\gamma}^{41} + n_{\gamma}^{42}) & 0 & 0 & 0 \\
\frac{1}{2}(n_{\gamma}^{51} - n_{\gamma}^{52}) & \frac{2}{\gamma}(m_{\gamma}^{51} + m_{\gamma}^{52}) & 0 & 0 & 0 \\
\end{pmatrix}
\]

where we introduced the following quantities for brevity

\[
n_{\gamma}^{\mu\nu} = (N_{\gamma \sigma, \text{E}_{x,z}}^{\mu\nu} + N_{\gamma \sigma, \text{E}_{y,z}}^{\mu\nu})/2, \quad m_{\gamma}^{\mu\nu} = (N_{\gamma \sigma, \text{E}_{x,y}}^{\mu\nu} + N_{\gamma \sigma, \text{E}_{x,z}}^{\mu\nu})/2,
\]

(3.18)

Note furthermore that the matrices labeled by the IR $\text{E}_{x,y}$ transform as the basis functions $(x, y)$, while $N_{\gamma \sigma, \text{E}_{x,z}}$ and $N_{\gamma \sigma, \text{E}_{y,z}}$ instead transform as the angular momentum pseudovector $(L_x, L_y)$. In general we allow for magnetic terms, i.e. $m_{\gamma}^{\mu\nu} \neq 0$, however, we find these fields to be orders of magnitude smaller than the density terms $n_{\gamma}^{\mu\nu}$. Nonetheless, for completeness our calculations and classification include all terms, so not to miss any subtle details.

We can then, after having performed the various averages in eqn. (3.16), express $N_{k\sigma}^{\mu\nu}$ in terms of the IRs in the following way

\[
N_{k\sigma}^{\mu\nu} = \sum_{\gamma} f_k^\gamma (N_{\gamma \sigma, \text{E}_{x,z}}^{\mu\nu} + N_{\gamma \sigma, \text{E}_{y,z}}^{\mu\nu}) = \sum_{\gamma} \sum_{\Gamma} f_k^\gamma N_{\gamma,\sigma,\Gamma}^{\mu\nu}.
\]

(3.19)

This informs us that a single term $f_k^\gamma N_{\gamma,\sigma,\Gamma}^{\mu\nu}$ must transform as the product of the two IRs $\gamma$ and $\Gamma$, e.g. for $\gamma = d \sim B_1$ and $\Gamma = A_1$, the term altogether transforms as $B_1 \otimes A_1 = B_1$. With this in mind, we can collect terms that transform equivalently, and get

\[
N_{k\sigma, A_1}^{\mu\nu} = \int_k f_{k, \sigma, A_1}^{N_{\mu\nu}} + \int_k f_{k, \sigma, B_1}^{N_{\mu\nu}} (N_{p_1, \sigma, \epsilon_{x,z}} + N_{p_1, \sigma, \epsilon_{E_{x,z}}}) + \int_k f_{k, \sigma, A_1}^{N_{\mu\nu}} (N_{p_1, \sigma, \epsilon_{y,z}} - N_{p_1, \sigma, \epsilon_{E_{y,z}}}) + \int_k f_{k, \sigma, A_1}^{N_{\mu\nu}} (N_{p_1, \sigma, \epsilon_{x,y}} + N_{p_1, \sigma, \epsilon_{E_{x,y}}}),
\]

(3.20)
Similarly we conclude and which can be inferred from fig.3.8(a) and (b), where we show the matrices with the form factors $f^x_k$ and $f^y_k$, respectively, and finally for the 2D IR we arrive at

$$N_{\kappa \sigma}^{\mu \nu}_A = f^x_k N_{\kappa \sigma}^{\mu \nu}_{A_x} + f^y_k N_{\kappa \sigma}^{\mu \nu}_{A_y} + f^x_k (N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}}) - f^y_k (N_{p_x \sigma, E_x} - N_{p_x \sigma, E_{Lx}}),$$

(3.21)

$$N_{\kappa \sigma}^{\mu \nu}_B = f^x_k N_{\kappa \sigma}^{\mu \nu}_{B_x} + f^y_k N_{\kappa \sigma}^{\mu \nu}_{B_y} + f^x_k (N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}}) - f^y_k (N_{p_x \sigma, E_x} - N_{p_x \sigma, E_{Lx}}),$$

(3.22)

$$N_{\kappa \sigma}^{\mu \nu}_B = f^x_k N_{\kappa \sigma}^{\mu \nu}_{B_x} + f^y_k N_{\kappa \sigma}^{\mu \nu}_{B_y} + f^x_k (N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}}) + f^y_k (N_{p_x \sigma, E_x} - N_{p_x \sigma, E_{Lx}}),$$

(3.23)

for the IRs $A_1, A_2, B_1$ and $B_2$, respectively, and finally for the 2D IR we arrive at

$$N_{\kappa \sigma}^{\mu \nu}_E = f^x_k (N_{\kappa \sigma}^{\mu \nu}_{E_x} + N_{\kappa \sigma}^{\mu \nu}_{E_{Lx}}) + f^y_k (N_{\kappa \sigma}^{\mu \nu}_{E_y} + N_{\kappa \sigma}^{\mu \nu}_{E_{Ly}}) + f^x_k (N_{p_x \sigma, A_1} + N_{p_x \sigma, B_1}) + f^y_k (N_{p_x \sigma, A_2} + N_{p_x \sigma, B_2}).$$

(3.24)

$$N_{\kappa \sigma}^{\mu \nu}_E = f^x_k (N_{\kappa \sigma}^{\mu \nu}_{E_x} + N_{\kappa \sigma}^{\mu \nu}_{E_{Lx}}) + f^y_k (N_{\kappa \sigma}^{\mu \nu}_{E_y} + N_{\kappa \sigma}^{\mu \nu}_{E_{Ly}}) + f^x_k (N_{p_x \sigma, A_2} + N_{p_x \sigma, B_2}) + f^y_k (N_{p_x \sigma, A_1} + N_{p_x \sigma, B_1}).$$

(3.25)

From the above, we are able to pinpoint exactly what fields give rise to the nematic order. For example, if a non-zero $B_1$ term appears in our self-consistent calculations, then we know that the nematic order transforms as $B_1$, and that the resulting crystalline point group must be $D_2 \times D_2$.

From our self-consistent calculations, we find that all $A_2$ and $B_2$ terms are identically zero, i.e. $N_{\kappa \sigma}^{\mu \nu}_A = N_{\kappa \sigma}^{\mu \nu}_B = 0$, which immediately implies that $N_{\kappa \sigma}^{\mu \nu}_{A_1} = N_{\kappa \sigma}^{\mu \nu}_{A_2}$, thus the band renormalizing terms all transform as the IR $A_1$. See fig.3.6 for the values of $N_{\kappa \sigma}^{\mu \nu}_{A_1}$, where we straightforwardly conclude that

$$N_{\kappa \sigma}^{\mu \nu}_{A_1} = N_{\kappa \sigma}^{\mu \nu}_{A_2};$$

(3.26)

Similarly we conclude

$$N_{p_x \sigma, A_1} = N_{p_x \sigma, A_2} + N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}} - N_{p_x \sigma, E_{Lx}},$$

(3.27)

$$N_{p_x \sigma, B_2} = N_{p_x \sigma, A_2} + N_{p_x \sigma, E_{Lx}} + N_{p_x \sigma, E_{Lx}} + N_{p_x \sigma, E_{Lx}}.$$

which can be inferred from fig.3.8(a) and (b), where we show the matrices with the form factors $f^x_k$ and $f^y_k$ in eqn. (3.20).

We can furthermore extract from fig.3.8(a) and (b) that $N_{\kappa \sigma}^{\mu \nu}_B$ only involve terms coupling to $f^x_k$ and $f^y_k$, since

$$(N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}}) - (N_{p_x \sigma, E_x} - N_{p_x \sigma, E_{Lx}}) = (N_{p_x \sigma, E_x} + N_{p_x \sigma, E_{Lx}}) - (N_{p_x \sigma, E_x} - N_{p_x \sigma, E_{Lx}}) = 0,$$

(3.28)

i.e. all terms coupling to $f^x_k$ cancel in this IR channel. From our self-consistent calculations, we also find that $N_{\kappa \sigma}^{\mu \nu}_B = 0$, leaving us with only a single remaining term in $N_{\kappa \sigma}^{\mu \nu}_A$, namely $N_{\kappa \sigma}^{\mu \nu}_{A_1}$. See
The non-zero matrix elements of the latter can serve as order parameters for our nematic phase, since these break $S_4$ symmetry and reduce the crystalline point group symmetry to the group $D_2$. Specifically, we define the $B_1$ nematic order parameter as

$$N_{B_1} = (N_{d_A A_1}^{11} + N_{d_A A_1}^{22})/2$$

$$= \left( N_{d_A}^{11} + N_{d_A}^{11} + N_{d_A}^{22} + N_{d_A}^{22} \right)/4$$

$$= (N_{d_A a_{sb}}^{11} + N_{d_A a_{sb}}^{11} + N_{d_A a_{sb}}^{22} + N_{d_A a_{sb}}^{22})/4.$$  

(3.29)

$\sigma = -\tilde{\sigma}$. Alternatively, one could also define the order parameter as $N_{d_A A_1}^{14}$, however, we choose to focus on $N_{B_1}$ since it acquires a slightly higher value.

For the terms transforming as the 2D IR $E$, we find the non-zero matrices displayed in fig. 3.9, which ultimately result in a simplified expression for $N_{k \sigma, E}$, namely

$$N_{k \sigma, E}^{\mu \nu} = \int^2 (N_{d_{E_x} E_x}^{\mu \nu} + N_{d_{E_L_x} E_L_x}^{\mu \nu}) + \int^2 \left( N_{p_{\mu} p_{\nu} A_2}^{\mu \nu} + N_{p_{\mu} p_{\nu} B_2}^{\mu \nu} \right).$$

(3.30)

Similar to the $B_1$ terms, also here we can adopt the non-zero elements of $N_{k \sigma, E}^{\mu \nu}$ as an order parameter of the system. Specifically we define the following two component order parameter

$$N_{E} = \left( N_{d_{E_x} E_x}^{14} + N_{d_{E_L_x} E_L_x}^{14}, N_{d_{E_y} E_y}^{24} + N_{d_{E_L_y} E_L_y}^{24} \right)$$

$$= \left( |N_{d_{E_x}}^{14} + N_{d_{E_L_x}}^{14}|, |N_{d_{E_y}}^{24} + N_{d_{E_L_y}}^{24}| \right)/2$$

$$= \left( |N_{d_{E_x} a_{sb}}^{14} + N_{d_{E_L_x} a_{sb}}^{14}|, |N_{d_{E_y} a_{sb}}^{24} + N_{d_{E_L_y} a_{sb}}^{24}| \right)/2$$

$$\equiv (N_{E_x}, N_{E_y}).$$

(3.31)

The order parameters $N_{E_{x,y}}$ will enter on equal footing in a Landau free energy expansion, since they are interrelated by symmetry, and the system can thus display either $N_{E_x} \neq 0$ or $N_{E_y} \neq 0$. Through our self-consistent calculations we find in fact both solutions, depending on the initialization of our computations, i.e. where in the energy landscape the calculations start. Throughout the paper we have focused on solutions with $N_{E_x} \neq 0$.

Conclusively, we see that the presence of two non-zero order parameters, belonging to distinct IRs, hints at the following two phase transition scenarios: i) By lowering of the temperature, $N_{E}$ becomes non-zero which imposes the symmetry point group transition $D_{2d} \rightarrow C_2$. For this specific point group $N_{B_1}$ transform trivially, and is thus allowed to enter simultaneously with $N_{E}$, i.e. $N_{E}$ and $N_{B}$ emerges at the same transition temperature. The other scenario is ii) The system undergoes two consecutive phase transitions, with $N_{B_1}$ entering prior to $N_{E}$ when lowering the temperature, leading to two transition temperatures and the following point group reduction scheme $D_{2d} \rightarrow D_2 \rightarrow C_2$. For the specific system under consideration, we find scenario ii) to be true, see fig. 3.3 where we display the order parameters $N_{B}$ and $N_{E}$ at various temperatures. Nonetheless, we stress that case i) potentially also could arise in experiments.

### 3.C Susceptibility and Spin-Fluctuation Pairing from a Partly Incoherent Electronic Structure

Adopting the properties of a correlated electron gas which is characterized by a reduced quasiparticle weight $Z_{k_F}$ at the Fermi level, it seems a good approximation at low energies to parametrize the Green 
Figure 3.8: (a) and (b) Matrix structure of fields coupled to the $p$-wave form factors $f_{k}^{Px}$ and $f_{k}^{Py}$, respectively. These fields enter both in $N_{k \sigma, A_1}$ and $N_{k \sigma, B_1}$, but only lead to a non-zero contribution in the former, see eqns. (3.20) and (3.22). (c) and (d) Remaining contributions entering in $N_{k \sigma, B_1}$. The non-zero elements in (d), can be utilized as the nematic order parameter, since they break $S_4$ symmetry. See eqn. (3.29) for the resulting $B_1$ nematic order parameter. All values in the figure have been rounded to the second decimal place.
Figure 3.9: Non-zero matrices entering in the 2D IR fields in eqn. (3.24) and (3.25). The matrices in (a) and (b) [(c) and (d)] couple to the form factor $f_{\mu \nu}^{p}$ ($f_{\mu \nu}^{p}$). As for the B₁ field, also here the non-zero elements allow us to define an order parameter, see eqn. (3.31), which can be used as an indicator for when the symmetries of the system are described by the monoclinic point group C₂. All values in the figure have been rounded to the second decimal place.
function as

\[ G^{\mu\nu}_{k,k_n} = \sqrt{Z_\mu Z_\nu} \sum_\alpha \langle k\mu | k\alpha \rangle \langle k\alpha | k\nu \rangle G^n_{k,k_n}, \]  

(3.32)

where \( Z_\mu \) are quasiparticle weights in orbital \( \mu \), \( E_{k\alpha} \) are the eigenenergies of band \( \alpha \) of the mean field Hamiltonian in eqn. (3.5), and \( G^n_{k,k_n} = [ik_n - E_{k\alpha}]^{-1} \) the Green function of band \( \alpha \). Adopting the usual local interactions from the Hubbard-Hund Hamiltonian

\[ H = U \sum_i n_{i\mu\uparrow} n_{i\mu\downarrow} + \frac{U'}{2} \sum_i n_i n_i + \frac{J}{2} \sum_i c^\dagger_{i\mu\sigma} c^\dagger_{i\mu'\sigma'} c_{i\mu'\sigma'} c_{i\mu\sigma} + J^\prime \sum_i c^\dagger_{i\mu\sigma} c^\dagger_{i\mu'\sigma'} c_{i\mu'\sigma} c_{i\mu\sigma}, \]

(3.33)

where the parameters \( U, U', J, J' \) are given in the notation of Kuroki et al. [266], we stay in the regime where \( U' = U - 2J, J = J' \) and use the overall interaction magnitude \( U \) as free parameter to tune close to the magnetic instability and fix \( J/U = 1/6 \) as it has been used earlier for FeSe [216]. Within this current ansatz, the orbital susceptibility in the normal state is given by

\[ \tilde{\chi}^0_{q,q_n;\mu_1\mu_2\mu_3\mu_4} = - \sum_{k,k_n} \sum_{\alpha,\alpha'} M^{\alpha\alpha'}_{k,q_n;\mu_1\mu_2\mu_3\mu_4} G^n_{k+k_n+q_n,\alpha\alpha'} G^n_{k,k_n}, \]

(3.34)

where we have defined the abbreviation

\[ M^{\alpha\alpha'}_{k,q_n;\mu_1\mu_2\mu_3\mu_4} = \sqrt{Z_{\mu_1} Z_{\mu_2} Z_{\mu_3} Z_{\mu_4}} \langle k\mu_4 | k\alpha' \rangle \langle k\alpha' | k\mu_2 \rangle \langle k | q\mu_1 + q\alpha | k + q\alpha | k + q\mu_3 \rangle. \]

(3.35)

To evaluate the susceptibility, we perform the frequency summation analytically and numerically sum over the full Brillouin zone using \( 400 \times 400 \) \( k \) points. Note that the susceptibility is just related by

\[ \tilde{\chi}^{0}_q, q_n, \mu_1\mu_2\mu_3\mu_4 \equiv \sqrt{Z_{\mu_1} Z_{\mu_2} Z_{\mu_3} Z_{\mu_4}} \tilde{\chi}^{0}_q, q_n + q, \mu_1\mu_2\mu_3\mu_4, \]

(3.36)

to the one from a fully coherent electronic structure, i.e. the quasiparticle weights enter as prefactors and renormalize each component of the susceptibility tensor. Finally, we treat the interactions in a random phase approximation (RPA) to calculate the spin \( (1) \) and charge \( (0) \) susceptibilities

\[ \tilde{\chi}^{\text{RPA}}_{q,q_n,\mu_1\mu_2\mu_3\mu_4} = \tilde{\chi}^0_{q,q_n,\mu_1\mu_2\mu_3\mu_4} \left( 1 - \tilde{U}^s \tilde{\chi}^0_{q,q_n,\mu_1\mu_2\mu_3\mu_4} \right)^{-1}, \]

(3.37a)

\[ \tilde{\chi}^{\text{RPA}}_0, q_n, \mu_1\mu_2\mu_3\mu_4 = \tilde{\chi}^0_{q,q_n,\mu_1\mu_2\mu_3\mu_4} \left( 1 + \tilde{U}^c \tilde{\chi}^0_{q,q_n,\mu_1\mu_2\mu_3\mu_4} \right)^{-1}. \]

(3.37b)

The total spin susceptibility as measured experimentally is given by the sum

\[ \tilde{\chi}_{\omega} = \sum_{\mu\nu} \tilde{\chi}^{\text{RPA}}_{q,\omega,\mu\omega\nu\nu}. \]

(3.38)

Note that the interaction matrices \( \tilde{U}^s \) and \( \tilde{U}^c \) contain linear combinations of the parameters \( U, U', J, J' \), for details see for example ref. [267].

To calculate the superconducting instability in the spin-singlet channel (the dominant one for the present models), we use the vertex for pair scattering between bands \( \alpha \) and \( \alpha' \),

\[ \tilde{\Gamma}_{k,k'}^{\alpha\alpha'} = \text{Re} \langle k\alpha | k\mu_1 \rangle \langle -k\alpha | -k\mu_4 \rangle \tilde{\Gamma}_{k,k';\mu_1\mu_2\mu_3\mu_4} \langle k'\mu_2 | k'\alpha' \rangle \langle -k'\mu_3 | -k'\alpha' \rangle, \]

(3.39)
where \( k \) and \( k' \) are wave-vectors restricted to the pockets \( k \in C_\alpha \) and \( k' \in C_{\alpha'} \), and is defined in terms of the orbital space vertex function

\[
\tilde{\Gamma}_{k, k'; \mu_1 \mu_2 \mu_3 \mu_4} = \left[ \frac{3}{2} \bar{U}^s \bar{\chi}_{k-k'}^{\text{RPA}} + \frac{1}{2} \bar{U}^s - \frac{1}{2} \bar{U}^c \bar{\chi}_{k-k'}^{\text{RPA}} + \frac{1}{2} \bar{U}^c \right]_{\mu_1 \mu_2 \mu_3 \mu_4}.
\] (3.40)

Then, the linearized gap equation

\[
-\frac{1}{V_G} \sum_\alpha \int_{FS_\alpha} dS' \tilde{\Gamma}_{k, k'}^{\alpha \mu_1 \mu_2 \mu_3 \mu_4} \frac{g_{k,k'}}{|v_{F_{\alpha,k'}'|}} = \lambda_i g_{k,i}
\] (3.41)

descibes the superconducting gap \( \Delta_k \propto g_k \) for the largest eigenvalue \( \lambda \) at least at \( T_c \). The integration is over the Fermi surface \( FS_\alpha \), the Fermi velocity \( v_{F_{\alpha,k'}} \) enters as weights in the denominator and \( V_G \) is the volume of the Brillouin zone. For the uncorrelated case [figs. 3.4, 3.5(a)] we have used \( Z_\mu = 1 \), while for the weakly correlated case we start with \( \sqrt{Z_{xy}} = \{0.72, 0.89, 0.77, 0.77, 0.85\} \) [220], subsequently reduce \( \sqrt{Z_{xy}} \) by steps of 0.1, figs. 3.4, 3.5(b), and finally split \( \sqrt{Z_{xz,yz}} = 0.77 \mp 0.02 s \), \( s = \{1, 2, 3, 4\} \), figs. 3.4, 3.5(c).
Part II

Topological Phases of Multi-Orbital Systems
“Sure, this will probably end up being another in a long line of emotionally crippling misadventures... but let’s try to have some fun along the way.”

– Yorick Brown
4

Majorana Zero Modes in Magnetic Texture Vortices

4.1 Introduction

The experimental study of bound states in superconductors (SCs) has recently witnessed a reheated interest. This came after a series of theory proposals, which designated how to induce non-Abelian anyons in 0D defects [7, 8, 12, 269–272], as well as termination edges in certain SCs featuring p-wave pairing [13, 273], antisymmetric SOC [274–279], Landau levels [280, 281], noncollinear magnetism [102, 103, 105, 106, 108–111, 113, 115, 119, 121], or collinear magnetism [124, 282–284]. Majorana zero modes (MZMs) are so far the most sought-after excitations of this genre [107, 285–294]. They are charge-neutral, spatially localized, pinned to zero energy, and enjoy a topological protection. In addition, they adhere to Ising exchange statistics, which open perspectives for fault-tolerant quantum computing [92–94]. The charge neutrality of MZMs brings SCs forward as ideal candidates to look for them, since their quasiparticle excitations arise from hybridized electrons and holes. Experimental evidences for MZMs have been already captured in nanowire [295–306], topological insulator [307–310], magnetic adatom [311–318] and FoSC [87–91] systems.

It has been shown that MZMs appear in vortices induced in chiral $p_x + i p_y$ SCs [7, 8], and conventional SCs in proximity to time-reversal invariant topological insulators [12]. In fact, the vortices
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Figure 4.1: (a) Example of a bulk energy spectrum for the type of nodal superconductors discussed in this chapter. We consider $n \in \mathbb{N}$ pairs of nodes with opposite momenta $\pm k_n$ and spin projections $\uparrow, \downarrow$. Thus, the nodes of such a pair carry the same helicity $\zeta = \pm 1$ ({$\otimes, \circ$}), and are assumed to be gapped out by a magnetic helix/stripe texture with a wave vector $Q_n$. (b) Sketch of a magnetic helix with $Q = (2\pi/3, 0)$. (c) Same as in (b), but for a discrete shift defect with vorticity $\upsilon_{\text{shift}} = 1$.

do not need to be introduced in the pairing term, but can also arise in the phase of another complex field or the angle of a two-component vector entering the Hamiltonian [27, 29, 319–323], e.g. in the complex order parameter of superfluid [319] and axion-string [320] condensates, or in the angle of a two-component SOC vector field [317, 321]. To obtain robust MZMs, a fully-gapped bulk energy spectrum is required. To achieve this, all the above proposals strictly require a fully-gapped pairing term. As a result, this prerequisite has so far excluded the MZM pursuit in an equally abundant category of SCs, which instead contain point nodes. Hence, a question naturally arises: under what conditions can MZMs become accessible if our starting point is a nodal SC instead?

In this chapter, we unveil that MZMs can be indeed trapped in a nodal SC by inducing so-called spin and shift vortices in magnetic textures which are exchange-coupled to the electrons. Here, we explore textures consisting of magnetic helices and/or stripes, with suitable wave vectors $Q_n$ which ensure that all nodes at $\pm k_n$ momenta become pairwise coupled and gapped out (see fig.4.1). While a fully-gapped bulk spectrum emerges in our mechanism as well, we prove that MZMs appear in the cores of the magnetic-texture vortices only when nodes are present in the spectrum of the host SC. Our theory applies to generic nodal SCs with spin-singlet, -triplet or mixed [324] pairing, thus covering a broad range of materials and hybrid structures. Remarkably, for systems with antisymmetric SOC, MZMs can be trapped by inducing vortices in textures as simple as magnetic stripes.

4.2 Microscopic Continuum Model

To model the physical situations of interest, we employ the following continuum BdG Hamiltonian

$$H = \frac{1}{2} \int dr \bar{\Psi}(r) \mathcal{H}(p, r) \Psi(r),$$

(4.1)

with the spinor $\Psi(r) = (\psi_{\uparrow}(r), \psi_{\downarrow}(r), -\psi_{\downarrow}(r), \psi_{\uparrow}(r))$. Here, $\psi_{\sigma}(r)$ annihilates an electron at position $r$ with spin projection $\sigma$, while $p = -i \nabla$ with $\hbar = 1$. The BdG matrix representation of $\mathcal{H}(p, r)$ is as
matrix representations of the Hamiltonian, and we can thus simply replace \( \hat{D}_{\text{BdG}} \) and is represented using the \( \tau \) (\( \sigma \)) Pauli matrices defined in Nambu (spin) space, supplemented with the respective unit matrix \( 1_{\tau} \) (\( 1_{\sigma} \)). In chap. 1 we adopted the notation \( D_{\text{BdG}}[\mathcal{H}] \) in order to distinguish abstract operators from matrices, however, in the following we will solely focus on BdG matrix representations of the Hamiltonian, and we can thus simply replace \( D_{\text{BdG}}[\mathcal{H}] \to \mathcal{H} \). For simplicity, we omit writing unit matrices throughout. In the above, \( \hat{e}_n \cdot \hat{e}_n' = 0 \) for all \( n \). The nonmagnetic part of the BdG Hamiltonian reads

\[
\mathcal{H}_0(p) = \tau_3 [\xi_s(p) + \xi_t(p)\sigma_z] + \tau_1 [\Delta_s(p) + \Delta_t(p)\sigma_z]
\]  

(4.3)

and is represented using the \( \tau \) (\( \sigma \)) Pauli matrices defined in Nambu (spin) space, supplemented with the respective unit matrix \( 1_{\tau} \) (\( 1_{\sigma} \)). In chap. 1 we adopted the notation \( D_{\text{BdG}}[\mathcal{H}] \) in order to distinguish abstract operators from matrices, however, in the following we will solely focus on BdG matrix representations of the Hamiltonian, and we can thus simply replace \( D_{\text{BdG}}[\mathcal{H}] \to \mathcal{H} \). For simplicity, we omit writing unit matrices throughout. In the above, \( \hat{e}_n \cdot \hat{e}_n' = 0 \) for all \( n \). The nonmagnetic part of the BdG Hamiltonian reads

\[
\mathcal{H}_0(p) = \tau_3 [\xi_s(p) + \xi_t(p)\sigma_z] + \tau_1 [\Delta_s(p) + \Delta_t(p)\sigma_z]
\]  

(4.3)

where \( f_s(-p) = f_s(p) \) and \( f_t(-p) = -f_t(p) \) for \( f = \xi, \Delta \). \( \mathcal{H}_0(p) \) is invariant under z-axis spin rotations [translations] associated with the angles \( \omega_n(r) \) [phases \( \eta_n(r) \)]. In 3D coordinate space, we define \( r = (x,y,z) \), \( \tan \phi = y/x \), \( \cos \theta = z/r \), \( r = \sqrt{\rho^2 + z^2} \) and \( \rho = \sqrt{x^2 + y^2} \). Vortices can be independently introduced in all \( \omega_n(r) \) angles and \( \eta_n(r) \) phases labeled by \( n \), at the same or different positions. For a shift [spin] vortex defect with vorticity \( \nu_{\text{shift}} [\nu_{\text{spin}}] \) we set \( \eta(r) = \nu_{\text{shift}} \phi [\omega(r) = \nu_{\text{spin}} \phi] \). In fig. 4.1(c) we depict the spatial profile of a magnetic helix with a discrete shift vortex. A shift vortex defect in \( \eta(r) \) implies that this phase shows discontinuous jumps by an integer multiple of \( 2\pi \) after traversing a path around the core of the defect, which is identified with the region where the magnetic texture vanishes. This is reflected in the definition of the vorticity \( \nu_{\text{shift}} = \oint \! d\eta/2\pi \in \mathbb{Z} \),
where $C$ denotes a closed contour enclosing the core of the defect. A similar behavior emerges for $\omega(r)$ in the presence of a spin vortex with vorticity $\nu_{\text{spin}} = \oint_C \mathbf{d} \omega / 2\pi \in \mathbb{Z}$.

To proceed, we employ standard classification methods, cf. refs. [27,29] and table 4.1, where $\Theta, \Xi$ and II are generalizations of the non-spatial symmetries $T, C$ and $S$ discussed in chap. 1. The topological classification of the system in the presence of defects is carried out using the BdG Hamiltonian and

where $\eta_n(r)$ appearing in $\eta_n(r)$ and $\omega_n(r)$ commute. This approach suffices to predict the appearance of MZMs, but generally fails to accurately describe the complete bound state spectrum that we observe in our numerics using abrupt defects. The relevant Majorana symmetry class, i.e., BDI, D or DIII, is inferred in the presence of the defect-containing variables. The effective classification dimension $\delta$ is obtained by the spatial dimensionality of the system $d$, after subtracting the dimension of the surface that can enclose the defect, i.e., here $\delta = d - 1$ since a circle $S^1$ can enclose a vortex. Based on the tenfold classification [24–26], we find the topologically-nontrivial scenarios $\{\text{BDI, D, DIII} \rightarrow \{Z, Z_2, Z_2\} \}$ in 2D, and $\{\text{D, DIII} \rightarrow \{Z, Z_2\} \}$ in 3D. To construct the topological invariants, we view $\phi$ as a synthetic momentum which extends the base space to $(k, \phi)$.

### 4.3 Topological Invariants and Numerical Results

Similar to ref. [323], which discusses MZMs trapped in superconducting vortices, also here, the outcome of the various topological invariants is tied to the local, instead of the global, $k$-space topology of $\mathcal{H}_0(k)$. Therefore, to facilitate the calculation of the various topological invariants, we rely on low-energy models obtained after expanding the original Hamiltonian about pairs of nodes with momenta $\pm k_n$, which are determined by

$$
\mathcal{H}_0(k) = 0 \quad \Rightarrow \quad \xi_{\xi}(k_n) \pm \sigma_z \xi_{\xi}(k_n) = \Delta_z(k_n) \pm \sigma_z \Delta_t(k_n) = 0, \tag{4.4}
$$

with $0$ being the null matrix. Since $\{\xi_{\xi}(k), \Delta_t(k)\} = -\{\xi_{\xi}(k), \Delta_t(k)\}$ we find that nodes at opposite momenta $\pm k_n$ carry opposite spin projections $\sigma_z = \pm 1$, i.e. possess the same helicity. See fig. 4.1(a). We now expand the Hamiltonian about the $n$-th pair of nodes by setting $k \approx \pm k_n + q$ for small $|q|$. By introducing the $\rho$ Pauli matrices in $\{k_n, -k_n\}$ nodes space, the defect-free Hamiltonian in the vicinity of $\pm k_n$ reads

$$
\mathcal{H}^{(n)}(q, \phi = 0) = \tau_3 \left[ \xi_{\xi}^{(n)} + v_{\xi}^{(n)} \cdot \mathbf{q} \sigma_z \right] + \rho_3 \tau_3 \left[ v_{\xi}^{(n)} \cdot \mathbf{q} + \xi_{\xi}^{(n)} \sigma_z \right] + M_n \rho_1 \mathbf{e}_{\xi} \cdot \mathbf{e}_{\xi} - M_n \rho_2 \mathbf{e}_{\xi} \cdot \mathbf{e}_{\xi} + \tau_1 \left[ \Delta_z^{(n)} + v_{\Delta}^{(n)} \cdot \mathbf{q} \sigma_z \right] + \rho_3 \tau_3 \left[ v_{\Delta}^{(n)} \cdot \mathbf{q} + \Delta_z^{(n)} \sigma_z \right], \tag{4.5}
$$

where we used the shorthand expressions for $f = \xi, \Delta$

$$
f_{s,t}^{(n)} = f_{s,t}(k_n) \quad \text{and} \quad v_{s,t}^{(n)} = \nabla_k f_{s,t}(k)|_{k=k_n}. \tag{4.6}
$$

The nonmagnetic part of eqn. (4.5), that we denote $\mathcal{H}_0^{(n)}(q)$, is invariant under arbitrary $\phi$-dependent shifts and spin rotations generated by the operators $\mathcal{L}_{\text{shift}}^{(n)} = \rho_3$ and $\mathcal{L}_{\text{spin}}^{(n)} = \sigma_z$. Thus, the defects are added as follows

$$
\mathcal{H}^{(n)}(q, \phi) = e^{i\phi \mathcal{L}_{\text{shift}}^{(n)} / 2} \mathcal{H}^{(n)}(q, \phi = 0) e^{-i\phi \mathcal{L}_{\text{spin}}^{(n)} / 2}, \tag{4.7}
$$
where we introduced \( \mathcal{L}^{(n)} = v_{\text{shift}}^{(n)} \mathcal{L}_{\text{shift}}^{(n)} + v_{\text{spin}}^{(n)} \mathcal{L}_{\text{spin}}^{(n)} \).

For \( M_n = M'_n = 0 \), one defines the four states \( |p_3 = \pm 1, \sigma_z = \pm 1 \rangle \) in \( \rho \otimes \sigma \) space. Two of these give rise to the pair of nodes at \( \pm k_n \), while the remaining two lie energetically away from zero. These two pairs of states can be distinguished by their helicity eigenvalue \( \zeta = p_3 \sigma_z = \pm 1 \). Hence, to obtain a Hamiltonian describing only the states related to the nodes, we project eqn. (4.5) onto a given helicity subspace, which fulfills: \( \xi_s^{(n)} + \zeta \xi_t^{(n)} = \Delta_s^{(n)} + \zeta \Delta_t^{(n)} = 0 \), resulting in

\[
\mathcal{H}_\zeta^{(n)}(q, \phi = 0) = \lambda_3 q \cdot [v_{\xi,\zeta}^{(n)} \tau_3 + v_{\Delta,\zeta}^{(n)} \tau_1] + M_\zeta^{(n)} \cdot \lambda,
\]

where \( v_{\xi,\zeta}^{(n)} = \xi v_{\xi,\zeta}^{(n)} + v_{\Delta,\zeta}^{(n)} = \zeta v_{\Delta,\zeta}^{(n)} + v_{\Delta,\zeta}^{(n)} \), and

\[
M_\zeta^{(n)} = (\hat{e}_{n,x} M_n + \zeta \hat{e}_{n,y} M'_n, \hat{e}_{n,y} M_n - \zeta \hat{e}_{n,x} M'_n, 0).
\]

The unit \( \mathbb{I} \) and Pauli \( \lambda \) matrices, not to be confused with the Gell-Mann matrices, act in a given helicity subspace. The choice of basis for both \( \zeta = \pm 1 \) is such that the spin Pauli matrix \( \sigma_z \) coincides with \( \lambda_3 \). Note that the terms \( \hat{e}_{n,x} \cdot \hat{z}, \hat{e}_{n,y} \cdot \hat{z} \) drop out after the projection. Projecting the operator which generates the vortices yields

\[
\mathcal{L}_\zeta = [v_{\text{shift}}^{(n)} + v_{\text{spin}}^{(n)}] \lambda_3.
\]

Notably, the emergence of MZMs is guaranteed by the structure of eqns. (4.8) and (4.10), which allow mapping our model to the Jackiw-Rossi model [325]. The latter is known to support zero-energy solutions in vortices, and also lies at the core of the Fu-Kane proposal [12,326].

The fact that MZMs become accessible in the model of eqn. (4.7) is alternatively understood in terms of the chiral symmetry \( \Pi = \lambda_3 \sigma_2 \) it possesses. As a result, the Hamiltonian resides in class BDI and is classified by the winding number \( w_3^{(n)} \in \mathbb{Z} \) [27] defined in \( (q_x, q_y, \phi) \). This invariant is expressed in terms of the upper off-diagonal block \( h_\zeta^{(n)}(q, \phi) \) of \( \mathcal{H}_\zeta^{(n)}(q, \phi) \), in a basis where the latter is block off-diagonal. Notably, by further exploiting

\[
h_\zeta^{(n)}(q, \phi) = e^{i \varphi_\zeta^{(n)/2}} h_0^{(n)}(q, \phi = 0) e^{-i \varphi_\zeta^{(n)/2}},
\]

and taking into account that the upper off-diagonal block \( h_0^{(n)}(q) \) of \( \mathcal{H}_0^{(n)}(q) \) commutes with \( \mathcal{L}^{(n)} \), leads to (see app. 4.4)

\[
w_{3,\zeta}^{(n)} = \sum_{\lambda = \pm 1} \frac{\xi v_{\text{shift}}^{(n)} + v_{\text{spin}}^{(n)} }{2} \int \frac{dq}{2\pi} \mathcal{S}_{q_x q_y} i \text{tr} \ln [h_0^{(n)}(q, \lambda)],
\]

where we employed the eigenstates \( |\lambda \rangle \) of \( \mathcal{L}^{(n)}_\zeta \), which here coincide with the eigenstates of \( \lambda_3 = \pm 1 \). In addition, we introduced the shorthand notation \( \mathcal{S}_{q_x q_y} = \partial_{q_x} \partial_{q_y} - \partial_{q_y} \partial_{q_x} \) for the differential operator associated with vorticity in \( q \) space. We make use of the identity \( \text{tr} \ln [h_0^{(n)}(q, \lambda)] = \ln \det [h_0^{(n)}(q, \lambda)] \) and set \( \det [h_0^{(n)}(q, \lambda)] = | \det [h_0^{(n)}(q, \lambda)] | e^{-i \varphi_\zeta^{(n)/2}(q)} \). The latter implies that eqn. (4.12) is nonzero only when the arguments \( \varphi_\zeta^{(n)}(q) \) contain vortex defects. These \( q \)-space vortices correspond to the point nodes in the spectrum. The node with helicity \( \zeta \) and \( z \)-axis spin projection \( \sigma_z = \pm 1 \), carries vorticity \( v_{3,\zeta,\lambda=\pm 1}^{(n)} \), which is defined through the relation \( \mathcal{S}_{q_x q_y} v_{3,\zeta,\lambda=\pm 1}^{(n)}(q) = 2 \pi v_{3,\zeta,\lambda=\pm 1}^{(n)}(q) \), and leads to the expression

\[
w_{3,\zeta}^{(n)} = \sum_{\lambda = \pm 1} \frac{\xi v_{\text{shift}}^{(n)} + v_{\text{spin}}^{(n)} }{2} \lambda_3^{(n)}.
\]
To evaluate the above, it is required to determine the vorticities of the nodes. For this purpose, we consider the unitary transformation \((\Pi + \tau_3)/\sqrt{2}\) onto the projected Hamiltonians, and obtain the upper off-diagonal blocks

\[
h^{(n)}_\zeta(q, \phi = 0) = [M^{(n)}_\zeta] \times \vec{z} \cdot \lambda - q \cdot [v^{(n)}_{\Delta,\zeta} + i w^{(n)}_{\xi,\zeta}].
\]

(4.14)

We use the eigenstates of \(\lambda, \nu = \pm 1\) and diagonalize \(h^{(n)}_{0,\zeta}(q)\) as \(h^{(n)}_{0,\zeta,\lambda}(q) = -q \cdot [\lambda v^{(n)}_{\Delta,\zeta} + i w^{(n)}_{\xi,\zeta}]\). As long as \(v^{(n)}_{\xi,\zeta} \times v^{(n)}_{\Delta,\zeta} \neq 0\), the vorticities of the nodes at \(q = 0\) are opposite and of a single unit, i.e., \(v^{(n)}_{\xi,\zeta} = -v^{(n)}_{\Delta,\zeta}\) and \(|v^{(n)}_{\xi,\zeta}| = 1\), while they are independent of the helicity \(\zeta\). Under the above conditions, we finally obtain

\[
w^{(n)}_{3,\zeta} = \text{sgn}[v^{(n)}_{\zeta=\pm1,\lambda+1}] [\xi v^{(n)}_{\text{shift}} + \nu v^{(n)}_{\text{spin}}],
\]

(4.15)

which implies that both spin and shift vortex defects can induce a \(\mathbb{Z}\) number of MZMs. Notably, the number of MZMs arising due to the simultaneous emergence of shift and spin vortices at the same position in coordinate space, are obtained by adding (for \(\zeta = 1\)) or subtracting (for \(\zeta = -1\)) the number of MZMs that would independently arise for each different type of defect.

The above analysis persists, only as long as also the full Hamiltonian is in class BDI. We find that the latter possesses a chiral symmetry effected by \(\tau_2\tau_3\), when \(e_n\) and \(e'_n\) lie in the same spin plane for all \(n\). When at least one of \(\xi\) or \(\Delta\) is present, this is identified with the \(xy\) spin plane. If the above condition is met, eqn. (4.15) remains valid. Instead, for a full Hamiltonian belonging to class D solely the parity \((-1)^{w^{(n)}_{3,\zeta}} \in \mathbb{Z}_2\) is well defined, and protects only a single MZM at a vortex defect. Hence, further caution needs to be paid now on the possible node degeneracies which can trivialize the \(\mathbb{Z}_2\) invariant. This takes place, for instance, when only \(\xi\) or \(\Delta\) enter \(H_0(k)\). In this case, both helicities contribute, i.e., \(w^{(n)}_3 = \sum_{\zeta=\pm1} w^{(n)}_{3,\zeta}\). This case is trivial in class D, since we find \(|w^{(n)}_3| = 2|v^{(n)}_{\text{spin}}|\), while in class BDI it predicts spin-degenerate MZM pairs only for spin vortices, as a consequence of the spin-singlet character of the pairing. Analogous results with \(|w^{(n)}_3| = 2|v^{(n)}_{\text{shift}}|\) are obtained when only \(\xi\) or \(\Delta\) are considered.

We numerically verify the above predictions by implementing a lattice model version of eqn. (4.3) with the following constituents

\[
\begin{align*}
\zeta_{k,s} &= -2\lambda (\cos k_x + \cos k_y) - \mu_0, \\
\Delta_{k,s} &= \Delta, \\
\zeta_{k,t} &= \beta \sin k_y, \\
\Delta_{k,t} &= d \sin k_y.
\end{align*}
\]

(4.16)

In the absence of magnetism and for a suitable window of parameters, the lattice model supports a nodal energy spectrum of the form depicted in fig. 4.1(a). We consider that the two pairs of nodes are gapped out by a magnetic texture which consists of two helices \(M_{1,2}(r)\), with wave vectors \(Q_{1,2}\). In fig. 4.2, we present results for helices with \(\{e_{1,2}, e'_{1,2}\} = \{\hat{x}, \hat{y}\}\), when one of these harbors a shift vortex defect of a single unit of vorticity. When considering open boundary conditions, see inset in fig. 4.2(a), we find a single MZM pair along with an edge Majorana flat band (MFB). To uncover the MZMs which are energetically buried inside the MFB, we employ instead periodic boundary conditions. Indeed, the MZM pair is clearly discerned in main panel fig. 4.2(a). One of the MZMs is trapped at the core of the shift defect, see fig. 4.2(b), while the other appears at the edge of the system, see fig. 4.2(c). Note that finite-size effects and a weak inter-MZM coupling lead to a small
4.3. Topological Invariants and Numerical Results

Figure 4.2: Numerical study of a BDI class model defined in eqn. (4.16). (a) 50 lowest eigenvalues in the absence (grey dots) and presence (red dots) of a single shift vortex with \( v_{\text{shift}} = 1 \). (b)-(c) Spatially-resolved MZM weight of the wavefunctions of (a) with electron (hole) column vectors \( u (v) \). We used the parameters \( \Delta = 1 / \sqrt{2}, \mu_0 = -5\Delta, d_z = \beta = 1 \) and \( \{ M_{1,2}, M'_{1,2} \} = \{ 0.5, 0.1 \} \), all in units of \( t \), on a \( 40 \times 40 \) square lattice with the lattice constant set to unity.

but nonzero MZM weight at the defect in (c). In app. 4.B we present additional results for BDI class models with higher values for the vorticity of the defect, as well as various 2D class D scenarios.

Our preceding analysis can be directly extended to 3D class D systems, which are classified by the 2nd Chern number \( C_2 \) defined in \( (q_x, q_y, q_z, \phi) \) space. \( C_2 \) predicts the number of chiral Majorana modes emerging in the core of a vortex line. By evaluating \( C_2 \) as a surface integral of the Chern-Simons 3 form, cf. ref. [27] and app. 4.A, and after exploiting eqn. (4.7), we find

\[
C_2^{(n)} = \sum_{\lambda = \pm 1} \frac{\xi^{(n)}_{v_{\text{shift}} + v_{\text{spin}}} \lambda Q_{\zeta, \lambda}^{(n)}}{2},
\]

(4.17)

where \( Q_{\zeta, \lambda}^{(n)} \) defines the monopole charge for the nodes of the \( n \)-th pair with helicity \( \zeta \) and \( z \)-axis spin projection \( \lambda = \pm 1 \). As the simplest extension, one can consider the continuum model \( H_0(k) = -k^2 + \beta(k_y \tau_3 + k_x \tau_1 - k_z \tau_2) \sigma_z \). The combined anisotropy and SOC yield two helical branches and two pair of nodes at \( k_y = 0 \) and \( k_y = \pm \beta \). Here, the inner helical branch at \( k_y = 0 \) can be gapped out by a Zeeman field which is oriented orthogonally to the SOC vector [275, 276]. The two nodes of the outer helical branch can get gapped out by a magnetic stripe \( M(r) = M \cos(2\beta y) \hat{x} \). Similarly to eqn. (4.15), here we find that a number of \( |C_2| = |v_{\text{shift}} + v_{\text{spin}}| \) chiral Majorana modes emerge in the core of a vortex line extending along the \( z \)-axis.

We numerically verify this results, by extending the model used in fig. 4.2 to 3D space, in the following way

\[
H_{k,0}^{3D} = \tau_3 [\xi_{k,s} + \xi_{k,t} \sigma_z] + \Delta (\tau_1 \sin k_x - \tau_2 \sin k_z) \sigma_z,
\]

with

\[
\xi_{k,s}^{3D} = -2t (\cos k_x + \cos k_y) - \Lambda(1 - \cos k_z)/2 - \nu_0.
\]

(4.18)

We consider the limit \( \Lambda \gg t \), for which the pairs of nodes in the nonmagnetic phase are located only in the \( k_z = 0 \) plane. After including the magnetic terms of the Hamiltonian and consider a vortex
Figure 4.3: Chiral Majorana modes of the 3D class D model in eqn. (4.18). (a) Edge spectrum for the 3D model with a single shift vortex defect $v_{\text{shift}} = 1$. The spectrum is obtained with periodic (open) boundary conditions in the $z$ ($x$ and $y$) direction, and clearly displays chiral Majorana modes. The spatially-resolved weight of the two chiral branches are displayed in (b) and (c), and reveals a single Majorana mode at the core of the vortex defect, and its counterpart located at the edge of the system. Note that the nonzero wavefunction weight at the defect in (c), is a consequence of inter-Majorana mode coupling and finite-size effects. The figures were obtained with the parameters: $\Delta = 1$, $\mu_0 = -2\sqrt{2}$, $\beta = 2(\sqrt{2} - 1)$, $\Lambda = 8$ and $\{M_{1,2}, M'_{1,2}\} = \{0.5, 0.1\}$, all in units of $t$.

4.4 Summary and Conclusions

Our theory applies to various intrinsic nodal SCs, such as, unconventional spin-singlet (-triplet) $d$-wave ($p$-wave) SCs [327], and noncentrosymmetric SCs with mixed spin pairing [101, 328–330]. Fe-based systems appear as prime spin-singlet SC candidates, because they can exhibit nodal superconductivity [64, 65], single- and double-$Q$ magnetic stripe order [66–76], and microscopic coexistence of magnetism and superconductivity [66, 80–85]. Moreover, recent theoretical studies [77] predict single- and double-
Summary and Conclusions

Figure 4.4: Hybrid Rashba SC-2DEG MZM platform. The SC filaments can be obtained by etching away strips in a SC layer epitaxially grown on top of the 2DEG slab, as in ref. [332]. Gate fingers, ideally buried under the slab, define loosely tunnel-coupled hybrid nanowires. MZMs can be pinned in the slab by inducing magnetic texture vortices in the 2D substrate.

$Q$ magnetic textures in doped 122 and 1111 compounds. Note also, that, while Rashba SOC is usually negligible in these compounds, a given pair of nodes can still feel an effective Rashba SOC [331] that is generated by other helices comprising the magnetic texture.

The potential candidates moreover include a 2D electron gas (2DEG) or magnetic adatom lattices, in proximity to a conventional SC with strong Rashba SOC, such as Pb [311,314]. The former scenario can arise for semiconducting slabs [332], or, coupled epitaxial nanowire hybrids [333,334] based on semiconductors or carbon nanotubes. See fig.4.4(b). Instead, in the second approach, the adatoms induce a lattice of Yu-Shiba-Rusinov (YSR) states [335–337]. While the underlying mechanisms differ, the proximity to the SC induces a self-energy to the 2DEG system/YSR lattice which leads to eqn. (4.3) [282,284,318,324]. The arising nodes can be gapped out by magnetic stripes/helices and Zeeman fields (only for the inner helical branch). In 2DEGs, these textures can be engineered using nanomagnets [103,119,120,122,305], while in YSR lattices they are provided by the magnetization of the adatoms. Thus, being in a position to spatially control these textures in the above platforms, appears as a promising new route to trap and manipulate MZMs.

Concluding, we note that certain types of previously-studied topological defects in magnetic textures, i.e. disclinations [338,339], have already been experimentally observed in helimagnets [340–344]. Similarly, we expect that the shift/spin vortices proposed in this work may arise either spontaneously or get pinned by disorder. Moreover, the magnetic-texture vortices discussed here are topologically distinct to the magnetic skyrmion bubbles that have been discussed in refs. [317,345–349], and have been shown to act as smooth defects which can pin various types of bound states in fully-gapped SCs. Among these bound states one also finds MZMs [317,346–348]. In our work, we do not view the texture itself as the defect, but instead consider singular defects in the texture. Hence, our mechanism to trap MZMs from a nodal SC, opens a novel path to explain the recent observations in 2D magnetic lattice-SC hybrids [317].
Appendices for Chapter 5

4.A Derivations for the $w_3$ and $C_2$ Topological Invariants

The winding number $w_3$ is defined in 3D $(q, \phi)$ space and is expressed as

$$ w_3 = \int_0^{2\pi} \frac{d\phi}{2\pi} \int \frac{dq}{2\pi} \text{tr} \left( h^{-1}(q, \phi) \left[ \partial_{q_s} h(q, \phi) \right] h^{-1}(q, \phi) \left[ \partial_{q_y} h(q, \phi) \right] h^{-1}(q, \phi) \left[ \partial_{q_x} h(q, \phi) \right] \right). $$

(4.19)

By employing the relation $hh^{-1} = 1 \Rightarrow \partial h^{-1} = -h^{-1}(\partial h)h^{-1}$ and the cyclic property of the trace, we find

$$ w_3 = - \int_0^{2\pi} \frac{d\phi}{2\pi} \int \frac{dq}{2\pi} \text{tr} \left( [\partial_{q_s} h(q, \phi)] h^{-1}(q, \phi) [\partial_{q_y} h(q, \phi)] \partial_{q_x} h^{-1}(q, \phi) \right). $$

(4.20)

When the following relation holds: $h(q, \phi) = e^{i\phi L/2}h(q, \phi = 0)e^{-i\phi L/2}$, we also find the expression $h^{-1}(q, \phi) = e^{i\phi L/2}h^{-1}(q, \phi = 0)e^{-i\phi L/2}$. In this event, the winding number obtains the following simple form

$$ w_3 = i \int \frac{dq}{2\pi} \text{tr} \left( \frac{L}{2} \left[ [\partial_{q_s} h(q, \phi = 0)] [\partial_{q_y} h(q, \phi = 0)] - h \leftrightarrow h^{-1} \right] - q_x \leftrightarrow q_y \right) / 2 $$

$$ = \int \frac{dq}{2\pi} \text{tr} \left( \frac{L}{2} \hat{\sigma}_{q_s} q_y^i \ln [h(q, \phi = 0)] \right). $$

(4.21)

The above is nonzero even for a vanishing magnetic texture, in which case, $h(q, \phi = 0) \rightarrow h_0(q)$. When $[\mathcal{L}, h_0(q)] = 0$, we evaluate the trace by introducing the eigenstates of $\mathcal{L}$, in which basis, $h_0(q)$ is block diagonal.

The 2nd Chern number $C_2$ is defined in 4D $(q_x, q_y, \phi, q_z) \equiv (p_1, p_2, p_3, p_4)$ space and it is given by the expression

$$ C_2 = - \int \frac{d^4 p}{32\pi^2} \epsilon_{nmst} \text{tr} [F_{nm} F_{ts}] \quad \text{with} \quad n, m, \ell, s = 1, 2, 3, 4. $$

(4.22)

We introduced the non-Abelian field strength tensor $F_{nm} = \partial_{p_n} A_m - \partial_{p_m} A_n - i[\mathcal{A}_n, \mathcal{A}_m]$, that is defined in terms of the Berry vector potential $\mathcal{A}_n^b(p) = i(\Phi_a(p))\partial_{p_n}(\Phi_b(p))$, which is a matrix in the occupied eigenstates $|\Phi(p)\rangle$ subspace. The Chern number can be equivalently expressed as a surface integral over the Chern-Simons 3 form. Here, we choose a surface $S = S^2 \times \mathbb{T}^1$ which is a $S^2$ sphere in $q$ space. We thus find

$$ C_2 = - \oint_S \frac{d^3 p}{8\pi^2} \epsilon_{nm\ell st} \text{tr} \left( A_n \partial_{p_m} A_{t} - \frac{2}{3} A_n A_m A_{t} \right) \quad \text{with} \quad n, m, \ell = 1, 2, 3. $$

(4.23)
When $\mathcal{H}(q, \phi) = e^{i\phi L/2} \mathcal{H}(q, \phi = 0)e^{-i\phi L/2}$, we find $|\Phi(q, \phi)\rangle = e^{i\phi L/2}|\Phi(q, \phi = 0)\rangle$, which implies $A(q, \phi) = A(q, \phi = 0)$ and $A^b(q, \phi) = -(\Phi_+(q, \phi = 0)|L|\Phi_+(q, \phi = 0))/2$. These lead to the simplified expression

$$C_2 = \iint_{S^2} \frac{dq}{2\pi} \cdot \text{tr} \left[ \frac{L}{2} \Omega(q, \phi = 0) \right]$$

(4.24)

where we introduced the matrix Berry curvature $\Omega(q, \phi = 0)$. The above is generally nonzero also for vanishing magnetic texture strength. Under the assumption $[\mathcal{L}, \mathcal{H}_0(q)] = 0$, we evaluate the trace by introducing the eigenstates of $\mathcal{L}$, i.e. $\mathcal{L}|\lambda\rangle = v_{\text{defect}}\lambda|\lambda\rangle$, in which basis, $\mathcal{H}_0(q)$ and the respective Berry curvature matrix of the nonmagnetic system $\Omega_0(q)$ are block diagonal. Thus, we have

$$C_2 = v_{\text{defect}} \sum_{\lambda} \frac{1}{2} \iint_{S^2} \frac{dq}{2\pi} \cdot \text{tr}_x [\Omega_{0,\lambda}(q)]$$

(4.25)

with the trace acting in a given $\lambda$ block. Since we assume that the SCs under examination possess a zero 1st Chern number, the 2nd Chern number above becomes nonzero only in the presence of monopoles in the Berry curvature of the SC. These monopoles correspond to $q$-space nodes in 3D space, which carry a topological charge defined through $\text{tr}_x [\Omega_{0,\lambda}(q)] = Q_{\lambda}q/(2|q|^3)$. For a $2 \times 2 \lambda$ block, these monopoles define Weyl points, which carry a topological charge given by $\Omega_{0,\lambda}(q) = Q_{\lambda}q/(2|q|^3)$. Hence

$$C_2^{(n)} = \sum_{\lambda = \pm 1} \frac{\zeta v_{\text{shift}}^{(n)} + \nu_{\text{spin}}^{(n)}}{2} \lambda Q_{\zeta,\lambda}^{(n)}$$

(4.26)

with $Q_{\zeta,\lambda}^{(n)}$ the monopole charge of the nodes of the $n$-th pair with helicity $\zeta$ and $z$-axis spin projection $\lambda = \pm 1$.

### 4.B Additional Numerical Investigations for BDI, D, and DIII Class Models

**MZMs in Magnetic Texture Vortices for 2D Class BDI and D Models**

In the main text we derived the topological invariant for a 2D BDI model, cf. eqn. (4.15), which predicts the appearance of multiple MZMs at the core of a shift/spin defect. To further verify this result, we study various cases numerically, by implementing the same lattice Hamiltonian used in fig. 4.2 in the main text. In fig. 4.5(a),(c) we confirm that $v_{\text{shift}} = 2$ results into two pairs of MZMs, with two at the center of the defect, and their two partners on the edge. Additionally we confirm that spin defects also lead to MZMs. See fig. 4.5(d) with 3 pairs of MZMs for $v_{\text{spin}} = 3$.

We can induce the class transition BDI $\rightarrow$ D, by explicitly breaking the chiral symmetry $\Pi = \lambda_3 \tau_2$ of eqn. (4.7) in the main text, which can be achieved either by applying a magnetic field in the $z$ direction or by having $e_n$ and $e'_n$ lying in different spin planes. By virtue of the symmetry class reduction, it is only the parity $(-1)^{w_{\zeta,\lambda}}$ which can protect MZMs. This is reflected in fig. 4.5(b) where we display the energy spectrum for $v_{\text{shift}} = 2$ in the presence of a magnetic field in the $z$ direction. For this case $(-1)^{w_{\zeta,\lambda}} = 1$, ultimately resulting in the hybridization of the MZMs, lifting them away from
Figure 4.5: Numerical investigation of class BDI and D models in 2D. (a)-(b) The 50 lowest eigenvalues in the absence (grey dots) and presence (red dots) of a double shift vortex defect $\nu_{\text{shift}} = 2$ for a class BDI and D model, respectively. In (b) we observe that a class D model does not support MZMs for $\nu_{\text{shift}} = 2$, in agreement with the invariant defined as the parity of $w^{(n)}_{3,\zeta}$. As indicated by the arrow, we show in (c) the weight of the MZM wavefunctions, where we clearly see two states located at the defect and their charge-conjugate counterparts at the edge of the system. (d)-(f) Same as in (a)-(c) but in the case of a triple spin defect $\nu_{\text{spin}} = 3$. For the class D model in (e) we expect a single MZM pair, in agreement with the parity of $w^{(n)}_{3,\zeta}$, yet we observe four zero energy states. The additional two states, see the two last panels in (f), are an artifact of the phase jump at the edges of the system, and are therefore not located at the defect. The figures were obtained using the same parameters as in fig. 4.2. For the class D figures in (b) and (e) we added the Zeeman term $B_z \sigma_z$ to the Hamiltonian, with the field strength $B_z = 0.4t$. Note that finite-size effects, and inter-MZM-coupling result in weights at the defect in the second panel in (f).
Figure 4.6: Numerical determination of helicity eigenvalue $\zeta$. (a) and (b) same as in fig.4.5(a) and (b), but for $\{v_{\text{shift}}, v_{\text{spin}}\} = \{1, \pm 1\}$, respectively. Clearly the system has helicity eigenvalue $\zeta = -1$, since only the latter leads to MZMs, cf. eqn.(4.15). In (c) we display the weights of the MZM wavefunctions found in (b). The figures were obtained with the same parameters as in fig.4.2. Once more, inter MZM-coupling result in MZM weights at the defect in the second and fourth panel in (c).

In stark contrast, if we have an odd number of MZMs, i.e. $(-1)^{w(z)} = -1$, a single pair of MZM persists in the presence of a magnetic field in z direction, as seen in fig.4.5(d),(f). Despite the fact that in fig.4.5(d) we find four in-gap states, only a single pair corresponds to topologically protected MZMs, with one having its wavefunction weight localized at the defect, see fig.4.5(f).

Lastly we confirm that different types of defects arising at the same coordinate in real space are added (for $\zeta = +1$) or subtracted (for $\zeta = -1$) depending on the helicity eigenvalue, see again eqn. (4.15). Specifically for our model we find $\zeta = -1$, as seen in fig.4.6(a) and (b) where we display the energy spectrum for $\{v_{\text{shift}}, v_{\text{spin}}\} = \{1, \pm 1\}$, respectively, with only the latter leading to MZM located at the center of the defect, see fig.4.6(c).

MZMs in Magnetic Texture Vortices for a Class DIII Model in 2D

In order to numerically study class DIII models in 2D, we perform a two-band extension of the BDI model studied in fig.4.2 in the main text, and consider two bands labelled by a and b. To represent matrices in band space we employ the Pauli matrices $\kappa$ and the respective unit matrix $I_\kappa$. For the sake of simplicity, in the following we consider identical bands, i.e. $\xi_{k,s,t}^a = \xi_{k,s,t}^b$ and $\Delta_{k,s,t}^a = \Delta_{k,s,t}^b$. The magnetic texture terms of the BdG Hamiltonian get promoted to matrices in band space, allowing for intra- and inter-band magnetic scattering terms proportional to $I_\kappa$, $\kappa_3$ and $\kappa_1$, respectively. In the remainder, we consider solely intraband magnetic scattering, with the magnetic texture term being proportional to $\kappa_3$. 
4.B. Additional Numerical Investigations for BDI, D, and DIII Class Models

Figure 4.7: Numerical investigation of a class DIII model in 2D. (c) displays the resulting four zero energy states from the MZM Kramers pair in (a), and (b) shows how these get lifted in the presence of a magnetic field $B_z = 0.6t$. Here we used $\xi_{k,t}^a = \xi_{k,t}^b = \xi_{k,t}$, $\Delta^a_{k,s} = \Delta^b_{k,s} = 0$ and $\Delta^a_{k,t} = \Delta^b_{k,t} = d_z \sin k_x$, and the following parameters $\mu_0 = -2\sqrt{2}$, $\beta = 2 + \mu_0$, $d_z = 1$, $\{M_1, M'_1\} = \{1, 0.2\}$ and $\{M_2, M'_2\} = \{0.5, 0.5\}$ in units of $t$. Lastly, in order to enforce the DIII symmetry class, we added the band mixing term $\sim \delta_0 \tau_3 \kappa_1$, with $\delta_0 = 0.2$.

In the absence of band-mixing terms, the total Hamiltonian enjoys the generalized time-reversal symmetry $\Theta = \kappa_1 T$, as well as the unitary symmetry $\kappa_3$. The latter allows the block diagonalization of the Hamiltonian into two blocks, with each block belonging to the symmetry class BDI. Nevertheless, the Hamiltonian is generally not block-diagonalizable in the presence of band mixing terms. Here, we consider weak band mixing terms $\tau_1 \kappa_1$ which preserve $\Theta$, thus enlisting the Hamiltonian in the DIII symmetry class. Our numerics confirm the emergence of a MZM Kramers pair when considering a single shift/spin vortex defect, as seen in fig.4.7(a) where we observe four MZMs. The spatially-resolved MZM wavefunction weights in fig.4.7(c) show that one MZM Kramers pair is localized at the defect and another at the outer edge of the system. Similarly to the BDI models in 2D, we can also here reduce the symmetry of the system by adding a homogeneous external magnetic field. In fig.4.7(b) we indeed see that the MZM Kramers pair is lifted away from zero energy by adding a magnetic field in the $z$ direction, which makes the time-reversal-invariant system undergo a symmetry-class transition to class D. The latter supports a $\mathbb{Z}_2$ invariant and cannot sustain the MZM Kramers pair.
5

Topological Superconductivity Induced by Magnetic Textures

5.1 Introduction

Since its discovery, superconductivity has served as an inspiration for countless new concepts and applications. A recent development in the field concerns the material discovery and synthetic engineering of topological superconductors [285–294, 351–353], which harbor charge-neutral Majorana fermion quasi-particles [7, 8, 13, 24–27, 269, 319, 354–356]. Remarkably, 0D defects can trap MZMs [24–27, 356], which adhere to non-Abelian exchange statistics [92–94, 269] and open perspectives for cutting-edge quantum manipulations [92–94]. MZMs are sought after in a variety of systems, such as those containing singular defects, e.g. vortices [7, 8, 12, 96, 269–272, 319–321, 323, 357] (see chap. 4), disclinations [358, 359], hedgehogs [322], and nonsingular defects unfolding in one direction, e.g., termination edges [13, 273, 358, 359], domain walls [12, 319], and magnetic skyrmion bubbles [345–349, 360].

In the majority of the most prominent engineered quasi-1D topological superconductors, where fingerprints of MZMs have already been experimentally recorded [88, 295–300, 302, 305–307, 309, 311–317, 361], the presence of an inversion symmetry breaking SOC is crucial. Its role is to split the initially-
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Figure 5.1: Sketch illustrating the mapping between Rashba SOC in the presence of a perpendicular external Zeeman/exchange field, and a magnetic helix crystal (MHC). (a) Schematic illustration of inversion symmetry breaking SOC pointing in the $\hat{n}_\parallel\cdot\sigma$ spin direction, in the presence of a homogeneous magnetic field pointing in the $\hat{n}_\perp$ direction. (b) depicts the profile of a MHC with wave vector $Q = Q\hat{n}_\perp$, winding in the plane spanned by $\hat{n}_\parallel$ and $\hat{n}_\perp$. Note that (a) and (b) map to each other for $M_\parallel = M_\perp$, see fig. 5.2.

degenerate spin bands, with the only remaining degeneracies surviving at inversion-symmetric points $k_I$, which satisfy $k_I \equiv -k_I$. In superconductor-semiconductor nanowires [274–276] and collinear magnetic chains [282–284, 311, 362], the additional presence of a Zeeman/exchange field lifts the residual Kramers degeneracies, as sketched in figs. 5.1(a) and 5.2(a)-(c). The inclusion of spin-singlet pairing gaps out the remnant FS and compensates the magnetic gaps at $k_I$, thus effecting the transition to a topological superconducting phase.

However, there is still a large number of proposals for engineered quasi-1D topological superconductors which instead rely on a synthetic SOC, which is either induced by a magnetic texture [102–123], or alternatively, by antiferromagnetism [124] or ferromagnetism [125] in the presence of currents and external or stray Zeeman fields. When it comes to magnetic textures, a magnetic helix crystal (MHC) is the minimal profile that can induce topological superconductivity, since it simultaneously generates the required inversion symmetry breaking SOC and the perpendicular exchange field mentioned above [331]. This is sketched in figs. 5.1(b) and 5.2(d)-(f). While a MHC is sufficient to guarantee the occurrence of topological superconductivity in 1D, engineering strong topological superconductors with a fully-gapped bulk energy spectrum in $d > 1$ dimensions requires a magnetic profile which winds in all $d$ directions. Thus, while a MHC leads to spinless $p$-wave pairing in 1D, a spin skyrmion crystal (SSC) phase is necessary to generate an effective spinless chiral $p + ip$ topological superconductor in 2D [106]. Remarkably, the key role of magnetic textures in topological superconductors has been recently highlighted by the experimental observations of refs. [305, 316, 363] where textures were shown to be pivotal for stabilizing topological superconductivity. This is also the case in ref. [317], where the possible involvement of a skyrmion defect was invoked to explain the appearance of a pair of MZMs in topological magnetic-island heterostructures.

In this chapter, we provide a classification of the various 1D and 2D topological superconductors which emerge from the coexistence of magnetic textures with unconventional and multiband spin-singlet superconductivity. Thus our starting point is the synthetic SOC mechanism displayed in figs. 5.1(b) and 5.2(d)-(f), which opens the door to new and interesting topologically nontrivial phases. In fact, depending on the type of texture and the strengths of the magnetic and superconducting gaps, we find either a fully-gapped or a nodal bulk energy spectrum, which give rise to a diversity of
5.1. Introduction

Figure 5.2: (a)-(c) Standard mechanism to achieve 1D topological superconducting phases, which relies on Rashba-like SOC. (d)-(f) Reconstruction of the bulk spectrum of a spin-degenerate electron gas due to a magnetic helix crystal (MHC). (a) Spin-split bands of an electron gas in the absence of a Zeeman/exchange field, resulting in a degeneracy at the inversion-symmetric point $k_I = 0$. (b) The combination of SOC and a Zeeman/exchange field perpendicular to it lifts all spin degeneracies in (a). (c) Equivalent description of (b) after downfolding to the magnetic Brillouin zone (MBZ) of a MHC, see fig. 5.1(b). (d) shows the two Fermi points which become magnetically scattered in the presence of the MHC. Here, the magnetic wave number $Q$ coincides with the FS nesting wave number $Q_N$. (e) Equivalent description of (d) in the MBZ. (f) The MHC opens a full gap at the intersecting green point in (e).

Majorana fermion edge modes. We present a classification for each type of topological band structure, and account for both strong and weak topological superconducting phases, as well as possible strong topological crystalline phases stabilized by additional magnetic point/space group symmetries.

The present work aims at setting a paradigmatic and general framework to study the topological properties arising from the interplay between magnetic textures and spin-singlet superconductivity. It is applicable to a broad range of materials and hybrid devices, including platforms involving magnetic adatoms deposited on top of superconductors, alongside intrinsic topological superconductors that do not rely on inversion symmetry breaking SOC. Our analysis naturally addresses topological superconducting phases in which magnetism and superconductivity are assumed to originate from the same electronic degrees of freedom. Such a scenario may be of a direct relevance to FeSCs, which feature coexistence of various magnetic phases and superconductivity [66–68,70–73,75,76,80–85,364]. Among the experimentally discovered phases, one is of a yet-unresolved nature [80], and does not match with any of the three well-established commensurate magnetic phases known to exist in FeSCs [253,365–372]. This commensurate framework was recently extended in ref. [77] to include incommensurate magnetic textures. Given the currently inconclusive status of the experimental observations, the phase discovered in ref. [80] may as well be a magnetic texture. This opens up new possibilities for topological superconducting phases in FeSCs, which are distinct to the ones that have so far been theoretically [96,271,272] and experimentally [87–91] explored.

Motivated by the above, in the following we focus on the accessible topological superconductors in layered tetragonal itinerant magnets, which possess a $D_{4h}$ point group symmetry in the nonmagnetic
Table 5.1: Elements of the magnetic space (point) group $\mathcal{M}$ ($\mathcal{M}$) preserved for the different magnetic texture profiles studied in this work. These build upon the magnetic helix crystal (MHC) and the spin whirl crystal (SWC$_4$) textures. The SWC$_4$ profile is also investigated in the presence of an in (out-of-)plane Zeeman field $B_{\parallel}$ ($B_{\perp}$). Note that deviations from the above generally appear for multiband implementations of the magnetic texture profiles. Examples of such situations are explored in detail in the main text.

<table>
<thead>
<tr>
<th>Magnetic texture</th>
<th>Spatial profile</th>
<th>Symmetries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic Helix Crystal (MHC)</td>
<td>$M(r) = (M_{\parallel} \sin(Qx), 0, M_{\perp} \cos(Qx))$</td>
<td>$\mathcal{M}<em>{\text{MHC}} = \mathcal{M}</em>{\text{MHC}} + \mathcal{M}_{\text{MHC}} {T\</td>
</tr>
<tr>
<td>Spin Whirl Crystal (SWC$_4$)</td>
<td>$M(r) = (M_{\parallel} \sin(Qx), 0, M_{\perp} \cos(Qx)) + (0, M_{\parallel} \sin(Qy), M_{\perp} \cos(Qy))$</td>
<td>$\mathcal{M}_{\text{SWC}<em>4} = \mathcal{M}</em>{\text{SWC}<em>4} + \mathcal{M}</em>{\text{SWC}_4} {T\</td>
</tr>
<tr>
<td>Spin Whirl Crystal and inplane $B$ field (SWCB$_4$)</td>
<td>$M(r) = (M_{\parallel} \sin(Qx), 0, M_{\perp} \cos(Qx)) + (B_{\parallel}, M_{\parallel} \sin(Qy), M_{\perp} \cos(Qy))$</td>
<td>$\mathcal{M}_{\text{SWCB}<em>4} = \mathcal{M}</em>{\text{SWCB}<em>4} + \mathcal{M}</em>{\text{SWCB}_4} {T\</td>
</tr>
<tr>
<td>Spin Whirl Crystal and out-of-plane $B$ field (SWCB$_4$)</td>
<td>$M(r) = (M_{\parallel} \sin(Qx), 0, M_{\perp} \cos(Qx)) + (0, M_{\parallel} \sin(Qy), M_{\perp} \cos(Qy) + B_{\perp})$</td>
<td>$\mathcal{M}<em>{\text{SWCB}<em>4} = C</em>{4v} + (C</em>{4v} - C_4)T$</td>
</tr>
</tbody>
</table>
normal phase. We also consider that spin transforms according to the spatial symmetry operations, and we restrict to a single Kramers doublet of the double covering $D_{4h}$ group. We additionally assume that inversion symmetry breaking SOC and spin anisotropies (cf. ref. [371]) are negligible. Reference [77] has mapped out the types of single- and double-$Q$ textures that such magnets support, and we here focus on the single-$Q$ MHC and the fourfold-symmetric double-$Q$ spin whirl crystal (SWC$_4$) profiles. We also consider the SWC$_4$ phase in the presence of an in- and out-of-plane Zeeman field, $B_{\parallel}$ and $B_{\perp}$, leading to the here-termed SWCB$_2$ and SWCB$_4$ textures, respectively. Notably, for a range of $B_{\perp}$ values, the SWCB$_4$ texture is equivalent to a fourfold-symmetry preserving SSC$_4$ phase [77], which we here denote SSC$_4$. Table 5.1 provides an overview of these magnetic textures.

5.2 Summary of our Topological Classification Results

To perform the classification of the various topological superconducting phases induced by the magnetic textures presented in table 5.1, a number of aspects need to be taken into consideration in regards to the symmetry groups preserved by the magnetic and pairing terms.

As we have already discussed in chap. 1, a given magnetic texture preserves the so-called magnetic space group $\mathcal{M}$. Elements of $\mathcal{M}$, i.e. the point group elements of $\mathcal{M}$, involving $T$ give rise to antiunitary mirror symmetries [34,373–375] which have nontrivial implications on the topological classification in high-symmetry planes (HSPs), and open the door to novel types of crystalline topological phases and Majorana fermions [28,29,31,146,150,155,376–383]. Further information about the symmetry properties of the various textures considered in this work is listed in table 5.1. Furthermore, the classification in HSPs is also affected by the compound symmetries of the magnetic space group [32,80,99,107,150,384–389]. Here, elements of $\mathcal{M}$ are combined with translations which make the texture glide in the plane. These constitute exact symmetries of the system only as long as the involved translation also constitutes a lattice translation, which takes place when the magnetic vector is commensurate. Nonsymmorphic symmetries can enrich the topological classification in bulk HSPs and at edges which preserve them.

The final crucial factor which influences the topological properties is the type of pairing gap. In this chapter, we assume unconventional multiband spin-singlet pairing with possible symmetry-imposed or accidental nodes. Considering multiple bands and pairings allows us to capture salient features of realistic band structures of correlated magnets, such as the FeSCs [164,250,390–395]. Moreover, depending on which IR of $D_{4h}$ enters the pairing term $\Delta_k$, i.e. $\{A_{1g}, B_{1g}, B_{2g}, A_{2g}\}$, we generally find a different topological scenario in HSPs, since $\Delta_k$ may possess symmetry-enforced zeros in these. More specifically, the symmetry relation $\Delta_{U^{-1}k} = \chi \Delta_k$ as derived in app. 1.B plays a crucial role in the topological classification, since it generally alters the matrix representation of the symmetry elements.

Our main findings regarding the rich diversity of topological superconducting phases are collected in tables 5.2 and 5.3, for general and interband-only magnetic scattering, respectively. 2D systems in the presence of a MHC texture exhibit protected nodal points which lead to edge Majorana/Andreev flat bands. Bulk nodal points are also present when considering the SWC$_4$ texture, but these are not protected. As a result, edge Majorana/Andreev flat bands are not accessible. Nonetheless, a new type of Majorana fermion edge modes arises, which we denote bidirectional (see also ref. [32]), since they do not possess a fixed helicity or chirality, and depend strongly on the edge termination. These Majorana
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#### Table 5.2: Summarizing table of the broad variety of 2D topological superconducting phases induced by the magnetic textures in table 5.1. For each texture we display the relevant HSPs and the arising symmetry-protected degeneracies induced by the given magnetic point/group, see table 5.1. Furthermore, we also list the symmetry classification for the full MBZ and the HSPs, the relevant topological invariants, and the resulting type of Majorana/Andreev edge states. We arrive at three distinct types of invariants which become nontrivial. For a gapless energy spectrum these consist of the vorticities \( \nu/\nu \) of the arising nodes, while for a fully-gapped energy spectrum, we find the winding number \( w \), the Majorana number \( M \), and the 1st Chern number \( C_1 \). Each invariant is in addition labeled as strong, weak, mirror or glide, depending on its type.

<table>
<thead>
<tr>
<th>Magnetic Texture Properties</th>
<th>Topological Classification</th>
<th>Invariants: Nodal Bulk</th>
<th>Invariants: Fully-Gapped</th>
<th>Resulting Edge States</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHC MBZ: ( k \in {-q,q} \times [\pi,\pi] ) Protected degen.: XM</td>
<td>Full MBZ: BDI</td>
<td>Strong: ( \nu \in \mathbb{Z} )</td>
<td>Weak: ( \nu_{\mathbf{k},\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q = ( I_x ) ((\gamma_3))</td>
<td>Weak: ( \nu_{\mathbf{k},\pm} \in \mathbb{Z} )</td>
<td></td>
<td>Majorana/Andreev Flat Bandes</td>
</tr>
<tr>
<td></td>
<td>FY: BDI \oplus BDI or AI \oplus AI (BDI \oplus BDI)</td>
<td>Glide: ( \omega_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td>( \text{(Mirror/Glide: } \omega_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>XM: AI \oplus AI or AI \oplus AI (AI \oplus AI or BD)</td>
<td>Glide: ( \omega_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td>( \text{(Mirror/Glide: } \omega_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TX and YM: BDI (AI \oplus AI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Mirror: ( \nu_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWC (_4) MBZ: ( k \in {-q,q} \times {-q,q} ) Protected degen.: ( \Gamma ) &amp; M</td>
<td>Full MBZ: D</td>
<td></td>
<td>Strong: ( C_1 \in \mathbb{Z} )</td>
<td>Bi-directional Majorana Modes</td>
</tr>
<tr>
<td></td>
<td>Q = ( I_x ) ((\gamma_3))</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FY, XM &amp; MT: BDI ( \text{(BDI)} )</td>
<td></td>
<td>Mirror: ( \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Mirror: ( \nu_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
<td>( \text{(Mirror: } \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td>SWCB (_3) ( {B_1,\beta,\delta} ) MBZ: ( k \in {-q,q} \times {-q,q} ) Protected degen.: ( - )</td>
<td>Full MBZ: D</td>
<td></td>
<td>Strong: ( C_1 \in \mathbb{Z} )</td>
<td>Bi- or Uni-directional Majorana Modes</td>
</tr>
<tr>
<td></td>
<td>Q = ( I_x ) ((\gamma_3))</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FY, YM &amp; MT: BDI ( \text{(BDI)} )</td>
<td></td>
<td>Mirror: ( \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Mirror: ( \nu_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
<td>( \text{(Mirror: } \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td>SWCB (_4) MBZ: ( k \in {-q,q} \times {-q,q} ) Protected degen.: ( - )</td>
<td>Full MBZ: D</td>
<td></td>
<td>Strong: ( C_1 \in \mathbb{Z} )</td>
<td>Chiral Majorana Modes</td>
</tr>
<tr>
<td></td>
<td>Q = ( I_x ) ((\gamma_3))</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td>Weak: ( \mathfrak{M}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FY, YM &amp; MT: BDI ( \text{(BDI)} )</td>
<td></td>
<td>Mirror: ( \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Mirror: ( \nu_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
<td>( \text{(Mirror: } \mathfrak{w}_{\mathbf{k},\pm,\pm} \in \mathbb{Z} )</td>
<td></td>
</tr>
</tbody>
</table>

Note that the classification in HSPs presents all the possible topological scenarios obtained by assuming the presence of only a single crystalline symmetry at a time. We further elaborate on these in the proceeding sections. The table also includes the HSP classification in the presence of a pairing function \( \Delta_k \) transforming as one of the IRs \( \{A_{1g}, B_{1g}, B_{2g}, A_{2g}\} \) of the group \( D_{4h} \). Depending on the IR of \( \Delta_k \), the classification in HSPs splits into two branches, depending on whether \( \Delta_k \) is even or odd under the original \( D_{4h} \) mirror operation defined for the HSP of interest. In the former case (\( Q = I_+ \)), \( \Delta_k \) remains invariant under the original mirror operation, while in the latter (\( Q = \tau_3 \)), \( \Delta_k \) is invariant under the mirror operation combined with a rotation in Nambu space, which is spanned by the unit \( I_+ \) and Pauli \( \tau \) matrices. Finally, the red/blue color coding is adopted throughout the text, and reflects the spin up/down orientation of the electronic spin polarization of the mode. Left (Right) edge modes are labeled by L (R) and sketched above with solid (dashed) lines.
5.2. Summary of our Topological Classification Results

<table>
<thead>
<tr>
<th>Magnetic Texture Properties</th>
<th>Topological Classification</th>
<th>Invariants</th>
<th>Invariants</th>
<th>Resulting Edge States</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MHC</strong>&lt;br&gt;MBZ: $k \in (-\pi, \pi] \times (-\pi, \pi]$&lt;br&gt;Protected degen.: XM</td>
<td>Full MBZ: AIII $\oplus$ AIII</td>
<td>$v \in \mathbb{Z}$</td>
<td>$w_{x,y} \in \mathbb{Z}$</td>
<td>Andreev/Majorana Flat Bands</td>
</tr>
<tr>
<td></td>
<td>$Q = 1$, $\langle \gamma_3 \rangle$</td>
<td></td>
<td></td>
<td>Majorana flat bands: twofold degeneracy per edge</td>
</tr>
<tr>
<td></td>
<td>$\Gamma Y &amp; XM$: CI $\oplus$ CI or $\bigotimes_2$ AIII (BDI $\oplus$ BDI or $\bigotimes_2$ AIII)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Glide: $w_{G,\lambda_y=0,q} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Gamma X &amp; YM$: AIII $\oplus$ AIII ($\bigotimes_3$ AIII)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SWC$_4$</strong>&lt;br&gt;MBZ: $k \in (-\pi, \pi] \times (-\pi, \pi]$&lt;br&gt;Protected degen.: $\Gamma$, $X$ &amp; $M$</td>
<td>Full MBZ: DIII</td>
<td>$\mathbb{Z}_2$</td>
<td>$\mathbb{Z}_2$</td>
<td>Quasi-helical Majorana modes from weak or mirror topology</td>
</tr>
<tr>
<td></td>
<td>$Q = 1$, $\langle \gamma_3 \rangle$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Gamma X$, XM &amp; MI': AIII $\oplus$ AIII (${D \oplus D}$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td><strong>SWCB$_7$ ($B_2\pi_2$)</strong>&lt;br&gt;MBZ: $k \in (-\pi, \pi] \times (-\pi, \pi]$&lt;br&gt;Protected degen.:</td>
<td>Full MBZ: D</td>
<td>$\mathbb{Z}_2$</td>
<td>$\mathbb{Z}_2$</td>
<td>Quasi-helical Majorana modes from weak or mirror topology</td>
</tr>
<tr>
<td></td>
<td>$Q = 1$, $\langle \gamma_3 \rangle$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Gamma X$, YM: BDI (BDI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td><strong>SWCB$_8$</strong>&lt;br&gt;MBZ: $k \in (-\pi, \pi] \times (-\pi, \pi]$&lt;br&gt;Protected degen.:</td>
<td>Full MBZ: D</td>
<td>$\mathbb{Z}_2$</td>
<td>$\mathbb{Z}_2$</td>
<td>Chiral/Quasi-helical Majorana modes from strong/weak or mirror topology</td>
</tr>
<tr>
<td></td>
<td>$Q = 1$, $\langle \gamma_3 \rangle$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Gamma X$, XM &amp; MT: BDI (BDI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Mirror: $\hat{w}_{M,\text{HEP}} \in \mathbb{Z}$)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Summarizing table of the accessible topological phases induced by interband-only magnetic textures. As in table 5.2, also here, we list the topological symmetry classification in the full MBZ and in HSPs, the relevant topological invariants and the resulting edges states, for all four magnetic textures of interest. Note that the topological invariants in the MHC case are identical for the two AIII blocks. Hence, we only enlist the invariants for a single AIII block.
fermion edge modes emerge due to mirror-symmetry protected degeneracies at inversion-symmetric points, or alternatively due to weak topological superconducting phases. The addition of a magnetic field can either render the bidirectional Majorana fermion edge modes unidirectional \[396–398\], or open a bulk gap and mediate a transition to a chiral topological superconductor, analogous to a \( p + ip \) superconductor. Remarkably, we find that the multiband character of the systems considered here not only allows for a more realistic description, but also results in novel topological superconducting phases and Majorana fermion edge modes. In particular, we show that two-band systems under the influence of multiband magnetic textures harbor Kramers (mirror-symmetry protected) pairs of (quasi-)helical Majorana fermion edge modes, although time-reversal symmetry is broken. In fact, these pairs of Majorana fermions constitute topologically-protected Andreev zero modes in 1D \[399–402\]. While Andreev zero modes have been poorly explored, their topological nature also renders them prominent candidates for quantum computing applications \[403,404\].

The remainder of this chapter is organized as follows. In sec. 5.3 we describe the modeling assumptions that we use throughout this work. In sec. 5.4, we investigate topological superconductors in 1D systems induced by a MHC. While TSCs from MHCs appear to have been widely discussed, cf. refs. \[103–105,107–111,113,116–119,122,123\], here we provide a so-far-lacking complete topological classification of the accessible phases by also accounting for crystalline symmetries, and uncover a number of novel phases and properties. This section motivates and introduces the general formalism and methodology that we employ for the exploration of the 2D topological superconductors. In sec. 5.5 we extend our study to 2D, and explore the full variety of possible topological superconductors and protected Majorana fermion edge modes induced by the SWC_4 phase. Section 5.6 presents our conclusions and outlook. Lastly, apps. 5.A–5.E contain various definitions, summarizing tables, further technical details, and complementary numerical calculations.

### 5.3 Modeling Considerations

Before proceeding, we specify the modeling assumptions employed in the upcoming analysis. While our analytical and numerical investigations also aim at predicting possible topological phases relevant to unconventional superconductors, we here treat these cases only in a qualitative fashion. Correlated systems generally exhibit complex band structures, which is an aspect that hinders a transparent discussion of the topological properties as pursued here. For example, an accurate description of the FeSCs typically requires five- or ten-band models \[392,393\]. Therefore, in order to ensure a balance between analytical tractability and faithful modeling, we focus on simplified one- and two-band models\(^1\) which exhibit hole and electron pockets, as well as FS nesting. These features are similar to those exhibited by some FeSCs, see also fig. 5.3. The one-band (two-band) models are particularly suitable for exploring topological properties arising from intra-pocket (inter-pocket) nesting.

Another aspect of realistic systems that needs to be accounted for, is the fact that the magnetic wave vectors may be incommensurate or exhibit a high-order degree of commensurability. As a result, such cases require an infinite or very large number of bands for an accurate description after downfolding to the magnetic Brillouin zone (MBZ). To avoid such a complication, we consider commensurate magnetic wave vectors \( \mathbf{Q}_{1,2} \), with the property \( \mathbf{k} + 4\mathbf{Q}_{1,2} \equiv \mathbf{k} \). More precisely \( Q_1 = Q_\hat{x} \)

\(^1\)Note that each one of the band dispersions employed in the upcoming models is chosen to be independently invariant under all the \( D_{4h} \) point group operations.
with $Q = -3\pi/2 \equiv \pi/2$, with the lattice constant set to unity throughout, and $Q_2 = Q \hat{y}$, since the latter is obtained via a counter-clockwise fourfold rotation of $Q_1$. In most cases we consider that the magnetic wave vectors coincide with the FS nesting wave vectors $Q_{N,1}$ and $Q_{N,2}$, see fig. 5.3, which is a realistic assumption within the itinerant picture of magnetism adopted here. We note that our choice of $Q$ does not affect the generality of the qualitative conclusions regarding the topological features of the systems under discussion, as the above wave vectors can be adiabatically connected to incommensurate ones. This is achieved by only deforming the FS of the system without modifying its topology, i.e., assuming that a Lifshitz transition [405, 406] does not occur. In fact, the analytical tractability which is ensured in this manner, allows for a deeper and transparent understanding of the underlying mechanisms. Our conclusions thus serve as a basis for the study of more realistic multiband magnetic superconductors.

Concluding this section, we wish to emphasize that we have confirmed the validity of all the analytical results presented in the upcoming sections by means of numerical investigations of the respective lattice models in 1D and 2D, with open boundary conditions, and observed the predicted edge states. We also wish to stress that the crystalline topological properties induced by the magnetic point and space group symmetries, only give rise to topologically-protected modes at boundaries which preserve the symmetries in question. This is in stark contrast to strong topological phases, for which the bulk-edge correspondence enforces the edge states to appear for a boundary of an arbitrary direction. For this reason, in the upcoming sections we first carry out the classification of the strong...
topological superconductor phases, and subsequently discuss the possible crystalline ones which result from the magnetic point and space group symmetries.

Finally, to facilitate the readability of the upcoming analysis, we collect in table 5.4 of app.5.A all the topological invariants employed here.

### 5.4 1D Topological Superconductors

In the following analysis we first explore possible topological phases in 1D. Apart from being simple to investigate, the 1D case sets the stage and the formalism employed in the study of 2D systems, which is the main goal of this work. In 1D we consider the topological effects arising from the coexistence of either a conventional or an unconventional superconducting pairing with a MHC phase with either a constant or a spatially-varying magnitude of the magnetic moment.

#### One-Band Models

We begin our study with one-band models, which are defined on a lattice and describe electrons with a band dispersion $\xi_k$ set by the hopping matrix elements $t_{R,R'}$. After including the chemical potential $\mu_0$, we have

$$H_{\text{kin}} = - \sum_{R,R'} c_R^\dagger (t_{R,R'} + \mu_0 \delta_{R,R'}) c_{R'},$$

(5.1)

where $R$ labels the position on the direct lattice, and $c_R = (c_{R\uparrow}, c_{R\downarrow})$. The magnetic part of the Hamiltonian describes a MHC texture winding in the $xz$ spin plane

$$H_{\text{mag}} = \sum_R c_R^\dagger \left[ M_{||} \sin(QR)\sigma_x + M_{\perp} \cos(QR)\sigma_z \right] c_R.$$ 

(5.2)

Here, $Q = \pi/2$ denotes the magnetic ordering wave number, which in low-dimensional itinerant magnets it often happens to coincide with the nesting wave number $Q_N$. The texture mediates scattering between two distinct pairs of points. In this work, one pair usually lies at high energies and the other at low. When the condition $Q_N = Q$ is met, the latter pair is identified with the two nested Fermi points. See fig.5.4(a) for a concrete example. We observe that when $|M_{\perp}| \neq |M_{||}|$ ($|M_{||}| = |M_{\perp}|$) the MHC leads to a spatially varying (constant) magnetic moment. Below we examine each case separately.

**MHC with a Spatially Constant Magnetic Moment:** $|M_{\perp}| = |M_{||}|$

In this case, we follow ref. [331] and gauge away the spatial dependence of the magnetization profile through a unitary transformation $c_R \rightarrow U c_R$ with $U = \exp(iq R \sigma_y)$, where $q = Q/2$. By employing the plane-wave basis, the single-particle Hamiltonian reads

$$h_{ks} = \xi_{ks} - q \sigma_y + M \sigma_z = \xi_{ks}^+ - q \sigma_y + \xi_{ks}^- q \sigma_y + M \sigma_z,$$

(5.3)

with $M_{\perp} = M_{||} = M > 0$. The dispersions read $\xi_{k,\pm} = (\xi_{k,-q} \pm \xi_{k,+q})/2$. One observes that the spin-dependent shift of the wave number splits the dispersion into an even and an odd function under inversion, i.e., $\xi_{-k,\pm} = \pm \xi_{k,\pm}$. The emergence of the odd function reflects the induction of a
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Figure 5.4: Example of a one-band model in 1D, obtained by considering a nearest neighbor hopping with strength $t$ and a chemical potential value $\mu_0 = -\sqrt{2}t < 0$. (a) The resulting dispersion $\xi_{k_x} = -2t \cos k_x - \mu_0$ contains two Fermi points at $k_x = \pm \pi/4$ of the 1st BZ, which are connected by $Q_N = Q = \pi/2 \equiv -3\pi/2 = -3Q$. The texture also mediates the scattering between two points lying at $E = 2|\mu_0|$. (b) The resulting four bands of the dispersion in the MBZ. The points connected by the magnetic wave vectors are depicted with green dots.

Rashba-type SOC. By further considering a generic spin-singlet pairing gap $\Delta_{k_x}$, we obtain the BdG Hamiltonian

$$H_{k_x} = \tau_3 (\xi_{k_x,q}^+ + \xi_{k_x,q}^- \sigma_y) + M \sigma_z + \tau_1 (\Delta_{k_x,q}^+ + \Delta_{k_x,q}^- \sigma_y),$$  \hfill (5.4)

where we introduced the superconducting gaps $\Delta_{k_x,q}^\pm$ in a similar fashion to $\xi_{k_x,q}^\pm$, as well as the spinor

$$C_{k_x}^\dagger = \left( c_{k_x,\uparrow}^\dagger, c_{k_x,\downarrow}^\dagger, c_{-k_x,\downarrow}, -c_{-k_x,\uparrow} \right).$$  \hfill (5.5)

Hence, the mean-field decoupled Hamiltonian reads $H_{k_x}^{MF} = \frac{1}{2} \sum_{k_x} C_{k_x}^\dagger H_{k_x} C_{k_x}$. In the above, we employed the $\tau_{1,2,3}$ Pauli matrices defined in Nambu electron-hole space.

Leaving aside for the moment the magnetic space group symmetries present, the BdG Hamiltonian in eqn. (5.4) resides in the BDI symmetry class with generalized time-reversal, charge-conjugation and chiral symmetries effected by the operators $\Theta = K, \Xi = \tau_2 \sigma_y K$ and $\Pi = \tau_2 \sigma_y$, respectively. When $\Delta_{k_x}$ leads to a fully-gapped spectrum, the system harbors an integer number of topologically protected MZMs per edge, with the corresponding $Z$ topological invariant given by the winding number $w$ [407]. To define the winding number, we rely on the chiral symmetry dictating the Hamiltonian and block off-diagonalize it via the unitary transformation $S = (\Pi + \tau_3)/\sqrt{2}$

$$S H_{k_x} S^\dagger = \begin{pmatrix} 0 & A_{k_x}^\dagger \\ \bar{A}_{k_x} & 0 \end{pmatrix}. $$  \hfill (5.6)

Given the above, we calculate $\det A_{k_x}$, which reads

$$\det A_{k_x} = (\xi_{k_x,q}^+)^2 + (\Delta_{k_x,q}^+)^2 - (\xi_{k_x,q}^-)^2 - (\Delta_{k_x,q}^-)^2 - M^2 + 2i(\xi_{k_x,q}^+ \Delta_{k_x,q}^- - \xi_{k_x,q}^- \Delta_{k_x,q}^+)$$  \hfill (5.7)

and allows us to define the normalized complex function

$$z_{k_x} = \det(A_{k_x})/|\det(A_{k_x})|,$$  \hfill (5.8)
and the associated winding number in the complex plane

\[ w = \frac{1}{2\pi i} \int_{\text{BZ}} \frac{d\kappa_x}{z_{\kappa_x}}. \]  

(5.9)

To facilitate the evaluation of \( w \), one relies on its invariance under smooth deformations of the Hamiltonian, i.e., deformations that do not lead to any gap closings of the bulk spectrum. Hence, one assumes that the parameters take such values, so that the system is close to topological phase transitions. In such cases the main contributions to \( w \) arise from the gap-closing points \( \kappa \) of the bulk energy spectrum, determined by \( | \det A_{\kappa} | = 0 \). This equation yields the conditions \( \text{Im} \left[ \det A_{\kappa} \right] = 0 \) and \( \text{Re} \left[ \det A_{\kappa} \right] = 0 \), whereof the first one reads

\[ \text{Im} \left[ \det A_{\kappa} \right] = \xi_{\kappa}^+ \Delta_{\kappa}^+ - \xi_{\kappa}^- \Delta_{\kappa}^- = 0 \quad \Rightarrow \quad \xi_{\kappa}^- \Delta_{\kappa}^+ = \xi_{\kappa}^+ \Delta_{\kappa}^- . \] 

(5.10)

The above is always satisfied at the inversion-symmetric points \((k_I \equiv -k_I)\). If we momentarily assume that the \( \kappa_x \) dependence of the pairing gap does not lead to any additional gap closings besides the ones at the inversion-symmetric points, and take into account the remaining gap-closing condition \( \text{Re} \left[ \det A_{\kappa} \right] = 0 \), we obtain the topological phase transition criterion

\[ M = \sqrt{\left( \xi_{k_I}^+ \right)^2 + \left( \Delta_{k_I}^+ \right)^2}, \] 

(5.11)

because \( \xi_{k_I}^- = \Delta_{k_I}^- = 0 \). Since the 1D BZ contains only the two inversion-symmetric points \( k_I = \{0, \pi\} \), the winding number reads

\[ w = \sum_{k_I=0,\pi} \text{sgn} \left( \frac{\Delta_{k}^+}{d\kappa_x} \frac{d\xi_{k}^-}{dk_x} - \frac{\xi_{k}^-}{d\kappa_x} \frac{d\Delta_{k}^+}{dk_x} \right) \bigg|_{k_I = k_I} \] 

\[ = \sum_{k_I=0,\pi} \text{sgn} \left[ M^2 - \left( \Delta_{k_I}^+ \right)^2 - \left( \xi_{k_I}^- \right)^2 \right] . \] 

(5.12)

We note that when the magnetic wave vector \( Q \) coincides with the FS nesting vector \( Q_N \), the expression for the topological invariant further simplifies since \( \xi_{k_I}^- = 0 \) for at least one of the two inversion-symmetric points. Remarkably, this special, but actually realistic situation, appears to be the sweet spot for entering the topologically nontrivial phase, since the minimum magnetic gap \( M_{\text{c}} = | \Delta_{k_I}^+ | \) is required in this case. Away from this special point, the critical magnetic gap increases, and its value is controlled by the degree of the \( | Q - Q_N | \) detuning, which is reflected in the size of \( | \xi_{k_I}^+ | \). Therefore, a topological phase transition still occurs even if the special condition \( Q = Q_N \) is not met. We thus conclude that the system exhibits gap closings at wave numbers for which \( \xi_{k_x+Q} = \xi_{k_x} \) and \( d\xi_{k_x+Q}/dk_x = -d\xi_{k_x}/dk_x \). Notably both conditions hold trivially for two nested Fermi points given that \( Q = Q_N \).

For a one-band model model with \( \xi_{0,q}^+ = 0 \) and \( \xi_{2\pi,q}^+ = 2|\mu_0| \), which happens to hold for the one-band model in fig. 5.4, eqn. (5.12) yields

\[ w = \frac{1}{2} \sum_{k_I=0,\pi} e^{ik_I} \text{sgn} \left[ M^2 - \left( \xi_{k_I}^+ \right)^2 - \left( \Delta_{k_I}^+ \right)^2 \right] , \] 

(5.13)

which implies that the topologically nontrivial regime is realized in the interval

\[ \sqrt{\left( \xi_{0,q}^+ \right)^2 + \left( \Delta_{0,q}^+ \right)^2} < M < \sqrt{\left( \xi_{2\pi,q}^+ \right)^2 + \left( \Delta_{2\pi,q}^+ \right)^2} . \] 

(5.14)
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Figure 5.5: Topological phase diagrams for the one-band model in fig. 5.4 in the MHC phase for: (a) a constant pairing gap $\Delta_{k_x} = \Delta$ and (b) an unconventional pairing gap $\Delta_{k_x} = \Delta \left[1+2 \cos(2k_x)\right]$, which leads to additional gap-closing points. Both (a) and (b) were obtained for $Q = Q_N$ and a spatially-constant magnetic moment, i.e. $M_\perp = M = M > 0$.

Note, however, that the upper boundary may not be reached in practice, since for this purpose, magnetic gap values larger than the Fermi energy are required.

In fig. 5.5(a), we numerically determine the topological phase diagram for a conventional $s$-wave pairing gap $\Delta_{k_x} = \Delta > 0$, given the dispersion in fig. 5.4. The orange region displays the parameter space, for which, the system is in a topologically nontrivial phase with $w = 1$. For the parameters used in the figure, eqn. (5.14) reduces to $\Delta < M < \sqrt{8t^2 + \Delta^2}$, and coincides with the numerically-obtained upper and lower bounds of the nontrivial region.

We conclude this section by addressing the case of an unconventional superconducting order parameter which generates additional gap closings away from inversion-symmetric points. As a result of chiral and charge-conjugation symmetries, the additional gap closings come in pairs $\pm k_x^{\ast}$, and thus each pair of gap-closing points of this type generally contributes with $\pm 1$ units to $w$. For an illustration, we consider the gap function $\Delta_{k_x} = \Delta \left[1+2 \cos(2k_x)\right]$ which features a single pair of such nodes. The latter nodes have an accidental origin, since they are not imposed by the presence of a symmetry, and further contribute to the winding number of eqn. (5.13). A numerically-obtained example for this case is depicted in fig. 5.5(b). The regions with $w = -1$ and $w = +2$ appear due to the fact that the signs of the fractional contributions arising from the $k_I = 0, \pi$ points are no longer determined by eqn. (5.13), as a result of the unconventional pairing. Therefore, the contributions of the $k_I$ points for $w = -1$ ($w = +2$) cancel out (add up to $+1$), while the contribution from the $\pm k_x$ gap-closing points is $-1$ ($+1$). Thus, the inclusion of an unconventional pairing function which leads to additional gap closings at $\pm k_x$, does not significantly alter the nontrivial region here, but does increase the overall complexity of the phase diagram.

We conclude this section by discussing the impact of the various magnetic point group symmetries on the topological classification, given that the nonmagnetic part of the BdG Hamiltonian is invariant under the symmetry group of the normal phase. The addition of magnetism reduces the initial point group down to the magnetic point group $M_{\text{MHC}} = C_2 + (C_{2v} - C_2)T$, whose elements are presented in table 5.1. Any possible implications of the magnetic point group on the topological properties of the system are associated with the emergence of the two antiunitary mirror symmetries
\((C_2v - C_2)T = \{\sigma_{xz}, \sigma_{yz} T\}\). Their presence implies that the symmetry classes for the \(xz\) and \(yz\) HSPs generally differ from the BDI class which was obtained by solely considering the generalized time-reversal symmetry \(\Theta = K\). This is because these antiunitary mirror symmetries act as additional generalized time-reversal symmetries in the HSPs. Furthermore, the presence of this set of three time-reversal symmetries induces two \textit{unitary} symmetries \(\{R_{xz}, R_{yz}\}\), whose presence allow for the block diagonalization of the Hamiltonian.

It is customary to describe these effects in terms of \(\{\Theta, \Xi\}\) and their (anti)commutation relations with the generators of the induced unitary symmetries \(\{R_{xz}, R_{yz}\}\) \cite{28,29,146,379}, whose expressions are inferrable from the two \textit{unitary} mirror symmetries

\[
R = (C_2v - C_2)T\Theta \equiv \{R_{xz}, R_{yz}\}.
\]

Hence, by restricting to the HSPs, we find the expressions \(R_{xz} = 1\) and \(R_{yz} = \sigma_z\).

For the 1D system examined here \(R_{xz}\) is trivial, while \(R_{yz}\) is expected to only affect the bulk topological properties of the system, since it is violated when boundaries are introduced. Specifically, \(R_{yz}\) can influence the classification at the mirror-symmetry-invariant points \(k_{Ryz} = \{0, \pi\}\) satisfying \(R_{yz}k_{Ryz} \equiv k_{Ryz}\). For these points \(\xi_{k_{Ryz}, \varphi = q}^\pm = \Delta_{k_{Ryz}, \varphi = q}^\pm = 0\), and the BdG Hamiltonian in eqn.\((5.4)\) becomes block diagonal and reads

\[
\mathcal{H}_{k_{Ryz}, \sigma} = \sigma M + \xi_{k_{Ryz}, \varphi = q}^+ \tau_3 + \Delta_{k_{Ryz}, \varphi = q}^+ \tau_1, \tag{5.16}
\]

where we used the eigenvectors of \(\sigma_z\), which are labelled by \(\sigma = \pm 1\). The above Hamiltonian belongs to symmetry class \(\text{AI} \oplus \text{AI}\) with \(\Theta = K\), which in 0D yields the mirror topological invariant \(n_M \in \mathbb{Z}\). See refs. \cite{28,319}.

To calculate \(n_M\), we choose an approach which keeps the variety of the topological-invariant constructions used in this work to a minimum. This is achieved by evaluating the mirror invariant in an augmented space, which is spanned by the spatial dimensions relevant for the classification, and the continuous frequency \(\epsilon \in (-\infty, \infty)\) obtained as the zero-temperature limit of the Matsubara frequencies. Adding \(\epsilon\) compensates the reduction of the physical dimensions by one, which occurs when restricting to a HSP. As a result, this allows us to describe both bulk and HSPs using a winding number defined in the natural and augmented 1D spaces, respectively.

The topological invariant for the \(\text{AI}\) class in 0D is thus given here by the winding number of the normalized complex number \(Z_{\epsilon, \sigma}\), obtained from the normalized determinant of the inverse single-particle Matsubara Green function \(G_{\epsilon, \sigma}^{-1} = i\epsilon - \mathcal{H}_{k_{Ryz}, \sigma}\). Hence, we have for each \(\sigma\) block

\[
n_{k_{Ryz}, \sigma}^{-1} = \frac{1}{4\pi i} \int_{-\infty}^{+\infty} dZ_{\epsilon, \sigma} \frac{dZ_{\epsilon, \sigma}}{Z_{\epsilon, \sigma}}, \tag{5.17}
\]

with \(Z_{\epsilon, \sigma} = -\det(G_{\epsilon, \sigma}^{-1})/|\det(G_{\epsilon, \sigma}^{-1})|\). We thus find

\[
-\det(G_{\epsilon, \sigma}^{-1}) = \left(\xi_{k_{Ryz}, \varphi = q}^+\right)^2 + \left(\Delta_{k_{Ryz}, \varphi = q}^+\right)^2 - (i\epsilon)^2 - M^2 + 2i\epsilon M, \tag{5.18}
\]

which has a form similar to that of the determinant in eqn.\((5.7)\), that was employed to calculate the winding number \(w\) in \(k_z\) space.\(^2\) To be in accordance with ref. \cite{28}, given the definition in eqn.\((5.17)\),

\(^2\)Note that the Green function approach could have been also used to evaluate the winding number \(w\) in eqn.\((5.9)\), by means of a 1st Chern number in the augmented \((\epsilon, k_z)\) space. This method has clear advantages if we wish to include possible self-energy effects.
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we define the mirror invariant \( n_M \) using a single \( \sigma \) block of our choice as follows

\[
\begin{align*}
n_M &= 2 \text{sgn}\left( n_{k_x=0,\sigma} - n_{k_x=\pi,\sigma} \right) \left( |n_{k_x=0,\sigma}| - |n_{k_x=\pi,\sigma}| \right). 
\end{align*}
\]

(5.19)

\( n_M \) counts the number of mirror-symmetry protected edges states for edges preserving the respective mirror symmetry. However, as we announced, the above invariant becomes obsolete in 1D systems, since mirror symmetry is expected to be broken when termination edges are present. Nevertheless, here we rely on the translational invariance of the system and instead introduce a set of bulk mirror invariants. In analogy to the spin Chern number construction [15,17,408], we define

\[
\begin{align*}
n_{M,k_{Ryz}} &= \sum_{\sigma} n_{k_{Ryz},\sigma}. 
\end{align*}
\]

(5.20)

After evaluating \( n_{k_{Ryz},\sigma} \), we find that \( n_{M,k_{Ryz}} \) becomes

\[
\begin{align*}
2n_{M,k_{Ryz}} &= \text{sgn}\left[ (\xi^+_{k_{Ryz},q})^2 + (\Delta^+_{k_{Ryz},q})^2 - M^2 \right] - 1.
\end{align*}
\]

(5.21)

This bulk mirror invariant reflects the quantization of the \( z \) axis magnetization\(^3\) in HSPs, since \( \langle \sigma_z \rangle_{k_x=k_{Ryz}} = n_{M,k_{Ryz}} \). One finds \( |n_{M,k_{Ryz}}| = 1 \) only after certain level crossings occur at \( k_{Ryz} \), thus bearing similarities to parity-switching level crossings known for Yu-Shiba-Rusinov bound states [335–337,409], which are induced by magnetic impurities in spin-singlet superconductors.

The measurement of the \( k_x \)-resolved magnetization appears experimentally feasible by means of spin-resolved angle resolved photoemission spectroscopy, which has already been successfully applied to map out the spin character of the surface states of time-reversal-invariant 3D topological insulators [410]. We thus find that, although the unitary mirror symmetry \( R_{yz} \) is generally broken when edges are introduced to the system, we can still use \( n_{M,k_{Ryz}} \) as a bulk experimental probe for topological superconductivity. Furthermore, we remark that the above calculations also serve as a simple example of similar derivations that we plan to carry out in the upcoming sections.

**MHC with a Spatially Varying Magnetic Moment: \( |M_\perp| \neq |M_|| \)**

We now extend the study of the previous section to the more general situation, in which \( |M_\perp| \neq |M_|| \).

In this case, using a spin-dependent unitary transformation to gauge away the spatial dependence of the MHC is no longer possible, and one has to approach the problem in the MBZ, i.e. \( k_x \in (-q,q] \), with \( q = Q/2 = \pi/4 \). To describe the downfolding to the MBZ, one can either consider a sublattice description which is briefly discussed in app.5.B, or choose to express the Hamiltonian in \( \{k_x,k_x+Q\} \) and \( \{k_x,k_x+2Q\} \) wave-number-transfer spaces. The former is advantageous for carrying out the topological classification, since the resulting BdG Hamiltonian is \( 2\pi \)-periodic and thus suitably compactified. The results presented in table 5.2 and 5.3 were obtained using this approach. However, throughout the main text we follow the second route, which is implemented by introducing the enlarged spinor

\[
\begin{align*}
C_{k_x}^\dagger &= \frac{\rho_2 + \rho_1}{\sqrt{2}} \left( C_{k_x-q}^\dagger, C_{k_x+q}^\dagger, C_{k_x+3q}^\dagger, C_{k_x-3q}^\dagger \right) 
\end{align*}
\]

(5.22)

\(^3\)Recall that the above is expressed in the local spin frame. Rotating back with \( U^\dagger \), implies that \( n_{M,k_{Ryz}} \) leads to the quantization of the staggered magnetization in the \( xz \) spin plane.
where we introduced the Pauli matrices \((\rho_{1,2,3})\) \(\eta_{1,2,3}\) defined in the \((Q-) 2Q\)-transfer space. The above basis reveals more transparently the mechanisms underlying the nontrivial topological properties induced by the magnetic textures, it highlights the emergent Dirac physics, and it provides a simpler and more convenient framework to evaluate the various topological invariants.

The wave-number shifts in the arguments of the above spinor were chosen to connect to the spinor obtained after performing the unitary transformation \(U\) in the case \(|M_\perp| = |M_{\parallel}|\). See also fig. 5.4(b) and note that, given our spinor choice, the periodic magnetization opens gaps at \(k_x = 0\) when \(Q = Q_N\). The extended BdG Hamiltonian reads \(\mathcal{H}_{\text{ks}} = \mathcal{H}_{\text{ks}}^{(0)} + \mathcal{H}_{\text{mag}}\) with

\[
\mathcal{H}_{\text{ks}} = \left[ h_{k_x}^{(0)} + h_{k_x}^{(1)} \rho f + h_{k_x}^{(2)} \eta_3 + h_{k_x}^{(3)} \eta_3 \rho f \right] \tau_3 + \left[ \Delta_{k_x}^{(0)} + \Delta_{k_x}^{(1)} \rho f + \Delta_{k_x}^{(2)} \eta_3 + \Delta_{k_x}^{(3)} \eta_3 \rho f \right] \tau_1, \\
\mathcal{H}_{\text{mag}} = -\left( M_{\perp} \rho_3 \sigma_z + M_{\parallel} \rho_3 \sigma_x \right) / 2 - \eta_1 \left( M_{\perp} \rho_1 \sigma_z - M_{\parallel} \rho_3 \sigma_x \right) / 2
\]

and the functions \(h_{k_x}^{(s)}\) and \(\Delta_{k_x}^{(s)}\) appearing above with \(s = 0, 1, 2, 3\), constituting linear combinations of \(\xi_{k_x}\) and \(\Delta_{k_x}\), which follow from the general definitions

\[
f_{k_x}^{(0)} = \left( f_{k_x - q} + f_{k_x + q} + f_{k_x + 3q} + f_{k_x - 3q} \right) / 4, \quad f_{k_x}^{(1)} = \left( f_{k_x - q} - f_{k_x + q} + f_{k_x + 3q} - f_{k_x - 3q} \right) / 4, \\
f_{k_x}^{(2)} = \left( f_{k_x - q} + f_{k_x - q} - f_{k_x + 3q} - f_{k_x - 3q} \right) / 4, \quad f_{k_x}^{(3)} = \left( f_{k_x - q} - f_{k_x - q} + f_{k_x + 3q} + f_{k_x - 3q} \right) / 4.
\]

The above construction further implies that inversion \(k_x \rightarrow -k_x\), acts as \(f_{k_x}^{(s)} = (-1)^s f_{k_x}^{(s)}\). One observes that the four linear combinations resulting from the electron part \(h_{k_x}^{(0)} + h_{k_x}^{(1)} \rho f + h_{k_x}^{(2)} \eta_3 + h_{k_x}^{(3)} \eta_3 \rho f\) of the nonmagnetic BdG Hamiltonian, give rise to the four spin-degenerate band segments in the MBZ shown in fig. 5.4(b). We point out that the set of inversion-symmetric points in the MBZ reads \(k_1 = \{0, q \equiv -q\}\), while the \(k_1 = \pi\) of the original BZ coincides now with \(k_1 = 0\). The MBZ. Note that the inversion-symmetric nature of \(k_x = \pm q\) is established via the equivalence relation \(-q \equiv q + nQ\) with \(n \in \mathbb{Z}\).

The magnetic space group dictating the above BdG Hamiltonian is identical to the one for the MHC with a spatially-constant magnetic moment \(|M_\perp| = |M_{\parallel}|\). However, before discussing its implications on the topological classification, we point out that given the enlarged basis in eqn. (5.22), which is indispensable here for the description of the MHC, one needs to account for possible space group symmetries.

Specifically, as also presented in table 5.2, the additional space group symmetries \{\(T\) \(\pi/q\)\} and \{\(\sigma_{x_{2,y}}\) \(\pi/q\)\) become now relevant. Given our choice of basis, \(\{E\) \(\pi/q\}\) = \(-ie^{ik_x \pi/q} \rho f\) and \(T = i\sigma_y K\) as usual, while the mirror operations have the following \(\rho \otimes \sigma\) space matrix structure \(\sigma_{y_{2,y}} = ip_1 \sigma_x\) and \(\sigma_{x_{2,y}} = i\sigma_y\). Hence, we find the unitary symmetries with \(\{\sigma_{y_{2,y}}\) \(\pi/q\}\) = \(ie^{ik_x \pi/q} \rho_3 \sigma_3\), \(\{\sigma_{x_{2,y}}\) \(\pi/q\}\) = \(e^{ik_x \pi/q} \rho_2 \sigma_2\), and the antiunitary symmetry \(\hat{\Theta}_{k_x} \equiv \{T\) \(\pi/q\}\) = \(ie^{ik_x \pi/q} \rho_2 \sigma_2 K\). In contrast to the physical time-reversal operation which satisfies \(T^2 = -1\), here \(\hat{\Theta}_{k_x}^2 = e^{i\pi k_x / q} K\) and leads to a Kramers degeneracy only at the \(k_x = q\) inversion-symmetric point in the MBZ [134, 135, 149]. Notably, this is the mechanism underlying the persistent Kramers degeneracies at the purple-colored points of the MBZ shown in fig. 5.2(h). As also discussed in app. 5.C, the above space-group symmetries do not lead to any further symmetry-protected degeneracies in the spectrum, and thus influence the topological classification only in HSPs. For this reason, their implications are discussed later, together with the magnetic point group symmetries.

The extended BdG Hamiltonian belongs to class BDI and is classified by a winding number \(w \in \mathbb{Z}\). Applying the methods of sec. 5.4, and assuming for simplicity that \(Q = Q_N\), and \(\Delta_{k_x} = \Delta > 0\) so that
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Figure 5.6: Topological phase diagrams for the one-band model in fig. 5.4 in the MHC phase with a spatially varying magnetic moment $M_\perp = M > 0$ and $M_\parallel = M/3$. (a) displays the phase diagram for a constant pairing gap $\Delta_{k_x} = \Delta$ while (b) uses an unconventional pairing gap $\Delta_{k_x} = \Delta [1 + 2 \cos(2k_x)]$, which leads to additional gap-closing points. The black dotted lines in (a) span the topologically nontrivial region in the weak-coupling limit, see eqn. (5.27). As one observes, this limit is only valid when $0 < M_\parallel, \perp, \Delta \ll 2|\mu_0|$ are satisfied.

$\Delta^{(0)}_{k_x} = \Delta$ and $\Delta^{(s)}_{k_x} = 0$ for $s = 1, 2, 3$, lead to (see app. 5.D for details)

$$w = \sum_{\nu} \frac{\nu}{2} \text{sgn} \left( M^2_{\nu} - \Delta^2 \right) - \frac{(M^2_{\perp} - \Delta^2)(M^2_{\parallel} - \Delta^2)}{(2\mu_0)^2},$$

(5.25)

with $M_{\nu} = (M_{\parallel} + \nu M_{\perp})/2$ and $\nu = \pm 1$. Figure 5.6(a) depicts the topological phase diagram for the one-band model in fig. 5.4 when $M_\perp = M$ and $M_\parallel = M/3$. The orange regions are phases with a single MZM per edge. While the anisotropic nature of the MHC does not lead to the removal of the topologically nontrivial phase, it still significantly modifies the phase diagram. It is straightforward to verify that for $\Delta_{k_x} = \Delta$, the gap closings responsible for the topological phase transition take place only at $k_x = 0$. Nonetheless, eqn. (5.25) also holds for an unconventional superconducting order parameter after replacing $\Delta \rightarrow \Delta_{k_x=0}$, under the condition that additional gap-closing points do not emerge. Instead, for an unconventional pairing order parameter which leads to additional gap closings at $\pm k_x^\ast$, the topological phase diagram ends up to be quite complex. After obtaining $w$ for a generic $\Delta_{k_x}$ (see app. 5.D), we focus on a pairing gap $\Delta_{k_x} = \Delta [1 + 2 \cos(2k_x)]$. The related topological phase diagram is depicted in fig. 5.6(b).

To gain deeper insight, we set $\Delta_{k_x} = \Delta > 0$ and restrict to the weak-coupling limit $|\Delta|, |M_{\parallel, \perp}| \ll 2|\mu_0|$. Since gap closings now occur only near the FS, eqn. (5.25) becomes

$$w = \frac{\text{sgn}(M^2_{\perp} - \Delta^2) - \text{sgn}(M^2_{\parallel} - \Delta^2)}{2}.$$ 

(5.26)

Thus, the topological phases arising from gap closings occurring in the low-energy sector, are solely determined by the inequality

$$M_\perp < \Delta < M_\parallel \quad \text{for} \quad M_{\parallel, \perp} \geq 0.$$ 

(5.27)

The spatial variation of the magnetic moment, which is reflected in the size of the difference $|M_{\perp}| = |M_\parallel - M_\perp|$, sets a maximum value for the magnetic anisotropy that can still allow for the system to
enter the nontrivial phase. For the specific parameters used in fig. 5.6(a), the above inequality reduces to $3\Delta / 2 < M < 3\Delta$. The low-energy nontrivial region is therefore spanned by the black dotted lines in fig. 5.6(a), which verifies that eqn. (5.26) indeed describes the exact model well in the weak-coupling limit.

The results in the weak-coupling limit can be alternatively obtained by directly restricting the multicomponent spinor of eqn. (5.22) to the operators creating/annihilating electrons in the low-energy sector, i.e.

$$C_{k_x}^\dagger = \frac{\rho_2 + \rho_3}{\sqrt{2}} (C_{k_x-q}^\dagger C_{k_x+q}^\dagger).$$

(5.28)

The projection of the Hamiltonian in eqn. (5.23) onto this subspace is achieved by setting $\eta_3 = +1$, and dropping the term proportional to $\eta_1$ which connects the low- and high-energy sectors. These steps lead to the Hamiltonian

$$H_{k_x}^{\text{low-en}} = \left(\xi_{k_x+q}^+ + \xi_{k_x+q}^- \rho_2\right) \tau_3 = \left(M_x \rho_1 \sigma_z + M_y \rho_3 \sigma_y\right)/2 + \left(\Delta_{k_x+q}^+ + \Delta_{k_x+q}^- \rho_2\right) \tau_1,$$

(5.29)

with $\xi_{k_x+q}^+ \text{ and } \Delta_{k_x+q}^+$ following once again the general form $f_{k_x}^\pm = (f_{k_x-q} \pm f_{k+q})/2$.

We now discuss the impact of the unitary mirror $R_{xz,yz}$ and space group $\{\sigma_{xz,yz} \mid \tau/\sqrt{q}\}$ symmetries on the topological classification in HSPs. First of all, $\tilde{\Theta}_{k_x}$ imposes a twofold degeneracy at $k_x = q$, thus implying that the magnetic texture does not induce any new topologically nontrivial phases at $k_x = q$. See table 5.2 and app. 5.B for more details. Even more, as in sec. 5.4, also here, the effects of $R_{xz}$ are trivial, since it leads to a unitary symmetry $R_{xz} = 1$. The remaining four symmetries modify the topological properties at $k_x = 0$. The symmetries $R_{yz}$ and $\{\sigma_{yz} \mid \tau/\sqrt{q}\}$ lead to a $\text{AI} \oplus \text{AI}$ ($\text{BDI} \oplus \text{BDI}$) class, thus providing an additional $\mathbb{Z}$ ($\mathbb{Z}_2$) topological invariant to the winding number $w$.

The $R_{yz}$ symmetry allows defining two types of mirror invariants, in analogy to eqns. (5.19) and (5.20). The block-diagonalization of the BdG Hamiltonian in eqn. (5.23), that is effected by the unitary transformation $(R_{yz} + \sigma_z)/\sqrt{2}$, yields in the weak-coupling limit (see also app. 5.D)

$$2n_{M,k_x=0} = \sum_{\nu=\pm 1} \nu \text{ sgn} \left[ (\xi_{0,q}^+)^2 + (\Delta_{0,q}^+)^2 - M_\nu^2 \right].$$

(5.30)

It is straightforward to verify that $n_{M,k_x=0} = n_M$, since no topological gap closings can take place at $k_x = q$. In a similar fashion, the offcentered $4$ space-group symmetry $\{\sigma_{yz} \mid \tau/\sqrt{q}\}$ allows introducing the here-termed glide invariant $n_{G,k_x=0} \in \mathbb{Z}$, which is defined following eqns. (5.17) and (5.20). As pointed out in sec. 5.4 and footnote 3, also here, the staggered magnetization in the $z$ ($x$) spin axis becomes quantized when $n_{M,k_x=0} = \langle \rho_1 \sigma_y \rangle_{k_x=0}$ is nonzero, since $2n_{M,k_x=0} = \langle \rho_1 \sigma_y \rangle_{k_x=0} = \langle \rho_1 \sigma_x \rangle_{k_x=0}$.

For the given model $|n_{M,k_x=0}| = |n_{G,k_x=0}|$.

We now proceed with the $\mathbb{Z}_2$ topological invariants which emerge from the $\{T \mid \tau/\sqrt{q}\}$ and $\{\sigma_{xz} \mid \tau/\sqrt{q}\}$ symmetries. In the presence of either one of these, the unitary symmetry $\tilde{R} = \rho_2 \sigma_y$ is induced, and allows us to block-diagonalize the Hamiltonian in eqn. (5.23) via the unitary transformation $(\tilde{R} + \sigma_z)/\sqrt{2}$. This yields the BDI blocks

$$H_{k_x=0,\sigma} = H_{k_x=0}^\sigma = \left(M_{\sigma} - M_{-\sigma} \eta_1\right) \rho_1,$$

(5.31)

$^4$The terminology highlights that this symmetry is not nonsymmorphic, because we can choose a coordinate system in the direct lattice for which $\{\sigma_{yz} \mid \tau/\sqrt{q}\} \rightarrow \sigma_{yz}$. See also app. 5.C.
with $\sigma = \pm 1$ labeling the eigenstates of $\sigma_z$. The two blocks exhibit a chiral symmetry $\Pi = \rho_2 \tau_2$. Following the same approach that led to eqn. (5.6), we block-off diagonalize each $\sigma$ block by means of the unitary transformation $(\Pi + \tau_3)/\sqrt{2}$, with the upper block denoted $A_{k_x=0, \sigma}$. The $\mathbb{Z}_2$ invariant, that we here term glide Majorana parity $P_G$, is constructed in app. 5.D and is defined as

$$P_{G, k_z=0} = \text{sgn} \prod_{\sigma = \pm 1} \text{det} A_{k_z=0, \sigma}. \quad (5.32)$$

Within the weak-coupling limit, we obtain the result

$$P_{G, k_z=0} = \text{sgn} \prod_{\sigma = \pm 1} \left[ (\xi_{0,q}^+)^2 + (\Delta_{0,q}^+)^2 - M_i^2 \right]. \quad (5.33)$$

Hence, here we end up with $P_{G, k_z=0} = (-1)^{n_{M,k_z}=n}$, which implies that in the present model $P_{G, k_z=0}$ is nontrivial, i.e. equal to $-1$, when $n_{M,k_z}=0 \in 2\mathbb{Z} + 1$.

Concluding this section, we remark once again that in strictly 1D systems the above point and space group symmetries affect only the bulk topological properties, since these are all broken when edges are introduced. When this takes place, it is only $w$ together with the weak $\mathbb{Z}_2$ invariant of class BDI\(^5\) which are capable of predicting the number of the arising MZMs. This is in stark contrast to 2D systems, where certain edges also support crystalline and/or weak invariants, as discussed further in later sections.

**Two-Band Models**

In this section, we extend the previous analysis to the case of two-band models with dispersions $\epsilon_{k_x}^e, h$, where the superscript $e, h$ reflects the type of electron/hole pocket that arises from the respective band. An example of such a two-band model is shown in fig. 5.7. We employ the $\kappa_{1,2,3}$ Pauli matrices to represent Hamiltonian matrix elements in band space. This representation is also relevant for the magnetic and pairing terms, which now become matrices in this space. In particular, the real space lattice profile of the magnetization generally reads

$$\tilde{M}_R = \frac{M_R^e + M_R^h}{2} + \frac{M_R^e - M_R^h}{2} \kappa_3 + M_R^{eh} \kappa_1. \quad (5.34)$$

One notes that a term proportional to $\kappa_2$ is not allowed, since this violates the requirement that the magnetization field of the texture is odd under $T$. On the other hand, the spin-singlet pairing matrix reads

$$\hat{\Delta}_{k_z} = \frac{\Delta_{k_z}^e + \Delta_{k_z}^h}{2} + \frac{\Delta_{k_z}^e - \Delta_{k_z}^h}{2} \kappa_3 + \frac{\Delta_{k_z}^{eh} + \Delta_{k_z}^{he}}{2} \kappa_1 - \frac{\Delta_{k_z}^{ch} - \Delta_{k_z}^{he}}{2i}. \quad (5.35)$$

The required antisymmetry of the superconducting matrix order parameter in the combined spin, band and $k_z$ spaces, implies that the terms proportional to $\mathbb{I}_k$, $\kappa_3$ and $\kappa_1$ are even under inversion, while the one proportional to $\kappa_2$ is odd. In the remainder, we focus on cases where the FSs associated with the various pockets do not overlap and, as a result, interband pairing is fully suppressed.

\(^5\)We define the weak invariant $P_M = \text{sgn} \prod_{k_z} \text{det} A_{k_z} \equiv \text{sgn}[\text{det} A_{k_z=0}]$, with $A_{k_z}$ the upper off-diagonal block of the block off-diagonalized Hamiltonian in eqn. (5.23) evaluated at $k_z$. The arising equivalence is a result of the Kramers degeneracy at $k_z = q$. When either $\{T \mid \tau_3\}$ or $\{\sigma_{xz} \mid \tau_3\}$ is a symmetry, $P_M$ coincides with the glide Majorana parity $P_{G, k_z=0}$ in eqn. (5.32).
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Figure 5.7: Example of a two-band model in 1D. (a) The dispersions $\xi_e^{k_x} = t_e \cos k_x - \varepsilon_e$ (gray) and $\xi_h^{k_x} = t_h \cos k_x + t'_h [1 + \cos (2k_x)] - \varepsilon_h$ (red) in the first BZ. We set the parameters values $t_h = 2.86 t_e$, $t'_h = t_e$, $\varepsilon_e \approx -0.92 t_e$ and $\varepsilon_h = -0.80 t_e$. We also show the nesting wave vector $Q_N$, which, for the choice of parameters made here, coincides with the magnetic wave vector $Q$. Thus, $Q$ connects two pairs of points at the Fermi level and two more pairs at higher energies. (b) The resulting eight band-segments in the MBZ. The points connected by the magnetic wave number ($\frac{3}{2}Q = -Q$) come in pairs due to $C_2$ symmetry, and are depicted by green dots. For clarity, (a) depicts half of the ordering wave numbers.

In the present case we also consider that the magnetization possesses a MHC form, with the $M_{||,\perp}$ helix components of the previous section being upgraded to band-space matrices according to eqn. (5.34). In addition, we assume that the two intraband pairing order parameters $\Delta_e^{k_x}$ do not contain any zeros, and thus, we set them to be constants. Nonetheless, our results qualitatively hold for more complex unconventional gap structures, as long as these do not contain any zeros. We further note that, here, the inclusion of an additional band does not lower the symmetry of the Hamiltonian, and the system is therefore left invariant under the magnetic space group symmetries discussed in the previous section.

Since the two-band models bear similarities with the thoroughly-explored one-band models, we confine the analysis to the novel features brought about by the additional band. We extend the spinor defined in eqn. (5.22) as follows

$$\tilde{\mathbf{c}}_{k_x}^i = \left( \mathbf{c}_{k_x,e}^i, \mathbf{c}_{k_x,h}^i \right). \quad (5.36)$$

and consider the Hamiltonian

$$H_{k_x} = \sum_s \mathbf{P}_s H_{k_x,0}^s - \left( \widetilde{M}_{||,\rho_1 \sigma_2} + \widetilde{M}_{||,\rho_3 \sigma_x} \right)/2 - \left( \widetilde{M}_{\perp,\eta_1 \rho_1 \sigma_2} + \widetilde{M}_{\perp,\eta_1 \rho_3 \sigma_x} \right)/2 \; (5.37)$$

where we introduced the electron-like [hole-like] band projectors $P_e = (1 + \kappa_3)/2$ [$P_h = (1 - \kappa_3)/2$]. Depending on the precise matrix form of the magnetization, one can interpolate between intra- and inter-band scattering. For $\widetilde{M}_{||,\perp} \propto 1$, the magnetic scattering has only an intraband character, and the two bands are completely decoupled. Thus, the topological properties of the system follow from applying the results of the previous paragraphs separately to each band, and the symmetry class is BDI$\oplus$BDI. In contrast, when $\widetilde{M}_{||,\perp} = M_{||,\kappa_1}$ and $\widetilde{M}_{||,\perp} = M_{||,\kappa_1}$, the Hamiltonian exhibits an additional unitary symmetry with the generator $O = \kappa_3 \sigma_y$. Note that this symmetry is due to the specific form of
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Figure 5.8: Topological phase diagrams for the two-band model in fig. 5.7 in the MHC phase, evaluated by projecting onto the low-energy sector. (a) Phase diagram when solely interband magnetic scattering is considered, and the order parameter values $\Delta^h = \Delta$ and $\Delta^e = \Delta/2$ are employed. (b) Same as in (a), but with $\Delta^h/\Delta^e = 1/10$. When $\Delta^h\Delta^e < 0$ the topologically nontrivial phase vanishes. (c) Same as in (a), but with the inclusion of intraband magnetic scattering, with $M^e_{||,\perp} = M^h_{||,\perp}$ in all calculations. (d) Here, $\Delta^h = -2\Delta^e$ and $M^e_{||,\perp} = M^h_{||,\perp}$ in all calculations. Notably, the inclusion of intraband magnetic scattering induces a topologically-nontrivial phase in an otherwise trivial region. We considered $M^e_{||} = M$ and $M^h_{||} = M/3$ in all calculations.

the magnetic texture in band space, and intraband magnetic scattering terms $\vec{M}_{\perp,||} \propto \text{I}_\kappa$, $\kappa_3$ generally violate it.

Assuming the presence of $O$, we block diagonalize the Hamiltonian using the transformation $S = (O + \sigma_z)/\sqrt{2}$, and find that the nonmagnetic part of eqn. (5.37) remains unaltered, while the magnetic part becomes

$$
\mathcal{H}_{\text{mag},\sigma} = - (\sigma \kappa_1 \rho_1 + \kappa_2 \rho_3)/2 - (\sigma \kappa_1 \kappa_1 \rho_1 - \kappa_2 \kappa_1 \rho_3)/2,
$$

where $\sigma = \pm 1$ correspond to the eigenvalues of $\sigma_z$. Each Hamiltonian block belongs to the symmetry class AIII with $\Pi = \kappa_3\tau_2$. The procedure for carrying out the 1D topological analysis is here identical to the one presented in sec. 5.4 for systems in the BDI symmetry class, since also the AIII class supports a $\mathbb{Z}$ topological invariant in 1D, which is identified with a winding number.

Such an analysis, see app. 5.D, yields that the topological phase transition from the trivial to the nontrivial phase occurs when $\xi_{k+3q}^e \Delta^e = \xi_{k+3q}^h \Delta^h$ and $\xi_{k+3q}^e \kappa_1^h \rho_1 + \Delta^e \Delta^h = M^2$, are simultaneously satisfied, for a given $\sigma$. When the magnetic wave vectors connect two points at the Fermi level,
we have \( \xi_{e,k,x+q} = \xi_{h,k,x-3q} = 0 \) and the topological criterion reads \( \Delta^e \Delta^h = M^2 \). Remarkably, the latter condition can be satisfied only when the two magnetically connected points exhibit the same sign for the pairing term. Figures 5.8(a)-(b) display the resulting phase diagrams for \( \Delta^h/\Delta^e = \{2, 1/10\} \), respectively, with the topologically nontrivial regions marked in red. In agreement with the above criterion, we find that the nontrivial regime shrinks when \( |\Delta^e - \Delta^h| \) increases.

We note the doubling of \( w \) compared to the case of the one-band models, cf. fig.5.5(a) and 5.6(c). This is due to the doubling of the number of gap closing points \( k_c \). Each one of the green dots in fig.5.7(b) contributes with a single unit to \( w \). The emergence of a number of 2\( \mathbb{Z} \) MZMs in conjunction with the AIII classification imply that each emergent pair of MZMs should be seen as a single topologically protected Andreev zero mode. Indeed, from the analyses of refs. [24,356], it emerges that here a topological superconductor originating from an interband-only magnetic texture can be described with a spinor of halved dimensionality compared to the one defined in eqn.(5.36), since spin-up electrons of the electron-like pocket pair up only with spin-down electrons of the hole-like pocket, and vice versa. While so far there exists only a little theoretical activity on Andreev zero modes compared to MZMs, cf. ref. [123,399–402], their experimental creation and manipulation is a fascinating topic on its own. Indeed, when these Andreev zero modes are topologically protected for an extended region in the parameter space, as found here, they in principle enable quantum information processing with long-lived quasiparticles [403,404].

In the more general case, intraband terms which break the \( O = \kappa_3 \sigma_y \) symmetry may also be present. These can be divided into nonmagnetic and magnetic. When these are nonmagnetic, e.g. various types of inversion symmetry breaking SOC, they stabilize a DIII symmetry class which supports MZM Kramers pairs. For a similar situation see ref. [268]. However, throughout this work we consider that all types of inversion symmetry breaking SOC have negligible strengths, thus implying that such a possibility is inaccessible here. Nonetheless, as we discuss later in this manuscript, DIII class Majorana fermions become generally accessible in 2D two-band models for a SWC\textsubscript{4} texture. On the other hand, when additional magnetic terms are considered, these restore the BDI class found in the one-band models, as well as the Majorana nature of the topologically-protected edge excitations.

We proceed by investigating the effects of intraband magnetic texture terms. For this purpose, we recalculate the winding number (see app.5.D), and obtain the phase diagrams in fig.5.8(c) and (d) for \( \Delta^h/\Delta^e = \pm 2 \), respectively. Strikingly, as seen in fig.5.8(d), the inclusion of intraband magnetic scattering induces a topologically nontrivial phase, even when the connected points exhibit different signs for the pairing term. Once again, assuming that the transition occurs due to the gap closing at two magnetically-connected Fermi points, and that the magnetic moments are spatially constant, the topological criterion reads

\[
\left( \Delta^e \pm M^e \right) \left( \Delta^h \pm M^h \right) = (M^{eh})^2.
\]

This expression imposes severe constraints on the unconventional superconducting order parameter, as well as the relative contributions of intra- and inter-band magnetism, which can lead to topologically nontrivial phases in 1D. Nonetheless, this condition is not as stringent in higher-dimensional systems, since the pairing term may lead to a gap closing for some of the BZ points, which is a sufficient condition to allow, but not necessarily guarantee, the transition to a topological superconductor phase.

To this end, we remark that crystalline symmetries generally influence the bulk classification of multiband systems in a similar fashion to one-band models when inter- and intra-band magnetic
texture terms are simultaneously present. Instead, when only interband textures are considered, the presence of the $O$ symmetry renders the effects of the crystalline symmetries trivial.

Before proceeding to the 2D cases, we here summarize what we learned from the 1D models, and how this will help us explore the 2D cases. First of all, we discussed that a system in the presence of a MHC with a spatially varying magnetic moment $|M| \neq |M_{\perp}|$ cannot be directly mapped onto the inversion symmetry breaking SOC mechanism in figs. 5.2(a)-(d), i.e. one cannot gauge away the spatial dependence of the MHC. Hence one needs to adopt either a sublattice description (see. app. 5.B), or perform a downfolding to the MBZ. The latter serves as a convenient basis for our calculations, and is adopted in the upcoming paragraphs. In this regard, the 1D cases additionally served as an introduction and motivation for our formalism in the more complicated 2D systems.

Concerning the topological classification, we established that one-band models and two-band models in the MHC phase generally reside in the BDI symmetry class, regardless of the type of spin-singlet pairing gap. However, by considering interband-only magnetic scattering, we found that the two-band models display an emergent unitary symmetry ultimately resulting in the class $\text{AIII} \oplus \text{AIII}$. This class supports Andreev zero modes, which however, can be converted back to MZMs by including intraband terms. Lastly, we also performed the topological classification in the presence of magnetic point and space group symmetries, introduced the relevant invariants, and discussed how these can lead to new topological phases. For 1D systems, the additional unitary symmetries proved to be obsolete when it comes to the prediction of edge modes, since edges generally break these. Nonetheless, their presence sets constraints on a number of bulk topological properties which can be harnessed to experimentally infer the topological superconductor phase of the system. In fact, the methodology employed in the study of unitary symmetries sets the stage and introduces the concepts for the upcoming 2D cases, where magnetic point group symmetries play instead an essential role in determining the type of Majorana or Andreev edge modes.

5.5 2D Topological Superconductors

We now extend our study to the case of 2D systems, which is the main topic on our agenda. We start with one-band models and afterwards consider two-band extensions. We find that 2D systems exhibit a rich variety of Majorana fermion-edge-mode types, i.e. flat, uni- and bi-directional modes when nodes are present in the bulk energy spectrum, or, quasi-helical, helical, and chiral modes when the bulk energy band structure is fully gapped. This Majorana fermion diversity is obtained by considering one-band models and two-band models in the presence of a MHC, a SWC and, finally, a SWC combined with an external in- and out-of-plane Zeeman field, where the latter situation also reproduces a SSC phase.

One-Band Models

In this section we extend the one-band model dispersion $\xi_k$, to its 2D analog $\xi_{\mathbf{k}}$, with a focus on models leading to two hole pockets centered at $\Gamma$ and $\text{M}$. The two pockets are assumed to feature intra-pocket FS nesting at the mutually orthogonal wave vectors $\mathbf{Q}_{N,1}$ and $\mathbf{Q}_{N,2}$, thus generally supporting both single-$Q$ and double-$Q$ magnetic phases [77]. The magnetic vectors $\mathbf{Q}_{1,2}$ may coincide with the nesting wave vectors. Such a type of band structure is shown in fig. 5.9, and bears qualitative similarities to
substantially hole doped FeSCs. In principle, for highly symmetric FSs other nesting vectors may play a substantial role in deciding the resulting magnetic phase. Nonetheless, for the explorative nature of this paper we simply restrict to the star $\pm \mathbf{Q}_{1,2}$.

**MHC Texture - Majorana Flat Bands**

The construction of the Hamiltonian in 2D is straightforward, and is obtained by replacing the 1D dispersion in eqn. (5.23) by its 2D analog. The MBZ is now defined as the set $k \in (-q, q] \times (-\pi, \pi]$ and the inversion-symmetric points are $k_I = \{(0, 0), (q, 0), (0, \pi), (q, \pi)\}$, where $q_{1,2} = \mathbf{Q}_{1,2}/2$ and $q = |\mathbf{q}_{1,2}|$. Out of these four, $(q, 0)$ and $(q, \pi)$ observe a Kramers degeneracy imposed by the antiunitary magnetic space group symmetry $\tilde{\Theta}_k = \{T | (q/|q|, 0)\}$.

The extension to 2D is complete after adding $k_y$ as a second argument to $h^{(s)}_k$ and $\Delta^{(s)}_k$ defined in eqn. (5.24), which leads to $h^{(s)}_k$ and $\Delta^{(s)}_k$. Note, however, that this seemingly-trivial extension leads to a dichotomy in regards with the behavior of $\Delta^{(s)}_k$ under mirror operations. Specifically, one can now distinguish two cases depending on whether $\Delta^{(s)}_k$ transforms according to the $\{A_1g, B_1g\}$ or the $\{B_2g, A_2g\} \equiv B_{2g} \times \{A_1g, B_1g\}$ IRs of $D_{4h}$.

Notably, pairing gaps transforming according to the former (latter) satisfy $\sigma_{xz,yz} \Delta_k = \chi \Delta_k$ with $\chi = +1 (-1)$. While this difference does not diversify the BDI 2D symmetry classification for the two categories of pairing, it does lead to two distinct classifications in the HSPs depending on whether the magnetic and pairing point groups coincide or not. Below, we first focus on the 2D classification and study the influence of the magnetic point group at the end of this section.

In analogy to our previous analysis, we define the winding number for each $k_y$ subsystem which, notably, for the BDI class in 2D defines a weak, instead of a strong, topological invariant [411, 412]. Under the condition that $\Delta_k$ does not induce additional gap closings in the MBZ other than the ones

---

6For example: $\{A_{1g}, B_{1g}, B_{2g}\} \sim \{1, \cos k_x - \cos k_y, \sin k_x \sin k_y\}$. 

---

Figure 5.9: Example of a one-band model in 2D. (a) FSs in the BZ obtained for a dispersion $\xi_k = -2t \cos k_x \cos k_y - \mu_0$ with $\mu_0 = -\sqrt{2t} < 0$. We show the magnetic ordering wave vectors $\mathbf{Q}_{1,2} = Q \{\hat{x}, \hat{y}\}$ and $3\mathbf{Q}_{1,2} \equiv -\mathbf{Q}_{1,2}$ connecting points of the FS. (b) depicts the resulting four FS segments after transferring to the MBZ for a MHC with the wave vector $\mathbf{Q}_1$. Similar to fig.5.4, also here there exist points at higher energy which are connected by $\mathbf{Q}_{1,2}$. 

---
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Figure 5.10: (a)-(b) Topological phase diagrams for the 2D one-band model in fig. 5.9, in the presence of a MHC texture with spatially-constant and -varying ($M_\perp/M|$ = 3) moment, respectively. For a given $k_y = \{0, \pi/8, 2\pi/8, 3\pi/8\}$ value, we find one (no) MZMs per edge in the correspondingly-colored (gray) regions.

where we considered $M_\perp, \perp = M > 0$, exploited the property $\xi_{-k_c,k_y} = \xi_{k_c,k_y}$, and made use of the constraint on $\Delta_k$. Evidently, the 1D criterion for a gap closing at a point $k_c$, for a given $k_y$, still holds, namely $M^2 = [\Delta_+(k_c,k_y);q_1]^2 + [\xi_+(k_c,k_y);q_1]^2$. Thus, gap closing points appear for $(k_x = 0, k_y)$ and suitable values of $k_y$.

In fig. 5.10(a) we display topological phase diagrams for the model in fig. 5.9, for various $k_y$ values which are depicted using a $k_y$-dependent color scale. In the weak-coupling limit, and for generally different $M_{\parallel,\perp}$, each $k_y$ subsystem is dictated by the familiar criterion in eqn. (5.27)

$$M_- < \sqrt{[\xi_+(k_c,k_y);q_1]^2 + [\Delta_+(k_c,k_y);q_1]^2} < M_+.$$  

(5.41)

However, in contrast to eqn. (5.27), here, not all gap-closing points $k_c$ are at the Fermi level, and this detuning introduces an effective chemical potential $\xi_{k_c,k_y}$ in the above criterion. As expected, for $k_y = 0$ we reproduce eqn. (5.27) after setting $\Delta_k = \Delta$. Figure 5.10(b) presents the arising topological phase diagram for a system in the MHC phase with $|M_\perp| \neq |M_\parallel|$. Clearly, the phase diagram becomes significantly modified as $k_y$ varies, and the various topologically nontrivial regions generally overlap.

Note that the one-band model presented in fig. 5.9 features additional gap closings at $(k_c, \pm \pi/2)$. However, these solely stem from the next-nearest-neighbor character of the hopping term considered, and do not constitute universal properties. In fact, this band peculiarity can be removed by considering additional hopping matrix elements of a different range in the 2D version of eqn. (5.1).
Based on the criteria for a gap closing at the various $k_y$ values, we infer that the nodes in the bulk spectrum move along the $k_x = 0$ line in the MBZ when varying the superconducting and magnetic gaps. This resembles a gapless-gapful transition in topological insulators which leads to a Weyl semimetallic phase \[413\]. In fact, such transitions have also been studied previously in: (i) $p \pm ip$ topological superconductors, where an in-plane magnetic field drives the transition \[396\], (ii) in nodal $d$-wave SCs \[397\], and (iii) in nodal superconducting phases of FeSCs \[414,415\].

In fig. 5.11(a) we sketch the path followed by the nodes in the MBZ when varying the superconducting and magnetic gaps. Given the structure of the weak topological invariant $\omega_{k_y}$, we expect to find topologically-protected Majorana fermion modes at the edges parallel to the $y$ direction, but no nodes at the edges perpendicular to it. This is indeed verified in figs. 5.11(c) and 5.11(d), where we plot the spectrum with open boundary conditions along the $x$ and $y$ direction, respectively. Here, only the former edge spectrum displays topologically-protected Majorana fermion modes. This behavior is reminiscent of graphene and the appearance of flat bands only when the termination is of the zig-zag type \[416\]. We observe that nodes related to each other by the discrete symmetries $\Theta$ and $\Xi$, are connected by Majorana flat bands, in agreement with the values of $\omega_{k_y}$ shown in fig. 5.11(b). In the direct-lattice representation, these Majorana flat bands manifest as standing Majorana fermion waves only at edges parallel to the $y$ direction, i.e. they possess wave functions with a spatial part proportional to $\sin(n\pi R_y/N_y)$ where $n \in \mathbb{N}^+$ and $N_y$ being the number of lattice sites in the $y$ direction, cf. ref. \[141\].

So far, we studied the emergence of the Majorana flat bands by viewing $k_y$ as a mere parameter which controls the topological properties of each 1D $k_y$ subsystem. However, accounting for the correspondence of $k_y$ to the spatial coordinate $y$, and considering the stable character of the nodes in the bulk energy spectrum, allows us to characterize the 2D nodal topological superconductor using local strong topological invariants \[30,154,417,418\]. In fact, the BDI symmetry class ensures that the Majorana flat bands enjoy a topological protection, which is inherited from the respective robustness of the bulk nodes in the energy spectrum. Each node at $k_c$ possesses a $\mathbb{Z}$ topological charge, i.e. its vorticity

$$v = \frac{1}{2\pi i} \oint_{C} \frac{dz_k}{z_k},$$

where $C$ is a contour encircling the node. Here, $z_k$ corresponds to the 2D extension of eqn. (5.8). For the present model, linearizing the Hamiltonian about a node yields $v = \text{sgn}(\alpha \beta \Delta \xi^+_{k, q_i})$, where we set $\Delta_k = \Delta$, and expanded the shifted dispersions about $k_c$ as follows: $\xi_{k, q_i} \approx \xi^+_{k, q_i} + \xi^\prime_{k, q_i}$ and $\Delta_k \approx \beta k_x$. The above result reveals that the vorticity is ill-defined at the inversion-symmetric points $(0, 0)$ and $(0, \pi)$ since, there, $\alpha = 0$.\(^8\)

Let us now proceed and consider a superconducting order parameter which does generate new nodal points. In order to determine the location of these new nodes, we employ the 2D analog of eqn. (5.29), which describes the low-energy features about the $\Gamma$ point in the MBZ. Alternatively, we can perform the shift $k \to k + 4q_i$ to obtain a description about $Y$. By repeating the steps detailed in sec. 5.4, the gap closing points $k_c$ are given by $\text{Im} \left[ \det A_{k_c, \sigma}^{\text{low-en}} \right] = 0$ which yields the equation

$$\xi_{k_c - q_i, k_c + q_i} = \xi_{k_c + q_i, k_c - q_i}.$$  

\(^8\)For the model in fig. 5.9, $v$ is also ill-defined for $k_y = \pm \pi/2$, since at these points $\xi^+_{k, q_i} = 0$ which, however, is only an artifact of the next-nearest-neighbor nature of the hopping considered.
Figure 5.11: Properties of the topologically-stable nodes obtained in the gapless bulk energy spectrum of the one-band model in fig. 5.9 in the presence of the MHC texture. Here, nodes with vorticity \( \nu = +1 \) (\( \nu = -1 \)) are discerned by a dot (cross). (a) Sketch of the path followed by the nodes when varying the superconducting and/or magnetic gaps. Nodes of opposite vorticities are connected by Majorana flat bands, in agreement with the winding number values in (b). (c) and (d) Numerically-obtained dispersions with open boundary conditions along the \( x \) and \( y \) direction, respectively. Parameter values used: \( \Delta = 0.1t \), \( M_{\perp} = M_{\parallel} = 0.2t \), and \( N_{x,y} = 401 \) sites in the \( x, y \) direction.
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Figure 5.12: Modification of the nodal spectrum in fig. 5.11 due to the unconventional pairing function $\Delta_k = \Delta \left( \cos k_x - \cos k_y \right)$. (a) The unconventional gap function induces 8 additional nodes in the bulk spectrum. In (b) we present the energy spectrum for open boundary conditions along the $x$ direction and $N_x = N_y = 1001$. We do not find any new Majorana fermion bands since, for the given orientation of the termination edges, the contributions of the 8 additional nodes cancel out. Parameter values used: $\Delta = 0.1t$ and $M_\perp = M_{||} = 0.05t$.

As an example, we consider the one-band model of fig. 5.9 and the $d$-wave gap function $\Delta_k = \Delta \left( \cos k_x - \cos k_y \right)$. We find the gap-closing points $k_c : \left\{ k_x = 0 \text{or} \cos(2k_y) = -1 - \mu_0/t \right\}$. For the given values of $q$ and $\mu_0$, the additional nodes move on the lines $k_y \simeq \pm 0.18\pi, \pm 1.18\pi$. The complete information regarding the location of the above gap-closing points in the MBZ is found by further employing the remaining gap-closing condition $\text{Re} \left[ \det A_{k,\alpha}^{\text{low-en}} \right] = 0$, which is equivalent to the criterion in eqn. (5.41). Analyzing the above yields nodes moving along different lines in the MBZ, as shown in fig. 5.12(a). Contrasting this to fig. 5.11, we clearly see the introduction of eight new nodes in addition to the four nodes for $k_x = 0$. Here, however, we do not find any additional Majorana fermion modes compared to fig. 5.11(c) when we consider open boundary conditions along the main $x, y$ axes, as is evident in fig. 5.12(b) for open boundary conditions in the $x$ direction. This is because, the contributions of the additional nodes cancel out by virtue of mirror symmetries when projected onto the edge where translational invariance persists. However, if the system were to be terminated along the, e.g., $(11)$ surface, that would indeed allow for the presence of new Majorana fermion modes, cf. ref. [415].

We now consider the additional presence of the magnetic point/space group symmetries and the modifications that these bring to the topological classification. A common feature of the crystalline classifications in 1D and 2D for the MHC, is that the effects of $R_{xz}$ are trivial in both. On the other hand, we find crucial differences which mainly relate to (i) the enhancement of the dimensionality which generally leads to different topological invariants even within the same symmetry class, and (ii) the structure of the pairing gap. Specifically, we find two distinct cases depending on whether $\chi = \pm 1$ for a given unitary operator $\Delta_{U^{-1}k} = \chi \Delta_k$. When $\Delta_k \sim \{A_{1g}, B_{1g}\}$ ($\Delta_k \sim \{B_{2g}, A_{2g}\}$), we
find $\chi = +1$ ($\chi = -1$). Notably, the pair of $D_{4h}$ IRs bunched together in a given set are equivalent under the action of the magnetic point group.

Another key aspect of the crystalline classification in 2D, is that the Kramers degeneracy imposed by $\tilde{\Theta}_k$ at $(q,0)$ and $(q,\pi)$, extends to the entire $k_x = q$ HSP. As discussed in app. 5.C this is imposed by the pair of off-centered symmetries $O_{yz}$ and $\{\sigma_{yz} | (\gamma/q,0)\}$. Hence, MHC-driven gap closings cannot take place anywhere in the $k_x = q$ HSP. Therefore, any possible crystalline topological features arising in this HSP originate from the structure of the pairing gap. For this reason, the remainder of this section focuses only on the $k_x = 0$ HSP. The classification in the $k_x = q$ HSP appears in table 5.2 and the topological invariants connect to the analysis below.

For $\Delta_k \sim \{A_{1g}, B_{1g}\}$ ($\chi = 1$), $R_{yz}$ and $\{\sigma_{yz} | (\gamma/q,0)\}$ lead to an AI@AI class in the $k_x = 0$ HSP. While a similar result was also encountered in sec. 5.4, here the topological consequences stemming from these symmetries differ because of the increased spatial dimensionality. Specifically, new topological features emerge only when the spectrum contains point nodes. In this case, the class AI allows defining an additional $\mathbb{Z}$ crystalline topological invariant, which we denote $\nu_{k_z}$, and associate with the following vorticity in $(\epsilon, k_y)$ space

$$\nu_{k_z=0} = \frac{1}{4\pi i} \sum_{\sigma = \pm 1} \sigma \oint_{C} \frac{dZ_{c,k_z,\sigma}}{Z_{c,k_z,\sigma}},$$

with $C$ a path enclosing the node, and $\sigma = \pm 1$ labeling the respective AI block. $Z_{c,k_z,\sigma}$ is obtained in a similar fashion to eqn. (5.17). We remark that for the nodes shown in fig. 5.11, we find $|\nu_{k_z=0}| = |\nu| = 1$.

The remaining two space group symmetries, i.e. $\{\sigma_{xz} | (\gamma/q,0)\}$ and $\{T | (\gamma/q,0)\}$, need to be treated more carefully, since the former only leaves inversion-symmetric points invariant, and thus does not introduce any changes to the topological classification in HSPs. The latter symmetry instead, combined with $\Theta$, leads to a class BDI@BDI in the $k_x = 0$ HSP. Hence, it only influences the topological properties of the system for a fully-gapped spectrum, since the BDI class cannot protect nodes in 1D [30]. Therefore, in the case of a full gap, we define the glide winding number

$$w_{G,k_z=0} = \sum_{\sigma = \pm 1} \sigma w_{k_z=0,\sigma} \equiv \frac{1}{4\pi i} \sum_{\sigma = \pm 1} \sigma \oint_{\mathrm{BZ}} \frac{dz_{k_z,\sigma}}{z_{k_z,\sigma}},$$

with $w_{k_z=0,\sigma}$ corresponding to the winding number of each BDI class Hamiltonian block of eqn. (5.31), after the suitable $k_y$ dependence is accounted for, and the respective normalized complex function

$$z_{k_z,\sigma} = \frac{\det(A_{k_z=0,k_y,\sigma})}{\det(A_{k_z=0,k_y,\sigma})}$$

is constructed.

In contrast, when $\Delta_k$ transforms according to the IRs $\{B_{2g}, A_{2g}\}$, we find deviations from the above behaviors. Notably, the magnetic and pairing point groups differ, since $M_{\text{MHC}}$ acts on $\Delta_k \sim \{B_{2g}, A_{2g}\}$ as

$$\{E, C_2, \sigma_{xz}T, \sigma_{yz}T\} \Delta_k = \{1, 1, -1, -1\} \Delta_k.$$

Nevertheless, the sign-changing behavior of $\Delta_k$ under mirror operations still allows us to define a point group $G_{\text{MHC}}$, which is preserved by the total Hamiltonian and is isomorphic to $M_{\text{MHC}}$. This group consists of the elements

$$G_{\text{MHC}} = \{E, C_2, \sigma_{xz}^\infty T, \sigma_{yz}^\infty T\},$$
with $\sigma_{xz,yz}^Q = Q\sigma_{xz,yz}$, where we introduced the dimensionless electric charge operator $Q = \tau_3$. Such symmetries have also been previously discussed in connection to $p$-wave superconductors [319,419]. There, these ensure that the energy spectrum is inversion symmetric, despite the fact that inversion itself is not preserved. Similarly here, $G_{\text{MHC}}$ ensures that the energy spectrum is invariant under the original $\text{M}_{\text{MHC}}$ magnetic point group. Note also that the space group symmetries $\{\sigma_{xz,yz}^Q | (\pi/q, 0)\}$, are correspondingly replaced by $\{\sigma_{xz,yz}^Q | (\pi/q, 0)\}$.

To infer the arising topological modifications, we block diagonalize the 2D extension of eqn. (5.23) according to the symmetry of interest. We immediately observe that the effects of $\{T | (\pi/q, 0)\}$ and $\{\sigma_{xz,yz}^Q | (\pi/q, 0)\}$ in HSPs remain the same, with the latter only affecting inversion-symmetric points once again. The presence of $R_{xz}^Q$ establishes the class $\text{AI} \oplus \text{AI}$ in the $k_y = \{0, \pi\}$ HSPs, where however the pairing gap is zero. In these HSPs $R_{xz}^Q$ can only protect nodes, with a $Z$ invariant given by eqn. (5.44) after interchanging $k_x$ and $k_y$, and considering $k_y = \{0, \pi\}$. The remaining two symmetries, i.e. $\{\sigma_{xz,yz}^Q | (\pi/q, 0)\}$ and $R_{xz}^Q$, lead to a BDI $\oplus$ BDI class in the $k_x = \{0, q\}$ HSPs. When the spectrum is fully-gapped in these HSPs, one finds the glide $w_{G_{\text{HSP}}}$ and mirror $w_{M_{\text{HSP}}}$ winding numbers. These are correspondingly defined by, and in analogy to, eqn. (5.45). For details and concrete examples of the topological properties and the arising spectrum for a system with $\Delta_k \sim \{B_{2g}, A_{2g}\}$, see app.5.D.

Closing this section, we point out that one can also introduce the BDI class weak $Z$ invariants for $k_x$ points with a fully-gapped spectrum. These are given by the winding numbers $w_{k_x}$, which are defined in an analogous manner to $w_{k_x}$ in eqn. (5.40). The $w_{k_x}$ invariants are expected to be particularly relevant when $\Delta_k \sim \{B_{2g}, A_{2g}\}$. This is because, for a fixed $k_x$, the resulting pairing gap becomes effectively of the $p_y$-wave type, cf. app.5.D.

**SWC$_4$ Phase - Majorana Bidirectional Edge Modes**

In this section, we consider the case of a double-$Q$ magnetic texture, with the ordering wave vectors depicted in fig. 5.13(a). Here, we focus on the SWC$_4$ profile which couples to the electrons through the exchange term

$$H_{\text{mag}} = \sum_n c_n^\dagger [M_{\perp} \cos(Q_1 \cdot R_n)\sigma_z + M_{||} \sin(Q_1 \cdot R_n)\sigma_x] + M_{\perp} \cos(Q_2 \cdot R_n)\sigma_z + M_{||} \sin(Q_2 \cdot R_n)\sigma_y]c_n.$$  \hspace{1cm} (5.48)

The double-$Q$ structure of the magnetic texture implies that the MBZ is obtained by folding in both $k_x$ and $k_y$ directions of the original BZ, and is defined as $k \in (-q, q) \times (-q, q)$. The inversion-symmetric points span the set $\{k \in \{\Gamma, X, Y, M\}$. To proceed, we employ the wave-vector-transfer Pauli matrices $\eta$ and $\rho$ related to foldings in the $k_x$ direction, as in sec. 5.4, and the Pauli matrices $\lambda_{1,2,3}$ and $\zeta_{1,2,3}$ related to foldings in the $k_y$ direction, acting in $\{k, k + Q_2\}$ and $\{k, k + 2Q_2\}$ spaces, respectively. The resulting enlarged spinor reads

$$c_{k:2D}^\dagger = \frac{1}{\sqrt{2}} \left( c_{k-q, \eta}, c_{k+q, \zeta}, c_{k+3q, \lambda}, c_{k-3q, \lambda} \right)$$  \hspace{1cm} (5.49)

where $c_{k}^\dagger$ is the 2D analog of eqn.(5.22). This yields the following class D ($\Xi = \tau_2\sigma_y K$) bulk 2D Hamiltonian

$$H_k = F(h_k)\tau_3 + F(\Delta_k)\tau_1 - (M_{\perp}\rho_1\sigma_z + M_{||}\rho_3\sigma_x)/2 - (M_{\perp}\eta_1\rho_1\sigma_z - M_{||}\eta_1\rho_3\sigma_x)/2 - (M_{\perp}\lambda_1\sigma_z + M_{||}\lambda_3\sigma_y)/2 - (M_{\perp}\zeta_1\lambda_1\sigma_z - M_{||}\zeta_1\lambda_3\sigma_y)/2,$$  \hspace{1cm} (5.50)
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Figure 5.13: 2D one-band model of fig. 5.9 with a double-\( Q \) magnetic texture. (a) FSs of the one-band model in the 1st BZ. We show the magnetic ordering wave vectors \( Q_1 \) (\( 3Q_1 \equiv -Q_1 \)) and \( Q_2 \) (\( 3Q_2 \equiv -Q_2 \)), connecting points at the Fermi level (green dots). As in the 1D case, cf. fig. 5.4, points at higher energies are also connected by \( Q_1 \) and \( Q_2 \), which upon increasing the magnetic energy scale give rise to nodes whose locations trace the dotted black lines. (b) Resulting FS segments in the MBZ, where the points simultaneously experiencing magnetic scattering by both \( Q_1 \) and \( Q_2 \) (orange dots) are now centered at the \( \Gamma \) point.

where \( F(hk) \) and \( F(\Delta k) \) are defined in app. 5.E.

The band dispersions and the magnetic part of the BdG Hamiltonian of eqn. (5.50) are invariant under the magnetic point group \( \text{M}_{\text{SWC}} 4 = C_4 + (C_{4v} - C_4)T \), as well as the magnetic space group operations: \( \{T, C_{4v} - C_4\mid (\pi/q, \pi/q)\} \). See also table 5.1. Out of these five space group symmetries, the antiunitary \( \Theta_k = \{T\mid (\pi/q, \pi/q)\} = e^{i\pi(k_x + k_y)Q/\lambda_2q_2} e^{i\pi k_y} K \) defines a time-reversal symmetry with \( \Theta_{k_x} = -e^{i\pi(k_x + k_y)/q_1} \), and yields a Kramers degeneracy at \( k_{\Theta_k} = \{\Gamma(0, 0), M(q, q)\} \). The remaining space group symmetries do not lead to any additional symmetry-protected degeneracies in the spectrum. See app. 5.C for further clarifications.

Similar to the previous section, also here, the point group \( \text{G}_{\text{SWC}} 4 \) preserved by the BdG Hamiltonian is decided by which one out of the possible four IRs \( \{A_{1g}, B_{1g}, B_{2g}, A_{2g}\} \), is stabilized for \( \Delta k \). In a one-to-one correspondence to these four IRs, we find the scenarios

\[
\begin{align*}
G_{\text{SWC}}^{A_{1g}} &= \{E, C_2, 2C_4, 2\sigma_v T, 2\sigma_d T\}, & G_{\text{SWC}}^{B_{1g}} &= \{E, C_2, 2C_4^2, 2\sigma_v T, 2\sigma_d^2 T\}, \\
G_{\text{SWC}}^{B_{2g}} &= \{E, C_2, 2C_4^2, 2\sigma_v T, 2\sigma_d T\}, & G_{\text{SWC}}^{A_{2g}} &= \{E, C_2, 2C_4, 2\sigma_v^2 T, 2\sigma_d^2 T\}. 
\end{align*}
\]

In a similar fashion, depending on the IR of \( \Delta k \), we obtain four space group symmetries generated by products of \( \{1\mid (\pi/q, \pi/q)\} \) and the mirror operations preserved by \( \Delta k \). Note that the topological class remains D, irrespectively of the given point group \( \text{G}_{\text{SWC}} 4 \). As it is customary in this work, the effects of the point and space groups are presented at the end of the section.

For the one-band model in fig. 5.13, we find two pairs of nodes upon modifying the various parameters, as sketched in fig. 5.14(a). These pairs move along mutually-orthogonal HSPs in the MBZ as indicated by the white arrows in the figure. Specifically, as the magnetic gap increases, the nodes first emerge at the X and Y points, and then move towards the \( \Gamma \) point of the MBZ.

Similar nodes emerged for a MHC texture in 2D, cf. fig. 5.11. Hence, we expect that in this nodal regime, the topological properties stemming from a SWC_4 texture are describable by superimposing
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Figure 5.14: (a) and (b) depict the paths swept by the pairs of nodes emerging in the bulk energy spectrum for the one-band model in fig. 5.9 in the SWC phase. In contrast to sec. 5.5, the nodes here are not topologically protected as reflected by the grey shading of the dots. (c) and (d) show the related dispersions for open boundary conditions in the $y$ direction. (a) and (c) were obtained with $\Delta k = \Delta$ while for (b) and (d) we used the unconventional pairing gap $\Delta k = \Delta (\cos k_x - \cos k_y)$. For the latter we have four additional nodes in the spectrum compared to case (a). Note also that the resulting Majorana fermion modes in (d) are also lifted from zero energy away from inversion-symmetric points, but with a much flatter dispersion compared to the surface bands in (c). All the figures were obtained for $\Delta = 0.1 t$ and $N_x = N_y = 701$, while in (c) and (d) we used $M_\perp = M_\parallel = 0.2 t$ and $M_\perp = M_\parallel = 0.05 t$, respectively.
Figure 5.15: Influence of crystal termination on the dispersion of the bidirectional Majorana fermion edge modes in the one-band model in the SWC4 phase. All spectra were obtained with open boundary conditions along the y direction. The insets show the termination of the magnetic texture for: (a) $N_y = 701$, (b) $N_y = 702$, (c) $N_y = 703$ and (d) $N_y = 704$. We see that only the termination in (a) leads to a symmetric spectrum, since in (b)-(d) a net magnetization is accumulated at one edge (see cyan colored spin symbols). We used the parameter values $\Delta = 0.1t$ and $M_\perp = M_\parallel = 0.2t$. The red/blue color coding is defined as in table 5.2.
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the results originating from two MHC textures which wind in perpendicular spatial directions and different spin planes. In this sense, the underlying topological mechanism is essentially 1D and, as long as these nodes are present, we do not expect to obtain any genuine 2D topological superconducting phases. The latter become accessible only after the nodes meet at the $\Gamma$ point and annihilate. However, the Kramers degeneracy enforced by $\tilde{\Theta}_k$ prohibits that, thus imposing that only nodal topological superconductor phases become stabilized by a SWC$_4$ texture in such one-band models. Nonetheless, as we show in the next section, the consideration of additional perturbations which violate $\tilde{\Theta}_k$ unlock the possibility of gapped 2D topological superconducting phases.

We anticipate that the gapping of these nodes becomes possible by considering suitable perturbations of even infinitesimally-weak strength. This is because class D does not protect nodes in 2D [30]. In fact, one would expect that the nodes could be protected by some crystalline symmetry, but as we find, this is also not the case. Let us further elaborate on this, through examining the impact of the crystalline symmetries on the topological classification. Each one of the $(C_{4v} - C_4)T$ symmetries acts as an effective time-reversal symmetry in the HSPs that they leave invariant. Each time-reversal symmetry operator in the HSPs squares to $+1$, thus establishing the BDI symmetry class in these high-symmetry lines. However, neither the BDI class is capable of providing protection to nodes appearing in these HSPs. Lastly, as explained in app.5.C and ref. [32], nonsymmetric symmetries in 2D systems can only affect the classification at inversion-symmetric points, and not in HSPs.

The absence of a topological protection for the nodes is reflected in the lack of Majorana flat bands in the energy spectrum obtained when open boundary conditions are imposed in one of the two main axes. Related numerical results for $\Delta_k \sim \{1, \cos k_x - \cos k_y\}$ are discussed in fig.5.14, where we assume open boundary conditions in the y direction. Remarkably, instead of Majorana flat bands we find Majorana fermion edge modes with the distinctive feature that they do not have a fixed helicity or chirality. Even more remarkably, their spin-character and group velocity are $k_x$ dependent and become strongly affected by the type of crystal termination. See ref. [32] for related findings, and fig.5.15 where we display the edge spectrum in fig.5.14 for various edge terminations. Clearly we see that the local spin content on a given edge modifies the Majorana fermion dispersion on that same edge. On these grounds, we here term this type of less familiar Majorana fermion edge modes as bidirectional.

The properties of the bidirectional Majorana fermion edge modes can be understood by viewing their presence as the outcome of the two coexisting MHCs. The MHC which winds spatially in the y direction gives rise to Majorana flat bands in the conserved $k_x$ space, as long as the other MHC is completely neglected. In this ideal situation one obtains a spectrum similar to the one of fig.5.11(c) after folding down to the MBZ. From this point of view, the secondary MHC mediates a BDI$\rightarrow$D symmetry-class transition for the 1D edge and, thus, lifts the protection of the Majorana flat bands. However, the presence of bidirectional Majorana fermion edge modes is ensured by topologically-protected degeneracies at inversion-symmetric points.

The emerging 1D physics implies that there should be suitable topological invariants that encode the presence of a persistent degeneracy at $k_x = q$, thus enforcing the presence of the bidirectional Majorana fermion edge modes. These are no other than the $Z_2$ weak invariants of class D, which
correspond to the Majorana numbers $M_{k_x,y,q}$ \cite{13,31}

$$M_{k_x,y,q} = \text{sgn} \prod_s \text{pf}(B_{k_x}) , \quad (5.52)$$

where $\text{pf}(B_{k_x})$ is the pfaffian of the skew-symmetric matrix $B_{k_x} = U_\Xi H_{k_x}$, where $U_\Xi = U_\Xi K$, with $U_\Xi = \tau_2 \sigma_y$. The presence of a $C_4$-symmetric energy spectrum further renders the two invariants equal. Within the weak-coupling limit, these are nontrivial for $M_- < |\Delta_{k=0,q;1,2}^+| < M_+$, which is satisfied only after a simultaneous gap closing takes place at $X$ and $Y$. This mechanism stabilizes the degeneracies at the edge inversion-symmetric points.

Alternatively, as a consequence of the antiunitary magnetic point group elements $(C_{4v} - C_4)T$, each HSP resides in the 1D BDI class, for which, one can calculate the ensuing mirror winding number in 1D, $\tilde{w}_{M,HSP}$, similar to the weak invariant $w_{k_x,y}$ for the MHC models in 2D. $\tilde{w}_{M,HSP}$ is a crystalline topological invariant which is distinct from previously discussed mirror invariants in this paper, in the sense that the symmetries $(C_{4v} - C_4)T$ do not induce any block diagonal structure of the Hamiltonian in their respective HSPs, but rather an emergent time-reversal symmetry. Note lastly that the invariants for the $k_x,y = q$ HSPs fulfill the relation $M_{k_x,y,q} = (-1)^{\tilde{w}_{M,HSP}}$.

\textbf{SWC}_4 Texture - Genuine 2D Topological Superconductors

As we pointed out in the previous section, the Kramers degeneracy that the $\tilde{\Theta}_k$ symmetry imposes at the $\Gamma$ point of the MBZ, does not allow the nodes moving along the $\Gamma X$ and $\Gamma Y$ lines to annihilate, therefore prohibiting the emergence of a fully-gapped bulk energy spectrum and genuinely 2D topological superconducting phases. Nonetheless, a fully-gapped bulk energy spectrum is obtainable in the presence of additional Hamiltonian terms which achieve at least one of the following two possibilities: (i) either preserve $\tilde{\Theta}_k$ but enforce the nodes to meet and annihilate away form the Kramers degenerate points of the MBZ, i.e. away from $k_\Theta = \{\Gamma, M\}$, or (ii) violate $\tilde{\Theta}_k$.

In fig. 5.16, we present a situation in which the former scenario takes place. In this case, the addition of a term proportional to $\sin k_x \sin k_y$ to the dispersion preserves $\tilde{\Theta}_k$ but violates $C_4$ symmetry. As a result, the nodes intersect away from $\Gamma$ and annihilate, therefore allowing for a chiral topological superconductor. The second possibility is examined in the following section and is implemented by considering the presence of a constant Zeeman field $B$, which is added to the Hamiltonian via the term $B \cdot \sigma$.

Depending on the orientation of the Zeeman field, the magnetic point/group symmetries can be fully or partially violated, thus, also affecting the type of the accessible dispersive Majorana fermion edge modes. Specifically, we find that an in-plane Zeeman field leads to unidirectional (bidirectional) Majorana fermion edge modes when its direction is parallel (orthogonal) to the translationally-invariant termination edge. In contrast, an out-of-plane field preserves the bidirectional character of the edge modes. We insist that such edge modes and inversion-symmetric point degeneracies are still accessible even when the crystalline symmetries are all broken, since these are protected by the weak invariants defined in eqn. (5.52), which still remain valid.

Apart from the abovementioned topological superconducting phases which have an underlying 1D character, the application of an out-of-plane field converts the SWC$_4$ phase into a SSC$_4$ for appropriate parameter regimes, and enables fully-gapped chiral topological superconducting phases. These are
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Figure 5.16: (a) The nodal spectrum at $\Gamma$ is protected by $\tilde{\Theta}_k$ for the one-band model in fig.5.13 in the SWC4 phase. (b) Resulting fully-gapped bulk spectrum for a broken $C_4$ symmetry due to a nematic dispersion $\xi_{\text{nem}}^k = \xi_k + t_{\text{nem}} \sin k_x \sin k_y$, where $\xi_k$ is the dispersion used in (a). In the fully-gapped phase the preexisting bidirectional Majorana fermion modes in (a) get accompanied by chiral Majorana fermion modes. The figures were obtained using $N_x = N_y = 1001$, $\Delta_k = \Delta = 0.1 t$, $M_{||} = M_{\perp} = 0.3 t$ and $t_{\text{nem}} = 0.2 t$.

topologically equivalent to a $p + ip$ topological superconductor, and are classified according to the 1st Chern number $C_1$ of the occupied bands [319].

Concluding this section, we remark that the introduction of the above perturbations is expected to influence the structure of the considered magnetic texture when the latter is treated in a self-consistent manner. However, sticking to the spirit of the explorative nature of this work, we neglect these modifications as they are not qualitatively modify the topological properties.

SWCB2 Texture - Majorana Uni/Bi-Directional Edge Modes

An inplane Zeeman field with a direction which is not aligned with the main or diagonal axes defined by the HSPs $\{xz, yz, d_{\pm}z\}$ leads to the complete violation of the magnetic point and space group symmetries. In this case, it is the weak class D $Z_2$ invariants which predict the appearance of protected MZM crossings at edge inversion-symmetric points independently of the orientation of the termination edge. However, considering a magnetic field which is aligned with one of these axes, still allows for a nontrivial magnetic point group. For a Zeeman field in the $x$ ($y$) direction, the resulting magnetic point group becomes $M_{\text{SWCB}_2} = \{E, \sigma_xz\}$ ($M_{\text{SWCB}_2} = \{E, \sigma_yz\}$), while the symmetry $\{\sigma_{yz(xz)}|\{\tau_2/q, \tau_2/q\}\}$ also remains intact. See also table 5.1. Hence, now, by virtue of the time-reversal-symmetry $\sigma_{xz,yz}T$ acting in the respective HSP, one can also define the BDI class mirror winding number $\tilde{w}_{M\text{,HSP}}$.

In figs. 5.17(a)-(b) we present the edge spectra for a $B_x$ and a $B_y$ Zeeman field, respectively, with the system being open in the $y$ direction in both cases. By evaluating the respective weak invariant, we find protected degeneracies at the edge inversion-symmetric points $k_x = \{0, q\}$. These persist until
Figure 5.17: The effects of in-plane Zeeman/exchange fields on the one-band model in fig. 5.13 in the SWC_4 phase. (a) [(b)] Spectrum with the field in the x [y] direction with strength 0.05 \(t\). For the two figures we display the numerically calculated Majorana number eqn. (5.52) as a function of the magnetic field. The figures were obtained with open boundary conditions in the y direction and \(\Delta_b = \Delta = 0.1 \, t\), \(M_{||} = M_\perp = 0.2 \, t\) and \(N_x = N_y = 1001\).
a gap closing takes place, which occurs for a Zeeman field value which depends on its orientation. Moreover, we observe the appearance of dispersive Majorana fermion edge modes. In the open-system geometry of fig. 5.17(a), the antiunitary mirror symmetry implies that every state vector $\phi_{n,k_x}$ corresponding to energy $E_{n,k_x}$ possesses a mirror partner $\sigma_{yz}T\phi_{n,k_x}$ with energy $E_{n,-k_x}$, therefore resulting in a mirror symmetric spectrum. In contrast, the emergent antiunitary mirror symmetry $\sigma_{yz}T$ in fig. 5.17(b) relates a state vector $\phi_{n,k_x}$ with itself, thus, allowing for a mirror asymmetric spectrum and the emergence of unidirectional modes, see fig. 5.17(b).

**SWCB$_4$ Texture - Majorana Bidirectional/Chiral Edge Modes**

In the case of an out-of-plane $B_z$ field, the resulting SWCB$_4$ texture possesses nontrivial topological properties itself. Indeed, it has been shown [77] that SWCB$_4$ is equivalent to a SSC$_4$ texture for $|B_z| < 2|M_{\perp}|$. This allows us to establish a connection to prior works [106, 420–424] which have focused on the emergence of chiral topological superconducting phases in other magnetic platforms. The above criterion also implies that, for $|B_z| > 2|M_{\perp}|$, SWCB$_4$ transforms into a ferromagnetic profile, which is expected to render the system trivial.

In connection to the detailed topological classification presented in the previous section for the SWC$_4$ phase, we observe that the addition of the $B_z$ field leaves the magnetic point group $M_{\text{SWC}_4}$ intact, but lifts the $\tilde{\Theta}_k$ and the space group symmetries $\{C_{4v} - C_4 | (\pi/Q, \pi/Q)\}$. As a consequence, the classification of the SWCB$_4$ texture follows from the classification performed for the topological superconductors induced by a SWC$_4$ magnetic texture. Indeed, we find that the presence of the $B_z$ field still allows for Majorana fermion edge modes crossings at inversion-symmetric points, as seen in fig. 5.18(a). By evaluating the respective weak Majorana number, we find that for higher values of the external magnetic field, $B_z \sim 0.2\ t$, the edge mode crossings at inversion-symmetric points get lifted, while a band inversion at $\Gamma$ takes place for slightly higher values of the field strength. Remarkably, the latter gives rise to two chiral Majorana fermion edge mode branches as displayed in fig. 5.18(b). The emergence of this chiral topological superconducting phase is also described by the Chern number $|C_1| = 2$. Note that the Chern-number value $|C_1| = 1$ is also generally accessible, as long as the accidental symmetry discussed in footnote 9 becomes lifted.

We now summarize the key results for one-band models in 2D. For a MHC the energy spectrum is nodal and leads to Majorana flat bands. Moreover, the classification in HSPs strongly depends on the IR of the pairing term. Nodes emerge also for a SWC$_4$ but they are not topologically stable. Nonetheless, degeneracies at inversion-symmetric points persist and give rise to weak and crystalline topological superconductor phases, which result into bidirectional Majorana fermion edge modes. In the SWC$_4$ case, a fully-gapped spectrum is accessible only by violating $C_4$ or time-reversal symmetries. Indeed, including a Zeeman field leaves the bidirectional modes intact, converts them into unidirectional modes, or, opens a gap in the spectrum and stabilizes chiral Majorana edge modes.

**Two-Band Models**

We now apply the classification methods discussed in the previous sections to 2D two-band models. For an example of such a model see fig. 5.19 which, for the chosen parameters, yields the FSs shown in fig. 5.19(a). Interband FS nesting, with the two ordering wave vectors $Q_{1,2}$, takes place between
Figure 5.18: The one-band model of fig. 5.13 in the SWC$_4$ phase subjected to an out-of-plane Zeeman/exchange. (a) displays the effect of a field oriented in the $z$ direction, thus, giving rise to a SSC$_4$ phase in the sufficiently-weak $B_z$ regime. Here the field does not lower the magnetic point group symmetry of the system, but it does lift the unprotected nodes of the bulk spectrum. Here we used $B_z = 0.1 \, t$. (d) Chiral edge modes for $B_z = 0.3 \, t$, which become accessible only after a band inversion at $\Gamma(0,0)$ takes place. We show the numerically calculated Majorana number as a function of field strength. The invariant $\mathcal{M}_{k_z=0}$ is obtained by replacing $(X, M)$ with $(Y, \Gamma)$ in eqn. (5.52), and allows us to infer the transition to the chiral topological superconductor phase without residing to the calculation of the related 1st Chern number $\mathcal{C}_1$. The figures were obtained with $\Delta_k = \Delta = 0.1 \, t$, $M_{\parallel} = M_{\perp} = 0.2 \, t$ and $N_x = N_y = 1001$ and open boundary conditions in the $y$ direction.
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Figure 5.19: Example of a two-band model in 2D, described by the dispersions $\xi^h_{k} = \tau_h \cos k_x \cos k_y + t'_h \left[ \cos(2k_x) + \cos(2k_y) \right] - \varepsilon_h$ and $\xi^e_{k} = \tau_e \cos k_x \cos k_y - \varepsilon_e$. We consider the parameters $\tau_h = 2.86 \tau_e$, $t'_h = t_e$, $\varepsilon_e \approx -0.92 \tau_e$ and $\varepsilon_h = -0.80 \tau_e$. (a) FSs of the two-band model in the first BZ. For clarity we only show half of the magnetic ordering wave vectors $Q$ and $3Q = -Q$ connecting bands at the Fermi level. (b) FS segments for the two-band model in the MBZ for a MHC, where the nested points at the Fermi level are marked by green dots. Note that nested points at finite energy, away from the Fermi level, are also present.

the hole (fuchsia) and electron (navy blue) pockets. Hence, the system has the possibility to develop either a single-$Q$ or a double-$Q$ magnetic phase [77].

Recall from our previous discussion in sec.5.4, that a multiband system allows for an interplay of interband and intraband magnetic scatterings, as well as for a here-assumed intraband pairing gap which is a matrix in band space $\hat{\Delta}_k = (\Delta^e_k + \Delta^h_k)/2 + \kappa_3(\Delta^e_k - \Delta^h_k)/2$. Even more importantly, we show here that the inclusion of the additional band, may in many realistic situations enrich the symmetry of the system. As we discuss below, a number of features that become unlocked for two-band models open perspectives for new phenomena and topological superconductor phases.

MHC Texture - Majorana and Andreev Flat Bands

The present section builds upon the analyses of the 1D two-band models and the 2D one-band models under the influence of a MHC. In the general case, in which intra- and inter-band magnetic scatterings are present, the system is dictated by the same magnetic point and space group symmetries discussed in sec.5.5. The nodes in the bulk energy spectrum therefore possess a topological charge reflected in their vorticity $\upsilon$. Moreover, in HSPs one can also define the respective mirror vorticity $\upsilon_{\text{HSP}} \in \mathbb{Z}$ following the definition in eqn.(5.44). By further assuming spatially-constant pairing gaps $\Delta^e, \Delta^h$ for the two pockets, we find that the edge spectrum contains Majorana flat bands, see fig.5.20, whose topological protection can be genuinely described either by the strong local invariants mentioned above, or, by the weak invariant $w_{k_y}$.

As found previously for the two-band models in 1D, the topologically-stable bulk nodes and edge Majorana flat bands become accessible even for $\Delta^c \Delta^h < 0$, when intraband magnetic scattering is assumed. In fig.5.20(a) and 5.20(c) we display the resulting path of the nodes in the MBZ and spectrum, respectively, for $\Delta^c = -\Delta^h$. For the chosen values of inter- and intraband scattering, the
topological properties are essentially determined only by the hole pocket, thus, exhibiting a similar phenomenology to fig. 5.11(a), with the nodes moving on straight lines.

If instead we restrict to an interband-only magnetic texture, we find that almost all the features of the two-band models in 2D are directly inherited from the 1D interband versions, namely: (i) the Hamiltonian is block-diagonalizable into an AIII⊕AIII fashion [see eqn. (5.38) and fig. 5.20(b)], (ii) the number of gap closing points \( k_c \) and edge modes double compared to the one-band models, (iii) the gap closing points are found through the relation \( \xi_{k\pm3q}^e = \xi_{k\pm3q}^h \Delta^c \), and (iv) nodal topological superconducting phases are accessible only for \( \Delta^e \Delta^h > 0 \).

All the above features are reflected in fig. 5.20(b) and (d) where we display the path taken by the nodes upon variation of the magnetic and superconducting gaps, and the edge spectrum, respectively. Notably, here one obtains in most cases Andreev flat bands, which extend the Andreev zero modes discussed in sec. 5.4 to 2D. Andreev flat bands protected by the symmetry \( \sigma_Qyz T \Theta \left( \{ \pi/Q, 0 \} \right) \) are also accessible in \( k_y = \{ 0, \pi \} \) for \( \Delta_k \sim \{ B_{2g}, A_{2g} \} \) (for \( \Delta_k \) in any of the four \( D_4h \) IRs), in which case the symmetry class is \( \bigoplus_4 \) AIII, and the topological invariant is a mirror (glide) winding number \( w_{M,HSP} \). In contrast, Majorana fermion excitations become possible only in crystalline topological superconductor phases obtained for \( \Delta_k \sim \{ B_{2g}, A_{2g} \} \), where the symmetry \( \sigma^Q_Z T \) or \( \{ \sigma^Q_Z \Theta | (\pi/Q, 0) \} \) drives the symmetry-class transition AIII ⊕ AIII → BDI ⊕ BDI, which in turn allows for Majorana flat bands. These are protected by a mirror winding number \( \tilde{w}_{M,HSP} \), which is similar to the weak invariant \( w_{k_x,y} \) for the one-band models in 2D in the presence of a MHC. See table 5.3.

Notably, a very crucial difference compared to the 2D one-band model is that, here, the paths along which the bulk nodes move in \( k \) space do not coincide with the main axes of the MBZ. Remarkably, here the nodes generally move on arcs, as indicated by the white arrows in fig. 5.20(b). This enables the bulk nodes to meet and annihilate away from Kramers degenerate points, thus, opening the perspective for fully-gapped spectra for class D or DIII topological superconducting phases in the SWC\(_4\) phase. This implies that here strong 2D topological superconductor phases seem to become accessible without the requirement of external perturbations, e.g., Zeeman fields, which was the case for one-band models.

**SWC\(_4\) Phase - Quasi-Helical Majorana Edge Modes**

We now proceed by studying two-band models with an *interband-only* double-\( Q \) SWC\(_4\) texture. As in previous sections, we employ the usual set of wave-vector-transfer Pauli matrices \( \zeta, \lambda, \eta \) and \( \rho \), in order to account for the magnetic scattering taking place in the two orthogonal directions, as displayed in fig. 5.21(a). The MBZ is displayed in fig. 5.21(b), where points connected by a single \( Q \)-vector at the FS and points connected by both \( Q \)-vectors, are marked by green and orange dots, respectively.

Due to the interband nature of the magnetic scattering the BdG Hamiltonian now enjoys a time-reversal symmetry \( \Theta = \kappa_3 T \). This satisfies \( \Theta^2 = -1 \) and leads to Kramers pairs (KP) at all the inversion-symmetric points of the MBZ, thus enlisting the BdG Hamiltonian in the DIII symmetry class. Nodes in the bulk spectrum of a DIII Hamiltonian are topologically stable only at inversion-symmetric points, and are classified by a vorticity akin to the one in eqn. (5.42). For a fully-gapped bulk spectrum, class DIII supports one strong and two weak \( Z_2 \) topological invariants [425–428], that
Figure 5.20: Sketches of nodes and the numerically-obtained dispersions for the two-band model of fig. 5.19 in the MHC phase. (a) and (c) $\Delta^e = t_e, \Delta^h = -t_e$ and $M_{\parallel,\perp}^{eh} = M_{\parallel,\perp}^{e} = M_{\parallel,\perp}^{h} = 1.1 t_e$. The nodes are moving on straight lines similar to the one-band model in 2D, cf. fig. 5.11. The number of nodes has increased with the number of nested points, see green points in fig. 5.19. (b) and (d) $\Delta^e = \Delta^h = t_e$, $M_{\parallel,\perp}^{eh} = M_{\parallel,\perp}^{e} = 1.1 t_e$ and $M_{\parallel,\perp}^{e} = M_{\parallel,\perp}^{h} = 0$. The nodes are now moving on arcs, due to the interband-only scattering mediated by the magnetic texture. Both dispersions are obtained with open boundary conditions along the $x$ direction, and with $N_x = N_y = 401$. In (b) $\sigma = \pm 1$ labels the two blocks of the Hamiltonian after performing the unitary transformation with the operator $S$ in sec. 5.4.
Figure 5.21: Two-band model of fig. 5.19 under the influence of a double-$Q$ magnetic texture. (a) FSs of the two-band model in the first BZ. We sketch the magnetic ordering wave vectors $Q_{1,2}$ ($3Q_{1,2} \equiv -Q_{1,2}$), which connect points at the Fermi level (green dots). For clarity we only show half of the ordering wave vectors. (b) The resulting FS segments in the MBZ. As in fig. 5.13, we also display the points connected by both $Q_1$ and $Q_2$ (orange dots) at energies away from the Fermi level. Inset: The dotted black lines show the gap closing points $k_c$ in the MBZ.

In the above, we defined the skew-symmetric “sewing” matrix $W_{k \lambda} \equiv U \Theta A_{k \lambda}$ at inversion-symmetric points $k_I$ only. The $W_{k \lambda}$ matrix is the DIII analog of the AII class sewing matrix introduced by Fu and Kane [429]. The difference is that, here, $U \Theta = i \sigma_y$ corresponds to the unitary part of the block off-diagonal $\Theta$, obtained in the diagonal basis of the chiral symmetry operator $\Pi$. In this basis, we identify the block off-diagonal part of the Hamiltonian as $A_{k \lambda}$. The transition to this basis is here effected via the transformation $(\Pi + \tau_3)/\sqrt{2}$, which brings the arising chiral symmetry generator $\Pi = \kappa_3 \tau_2$ into the form $\Pi = \tau_3$, and leads to

$$A_k = -\sum_s e_h \left[ F(h_s^+ - \Delta_s^+) \right] - \kappa_2 (M_{\uparrow \downarrow} \rho_{s \uparrow} \sigma_{z} + M_{\uparrow \downarrow} \rho_{s \downarrow} \sigma_{z}) / 2$$

with $e_h (F)$ defined once again as in sec. 5.4 (app. 5.E).

We now move on with the discussion of the various crystalline symmetries, which are identical to the ones dictating the one-band models in sec. 5.5. Specifically, the antiunitary mirror symmetries $(C_{4v} - C_4)T$ belonging to the related $G_{SWC_4}$ point group discussed in sec. 5.5, combine with $\Theta$ and give rise to the unitary mirror operations $R = (C_{4v} - C_4)T \Theta = \kappa_3 (C_{4v} - C_4)$. These lead to an $AIII \oplus AIII (D \oplus D)$ class in the corresponding HSP when the pairing gap $\Delta_k$ is even (odd) under the given mirror operation, e.g., for $\Delta_k \sim B_{1g}$ the symmetry class is $AIII (D)$ in the $xz (x = y)$ and
yz \ (x = -y) HSPs. Both AIII and D classes are nontrivial in 1D for a fully-gapped system. Thus, HSPs dictated by the symmetry class AIII@AIII [D@D] and at the same time exhibit a fully-gapped spectrum, are characterized by a $Z [Z_2] \text{mirror winding number} w_{M,HSP} \ \text{[mirror Majorana number]} \ \mathfrak{M}_{M,HSP}$.\(^{10}\) In contrast, nodes in HSPs dictated by either AIII@AIII or D@D are not protected.

On the other hand, nonsymmorphic symmetries can only influence the topological classification at inversion-symmetric points. Remarkably, the $\Gamma$ and $M$ points are under the simultaneous influence of two time-reversal symmetries which square to $-\mathbb{1}$, i.e. $\Theta = \kappa_3 T$ and $\{ T \mid (\gamma/q , \pi/q) \}$, thus observing a fourfold degeneracy. This can be understood in terms of the unitary symmetry $\{ \kappa_3 \mid (\gamma/q , \pi/q) \} = e^{i(k_x + k_y)/Q \kappa_3 \lambda_2 \rho_2}$ which emerges at these two inversion-symmetric points.\(^{11}\)

We now investigate a concrete two-band model, specifically the model defined in fig. 5.21. Similar to the analysis of the one-band models in the SWC\(_4\) phase, we identify two types of MBZ points, namely the points connected by a single $Q$-vector (green dots) and the points connected by both ordering wave vectors (orange dots), cf. fig. 5.21(b). Based on the results of the previous paragraphs, we find that the nodes move on arcs determined by the intersection of the two bands connected by a single $Q$-vector, e.g. $\xi^k_{b+3q_1-q_2} = \xi^k_{b-3q_1-q_2}$. The paths of the nodes upon variations of the magnetic or superconducting gaps are marked by the black dotted lines in the inset of fig. 5.21(b). Once again, bulk nodes appear strictly for $\Delta^c \Delta^b > 0$, since we here consider an interband-only texture.

The presence of bulk nodes goes hand in hand with the emergence of bidirectional Majorana fermion edge modes, as seen in fig. 5.22(a) and (c) where we display the nodes and edge spectrum. However, in the present situation, the bulk nodes are not topologically-protected, thus implying the same for the resulting bidirectional edge modes. Both nodes and edge modes are thus removable by considering additional Hamiltonian terms which do not modify the ensuing DIII class. Similar conclusions were drawn for the one-band models in the SWC\(_4\), with the crucial distinction that there the edge modes had a topologically protected crossing at $k_{x,y} = q$. Such protected crossings do not arise for the bidirectional Majorana fermion modes in fig. 5.22(c).

By increasing the energy scale of the magnetic gaps the nodes move on arcs, as indicated by the white arrows in fig. 5.22(a), and meet up at the green points in the MBZ in fig. 5.21(b), when the familiar criterion is satisfied $\Delta^c \Delta^b = M_2^2$. In contrast to the one-band models, here the nodes do get lifted when they meet up, since they intersect away from inversion-symmetric points, as sketched in fig. 5.22(b). Beyond this point the spectrum is fully-gapped. In the present case, the fourfold degeneracies at $\Gamma$ and $M$ additionally imply that, there, $ pf(W_{k_x}) $ features an even number of gap closings upon sweeping the various parameters. Hence, the above-mentioned invariants simplify as $\mathfrak{M}_{\text{KP}} = \mathfrak{M}_{k_x = q} \mathfrak{M}_{k_y = q}$ where $\mathfrak{M}_{k_x = q(k_y = q)} = \text{sgn}(pf(W_{k_x}(V)))$. In the event of a $C_4$-symmetric energy spectrum, which is actually the case here, the two invariants are equal. The two weak Majorana Kramers pair numbers generally become nontrivial simultaneously. Nonetheless, here we find that all three invariants remain trivial.

Despite of the fact that the DIII invariants are here all trivial, in fig. 5.22(d) we indeed find the here-mentioned quasi-helical edge modes centered at $k_x = q$, which are protected by the mirror symmetry $\sigma_{yz}$. These come in pairs, and their electronic spin-polarization is opposite on opposite edges, similar

---

\(^{10}\) $\mathfrak{M}_{M,HSP}$ is defined as $\mathfrak{M}_{M,HSP} = \text{sgn} \prod_{\sigma \in \Sigma} \mathfrak{M}_{\sigma,HSP}$, where $\sigma = \pm 1$ labels the D@D blocks. Each $\mathfrak{M}_{\sigma,HSP}$ follows from eqn. (5.52).

\(^{11}\) Note that the above fourfold degeneracy does not lead to hourglass MFs. Following ref. [32], we can attribute this to the commutation relation $\{ \kappa_3 \mid (\gamma/q , \pi/q) \}, \Pi = 0$ which holds here.
5.5. 2D Topological Superconductors

Figure 5.22: Bidirectional and mirror-symmetry-protected quasi-helical Majorana edge modes for the two-band model in the SWC4 phase. (a) The bulk nodes move from the points connected by two \( \mathbf{Q} \)-vectors (orange dots in fig. 5.21(b)), and meet at points connected by a single \( \mathbf{Q} \)-vector (green dots in fig. 5.21(b)), as indicated by the white arrows. (c) The spectrum related to (a), with bidirectional Majorana edge modes \((M_{||,\perp} = 0.095 t_e)\). Note that here the bidirectional Majorana fermion modes are not topologically protected, due to the similar lack of protection seen by the bulk nodes. (b) Sketch of the MBZ after the nodes have met and annihilated at the points marked by the dotted circles. (d) Resulting quasi-helical edge modes connected to the sketch in (b), where we used \(M_{||,\perp}^{ch} = 0.11 t_e\). For clarity, in (d), we show only the modes on a single edge, since the \( z \) spin axis electronic spin polarization of the modes on the other edge is exactly opposite. We note that both types of spectra are twofold degenerate for reasons discussed in footnote 9. We used open boundary conditions in the \( y \) direction, \( \Delta^e = \Delta^b = 0.1 t_e, \ M_{x,y}^{ch} = 0 \) and \( N_x = N_y = 501 \).
to what is encountered for their helical counterparts. However, the quasi-helical ones appear only for edges preserving the respective mirror symmetry, in stark contrast to the helical edge modes stemming from the strong DIII invariant in 2D, which emerge for a termination of an arbitrary orientation. Since for the above numerical calculations we have considered $\Delta_{e,h}^\text{A}_{1g} \sim \Delta_{e,h}^\text{Z}_2$, the HSP plane is dictated by the AIII⊕AIII symmetry class. On the other hand, considering a pairing gap $\Delta_{e,h}^\text{B}_{1g}$ imposes the D⊕D symmetry class in the k dir = q HSP, and allows instead for quasi-helical Majorana edge modes protected by a mirror $\mathbb{Z}_2$ invariant. The presence of two possible types of topological protection for the touching point, further suggests a different behaviour for the quasi-helical Majorana edge modes in response to external perturbations, e.g., Zeeman fields.

Magnetic-Field-Induced Phases: Majorana Uni/Bi-Directional, Quasi-Helical, and Chiral edge modes

We complete the study of the two-band models in 2D, by considering the effects of an additional Zeeman field on the system discussed in the previous paragraph. In this case, the system undergoes the symmetry class transition DIII $\rightarrow$ D. Therefore, for a fully-gapped bulk energy spectrum, chiral edge modes become accessible. Even more, when the field is aligned with one of the HSPs, mirror-symmetry protected edge modes are also possible. For a magnetic field in the x (y) direction, the resulting magnetic point group becomes $M_{\text{SWCB}_2} = E + \sigma_{xz} T$ ($M_{\text{SWCB}_2} = E + \sigma_{yz} T$). HSPs now belong to the BDI symmetry class, since the antiunitary elements of the point group act as time-reversal symmetries. Hence, we can define the mirror winding numbers $w_{M,HSP} \in \mathbb{Z}$ similarly to the weak winding numbers $w_{k,x,y}$ introduced in eqn. (5.40).

For concreteness, below we focus on a system with open boundaries along the y direction, and assume that the pairing gap is nonzero in the $xz$ and $yz$ HSPs. For a magnetic field in the x direction, the time-reversal symmetry $\sigma_{xz} T$ is not preserved by the termination, thus not protecting the quasi-helical modes in the HSP. Evidently the quasi-helical Majorana edge modes in fig. 5.23(a), become lifted by the term $B_z \sigma_{x}$, as seen in fig. 5.23(b). If we instead consider a field perpendicular to the edge, i.e., a nonzero $B_y$ or $B_z$ field, we find that the time-reversal symmetry $\sigma_{yz} T$ is preserved by the termination, thus allowing for mirror-symmetry protected quasi-helical edge modes shown in fig. 5.23(c) for a field in the y-direction. Finally, we remark that results with a $B_z$ field are not shown, since for the present model the transition to a chiral topological superconductor appears to occur for extremely large values of the magnetic field.

5.6 Conclusions and Outlook

We provide a systematic classification of the rich variety of accessible topological phases and Majorana excitations that appear due to the bulk interplay of spin-singlet superconductivity and representative magnetic texture crystals. This work aims at inspiring new developments in a field which has recently attracted significant interest from both theoretical [77, 102–123, 268, 284, 345–349, 359, 360, 362, 380] and experimental [305, 315–317, 361, 363] sides. Our work is novel in many ways, as it accounts for all possible strong, weak, and crystalline phases arising in topological superconductors induced by magnetic textures, and considers generally-multiband systems which harbor conventional or unconventional spin-singlet pairing. As we uncovered here, the concepts of the magnetic and pairing groups
Figure 5.23: Impact of an applied Zeeman field on the quasi-helical Majorana modes of fig.5.22(d). Once again, only modes on a single edge are also shown here for clarity. (a) Zoom in the edge mode spectrum of fig.5.22(d). (b) [(c)] shows the resulting edge spectrum for an external magnetic field in the $x$[y] direction ($B_x = 0.04 t_c$) [(B_y = 0.05 $t_c$)]. The quasi-helical edge modes are protected by the time-reversal symmetry $\sigma_{yz}$T, except in the case for a magnetic field in the $x$ direction, where the modes get lifted. Hence, the addition of the Zeeman field modifies the symmetry properties at the touching point in such a way, so that the quasi-helical Majorana modes in (a) still are present in (c). The figures were obtained with open boundary conditions along the $y$ direction, $\Delta_e = \Delta_h = 0$, $M_{c,h} = 0$ and $N_x = N_y = 501$.

Our investigation first focuses on 1D systems. This allows bridging our work with previous known results [103–105,107–112,331] but also report new phenomena. Even more, it sets the stage for the formalism that we employ in 2D, which relies on a sublattice description, as well as on downfolding to the MBZ. While a complete and rigorous topological classification is extracted using the sublattice picture, the latter approach exposes transparently the key mechanisms which drive the nontrivial topology. In fact, the MBZ description is also computationally advantageous when studying the topological properties in the low-energy sector, since a few number of bands are required for this.

By following the above approaches, we find a number of new interesting results in 1D. First of all, we construct new crystalline topological invariants which reflect the quantization of the staggered magnetic moment in such systems. In addition, our analysis includes the study of unconventional pairing gaps and discusses how multiple Majorana zero modes appear on a given edge. Another important component of this study is the consideration of two-band models (two-band models). Remarkably, the multiband structure of the magnetization allows interpolating between different symmetry classes, i.e., BDI, AIII and DIII. The former appears when both interband and intraband magnetic scatterings are present. The second becomes relevant for interband-only scattering, in which case the Majorana edge excitations come in pairs. However, these do not obey a charge-conjugation symmetry and thus each
pair should be viewed as a single Andreev zero mode. On the other hand, true Majorana Kramers pairs appear when interband-only scattering is present and additional time-reversal-symmetry preserving intraband terms are included, e.g., inversion-symmetry-breaking spin-orbit coupling terms. See also ref. [268].

The emergence of Andreev edge modes in topologically nontrivial systems has recently attracted substantial attention [123, 399–402]. Noteworthy, here we obtain topologically-protected Andreev modes (cf ref. [402]) which are pinned to zero energy in an extended window in parameter space. As a result, these topologically-protected zero modes open perspectives for new quantum computing platforms, since they can constitute the hardware of long-lived Andreev qubits with enhanced protection against decoherence [403, 404]. Even more, engineering systems harboring topologically-protected Andreev zero modes, opens a new direction in synthesizing topological Andreev bandstructures in synthetic space [430–445]. Indeed, such a pursuit in topological superconductors has so far been unavoidably restricted to exploiting MZMs in multi-terminal devices [437–443], and theoretical works predict that it gives access to the observation of Weyl points, chiral anomaly, and a number of quantized Josephson transport phenomena. Being in a position to obtain Andreev zero modes in multi-terminal platforms such as the one experimentally investigated recently in ref. [446], provides an alternative and in some cases more robust and less demanding route for such types of synthetic topology.

The 2D investigation brings forward an equally rich list of results. By considering once again one- and two-band models, generally-unconventional multiband pairing, as well as various multiband implementations of representative textures, we uncover an intricate set of flat-band, uni/bi-directional, quasi-helical, helical, and chiral Majorana edge modes, that may be protected by strong, weak, or crystalline topology. Specifically, for a MHC we obtain Majorana and Andreev flat bands, which can be viewed as direct extensions of the 1D phenomena. However, new physics appears here due to the interplay of the magnetic and pairing point groups, thus revealing a dichotomy when it comes to the topological classification in HSPs. Depending on whether the IR of the pairing term belongs to either the \{A_{1g}, B_{1g}\} or \{B_{2g}, A_{2g}\} set, we find a different topological classification and, in turn, Majorana edge mode dispersions.

Considering instead a SWC$_4$ magnetic texture which eliminates the possibility of dispersionless edge modes, since the coexistence of two magnetic helix textures winding in different directions and spin planes, lifts almost all the degeneracies in the MBZ. Strikingly however, mirror and space-group symmetries consistent with the structure of the texture still impose a number of degeneracies in HSPs. These enable the conversion of the flat band edge modes into uni/bi-directional ones. The bidirectional modes constitute dispersive Majorana edge modes with neither a fixed chirality nor helicity, whose spin character depends on the conserved wave number. Notably, besides a few exceptions [32], this type of excitations has been poorly discussed so far in the literature.

We find that the emerging topological phases in 2D are mostly of the crystalline or weak type, and become manifest through the appearance of the here-called quasi-helical Majorana edge modes, which present a certain number of similarities with the standard helical edge modes in 2D. Remarkably, strong phases do not become accessible in 2D, because the crystalline symmetries present trivialize the respective strong topological invariants. Specifically, the presence of space-group symmetries imposes degeneracies at inversion-symmetric points which, in conjunction with the fourfold rotational symmetry (C$_4$) present, imposes a nodal bulk spectrum in the one-band models, and do not allow for
a strong $\mathbb{Z}_2$ invariant in two-band models despite the fact that a fully-gapped spectrum is accessible there. As we demonstrate, one possible route to unlock genuinely-2D topological phases, is by including terms which violate $C_4$ symmetry, while respecting the degeneracies imposed by the magnetic space group. Notably, the violation of $C_4$ symmetry can be either externally imposed via strain engineering, or spontaneously appear in systems with nematic correlations, cf. ref. [63,203].

Another possibility is to consider the additional presence of a Zeeman/exchange field, which lifts the degeneracies at inversion-symmetric points, but still retains a number of crystalline symmetries. As a result, the arising bidirectional modes can be converted into unidirectional depending on the orientation of the field, Majorana chiral edge modes become accessible in one-band models, and mirror-symmetry-protected quasi-helical edge modes may persist or get gapped out. Despite the fact that space-group symmetries appear to be detrimental for the appearance of genuinely-2D topological phases, we remark that they still constitute a unique pathway to obtain multiply-degenerate Majorana excitations, such as, hourglass Majorana edge modes [32]. While such a possibility did not occur for the models examined, it still constitutes an interesting direction of research. Lastly, we remind that the presence of space-group symmetries are absent for magnetic textures with incommensurate magnetic ordering vectors [77], but may still be approximately preserved in itinerant magnets for low energies.

At this point, we wish to discuss in more detail prominent candidate physical systems that can host the above-mentioned phenomena. Our framework addresses a single Kramers doublet of the double covering $D_{4h}$ point group, therefore allowing to describe tetragonal magnets. These systems may for instance correspond to correlated magnetic superconductors, where magnetism and superconductivity coexist microscopically. The desirable scenario is the one where a magnetic texture appears to partially gap out a well-nested FS [77], leaving behind reconstructed pockets, which can be subsequently gapped out by the emergence of superconductivity. Similar to ref. [108–110], in this situation, one expects that the resulting magnetic superconductor selftunes into one of the topological phases discussed here.

Among the possible systems that promise to provide a fertile ground to materialize such a possibility, the family of doped FeSCs stands out. Some FeSCs are well known to exhibit a coexistence of magnetism and superconductivity [66–68,70–73,75,76,80–85,364]. Reference [77] has identified all the possible single- and double-$Q$ magnetic ground states that can appear in representative five-orbital models of FeSCs, and demonstrated that doping generally enables various magnetic textures, some of which we explore here. The possible subsequent emergence of conventional or unconventional spin-singlet superconductivity can give rise to a number of the topological scenarios discussed here. Moreover, accounting for a weak band dispersion in the third spatial dimension, which may be non-negligible in certain compounds, opens additional perspectives for realizing systems with topologically-protected Weyl and Dirac points [447], as well as nodal lines, rings and chains [448], thus leading to Majorana/Andreev arc and drumhead surface modes.

Other physical systems which our results may be applicable to, include hybrid systems [103,105–123,305,316,361] such as superconductor-semiconductor nanowire hybrids and topological magnetic lattices. In the former class of systems, it is desirable to impose on the system the desired magnetic texture by external means, i.e., using nanomagnets [305]. In this case, the magnetic wave vectors should be tailored to be comparable to the Fermi wave vectors of the underlying hybrid system, which in turn can be controlled by gating the device. On the other hand, the wave vectors describing the magnetic texture appearing in topological chains depends on up to which degree is the electronic spectral weight carried by the superconducting electrons of the substrate [282–284]. In the deep so-
called Yu-Shiba-Rusinov limit, the magnetic adatoms can be treated classically, and the modulation of the magnetic texture is determined by a number of factors. These include the spacing of the magnetic adatoms, the size of their moment, the strength of their coupling to the substrate electrons, the possible presence of inversion symmetry breaking in the substrate and/or crystal field effects. See ref. [284], for an analysis concerning a topological magnetic chain.

We continue with enumerating a number of possible experimental methods to infer the various topological phases discussed here, and detect the arising Majorana/Andreev modes. As mentioned already, spin- and angle-resolved photoemission spectroscopy [410] can provide information regarding protected degeneracies. Spectroscopic methods are also standard routes to detect Majorana/Andreev excitations [449–453]. Here we are particularly interested in spin-resolved scanning tunneling spectroscopy [452,453] which can probe the spin character of the boundary excitations [454,455]. The various Majorana fermion edge modes lead to a characteristic electronic edge spin polarization. For a topological superconductor induced by a MHC the presence of chiral symmetry confines the electronic spin polarization within a given spin plane, similar to what is encountered in superconductor-semiconductor nanowires [452–454], magnetic chains [124,284], as well as charged [440] and neutral [455] \( p \)-wave superfluids. Topological superconductors engineered from the SWC\(_4\) texture exhibit a wider range of possibilities. As we show in fig. 5.15, the type of termination is decisive for the spin character of the bidirectional Majorana fermion modes which possess neither fixed helicity nor chirality. In contrast, unidirectional modes tend to exhibit a higher degree of spin polarization. Chiral and (quasi-)helical Majorana fermions have instead a fixed spin character, since they stem from fully-gapped topological superconductors. Even more, the various dispersionless or dispersive Majorana and Andreev edge modes can be probed in suitably-designed generally-spin-resolved charge and thermal transport experiments [456–460]. Depending on whether we have electrically neutral (Majorana) or charged (Andreev) edge excitations one can correspondingly look for characteristic features and scaling behaviors in thermal and Hall responses [460].
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## Appendices for Chapter 6

### 5.A Summarizing Tables of Topological Invariants

<table>
<thead>
<tr>
<th>Strong Topological Invariants</th>
<th>Hyperlinks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winding number $w$</td>
<td>Eq. (5.9)</td>
</tr>
<tr>
<td>Vorticity $\nu$</td>
<td>Eq. (5.42)</td>
</tr>
<tr>
<td>1st Chern number $C_1$</td>
<td>Ref. [319]</td>
</tr>
<tr>
<td>Majorana Kramers pair number $\mathcal{M}_{\text{KP}}$</td>
<td>Eq. (5.53)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weak Topological Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majorana number parity $P_{\text{MR}}$</td>
</tr>
<tr>
<td>Winding number $w_{k_x,y}$</td>
</tr>
<tr>
<td>Majorana number $\mathcal{M}_{\text{HSP}}$</td>
</tr>
<tr>
<td>Majorana Kramers Pair number $\mathcal{M}_{\text{HSP}}^{\text{KP}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mirror Topological Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror winding number $n_M$</td>
</tr>
<tr>
<td>Mirror winding number at inversion-symmetric point $n_{M,k_1}$</td>
</tr>
<tr>
<td>Mirror vorticity in high symmetry plane $\nu_{\text{HSP}}$</td>
</tr>
<tr>
<td>Mirror winding number in high symmetry plane $w_{\text{M,HSP}}$</td>
</tr>
<tr>
<td>Mirror winding number in high symmetry plane $\tilde{w}_{\text{M,HSP}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Glide Topological Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glide invariant at inversion-symmetric point $n_{G,k_1}$</td>
</tr>
<tr>
<td>Glide Majorana parity at inversion-symmetric point $P_{G,k_1}$</td>
</tr>
<tr>
<td>Glide winding number in high symmetry plane $w_{G,\text{HSP}}$</td>
</tr>
<tr>
<td>Majorana number in high symmetry plane $\mathcal{M}_{\text{M,HSP}}$</td>
</tr>
</tbody>
</table>

Table 5.4: Summarizing table of the various types of topological invariants defined in the manuscript, and hyperlinks to the expressions that are used for their construction.
5.B Sublattice Formulation in 1D

In this appendix, we reformulate our analysis in terms of a four sublattice basis, which is more transparent in regards to the topological classification, since it leads to properly compactified 2π-periodic Hamiltonians. For illustrative purposes, we restrict to the 1D case, since the 2D description is obtainable in a straightforward manner. Within this framework a unit cell consists of 4 sites labelled as \{A, B, C, D\}, cf. fig. 5.24. We define the spinor

\[
\begin{pmatrix}
\bar{c}^\dagger_{A,R} \\
\bar{c}^\dagger_{B,R} \\
\bar{c}^\dagger_{C,R} \\
\bar{c}^\dagger_{D,R}
\end{pmatrix},
\]

where \(R\) now labels a 4-site unit cell. In this basis, a translation \(\{E | a\}\), effects the shift \(R \rightarrow R + \frac{1}{4}\). Hence, \(\{E | a\}\) and \(\{E | \pi/Q\}\) [for \(Q = \pi/(2a)\)] read in wave-number space \(k_x \in (-\pi/4, \pi/4]\) (with \(a = 1\))

\[
\begin{pmatrix}
0 & 0 & \beta^* \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
\begin{pmatrix}
0 & \beta^* & 0 \\
0 & 0 & \beta^* \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix},
\]

where we set \(\beta = -e^{i4k_x}\) in order for the MBZs of the wave-number shifts and sublattice descriptions to match. Next we identify the action of inversion \(I\) about the center of inversion which is here set to be the A site of the \(n = 0\) unit cell. For a Hamiltonian element \(H_{k_x}\) defined in the respective wave-number spinor of eqn.(5.56), inversion acts as

\[
[I H_{k_x} I^\dagger]_{k_x \rightarrow -k_x}
\]

with

\[
I =
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & \beta \\
0 & 0 & \beta & 0 \\
0 & \beta & 0 & 0
\end{pmatrix}.
\]

We note that the inversion of \(k_x\) takes place only after the matrix multiplications. This is because the matrix representation of inversion is \(k_x\)-dependent in this basis.

The kinetic energy operator describing first (t), second (t’), and third (t”) order neighbour hopping is represented as

\[
H_{\text{kin, } k_x} =
\]

\[
-t \begin{pmatrix}
0 & 1 & 0 & \beta^* \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
\beta & 0 & 1 & 0
\end{pmatrix} - t' \begin{pmatrix}
0 & 0 & 1 + \beta^* & 0 \\
0 & 0 & 0 & 1 + \beta^* \\
1 + \beta & 0 & 0 & 0 \\
0 & 1 + \beta & 0 & 0
\end{pmatrix} - t'' \begin{pmatrix}
0 & \beta^* & 0 & 1 \\
\beta & 0 & \beta^* & 0 \\
0 & \beta & 0 & \beta^* \\
1 & 0 & \beta & 0
\end{pmatrix},
\]

One verifies that the above kinetic part of the Hamiltonian is invariant under translations and inversion. The Hamiltonian for the MHC texture in eqn.(5.2), here reads

\[
H_{\text{mag}} =
\begin{pmatrix}
M_\perp \sigma_x & 0 & 0 & 0 \\
0 & M_\parallel \sigma_x & 0 & 0 \\
0 & 0 & -M_\perp \sigma_x & 0 \\
0 & 0 & 0 & -M_\parallel \sigma_x
\end{pmatrix}.
\]
5.C. Space Group Symmetry-Protected Degeneracies

Figure 5.24: Unit cells for a 1D system experiencing a magnetic texture with a 4-site periodicity. The four sites of a unit cell are labelled as \{A, B, C, D\} and the center of inversion is here chosen to be the site A of the $R = 0$ unit cell.

Main target of this appendix is to shed light to the topological classification at inversion-symmetric points/HSPs. At $k_x = 0$, we find that $I$ and $\{E \mid \pi/q\}$ possess the twofold degenerate eigenvalues $\pm 1$ and $\pm i$, respectively. Instead, at $k_x = \pi/4$, we find that $I$ possesses the eigenvalues $\{1, 1, 1, -1\}$, while $\{E \mid \pi/q\}$ possesses the twofold degenerate eigenvalues $\pm 1$. The emergence of different eigenvalues for these symmetry operations at the two inversion-symmetric points implies that the respective symmetry classes generally differ. In contrast, these symmetry operators are $k_x$-independent in the wave-number-transfer description, thus implying that the various inversion-symmetric points and HSPs are dictated by the same symmetry and topological properties. The apparent discrepancy is attributed to the fact that the Hamiltonian in the wave-number-transfer description is not compactified. Therefore, caution is needed when performing the classification using this formalism. In fact, we find that the topological classifications coincide for the the inversion-symmetric points and HSPs where a magnetic gap opens. In contrast, at inversion-symmetric points/HSPs where a Kramers degeneracy appears and the magnetization becomes ineffective, only the sublattice-based topological classification is valid.

5.C Space Group Symmetry-Protected Degeneracies

Nonsymmorphic space group operations take the form $\{g \mid t\}$, where $g$ defines a point group operation and $t$ is a translation by a fraction of a Bravais lattice vector. A space group symmetry is referred to as nonsymmorphic, when no coordinate system can be chosen to remove the translation $t$ in $\{g \mid t\}$ [32, 134, 135, 461, 462]. This is satisfied when $gt = t$, i.e., when the involved translation is along a HSP of $g$. If this is not the case, the component of $t$ which is perpendicular to the HSP of $g$ is obsolete and can be removed. However, such a removal may result in the redefinition of other symmorphic symmetry elements, which in the new basis may involve a translation. The elements that become simultaneously modified in such a process define the so-called set of “offcentered symmetry elements”. In the main text, we encounter pairs of such offcentered symmetries. As explained below, their presence introduces protected degeneracies in the spectrum. See also refs. [463–466].

The fact that a genuine nonsymmorphic symmetry requires that the equivalence $gt = t$ should be met, further restricts the systems in which nonsymmorphic symmetries can provide topological protection to boundary modes and thus stabilize crystalline topological phases. Since such a boundary is required to preserve both $g$ and $t$, only 3D systems can exhibit topological crystalline phases induced by nonsymmorphic symmetries. Indeed, edges of 2D systems generally fail to fulfill these criterion, and the presence of nonsymmorphic symmetries can only affect the bulk topological properties of the
Out of these, we find that the symmetry element as follows and in the new basis involves a translation. Specifically, the two symmetry elements become redefined the magnetic unit cell by.

The example to 3D systems, we immediately observe that the surface (001) preserves both phase in 2D systems, except in rare cases where symmetry. Hence we conclude that a nonsymmorphic symmetry cannot induce a crystalline topological phase in 2D systems, except in rare cases where $g\mathbf{k} = \mathbf{k}$ [32].

For the MHC texture in 1D, our system is invariant under a set of symmetries shown in Table 5.1. Out of these, we find that the symmetry element $\{\sigma_{yz} \, | \, \pi/q\}$ is rendered nonsymmorphic after translating the magnetic unit cell by $\{E \, | \, \mathbf{a}\}$. At the same time, the point group element $R_{yz} = \sigma_{yz} T \Theta$ is redefined and in the new basis involves a translation. Specifically, the two symmetry elements become redefined as follows

$$\{\sigma_{yz} \, | \, \pi/q\} \rightarrow \sigma_{yz} \quad \text{and} \quad R_{yz} \rightarrow \{R_{yz} \, | \, \pi/q\}. \quad (5.61)$$

In fact, it is not possible to choose a coordinate system for which both $\{\sigma_{yz} \, | \, \pi/q\}$ and $R_{yz}$ become regular point group elements. This leads to symmetry-protected degeneracies in the spectrum. To exemplify this, we rely on the relation: $\{\sigma_{yz} \, | \, \pi/q\} R_{yz} = R_{yz} \{\sigma_{yz} \, | \, \pi/q\} e^{ik_{x} \pi/Q}$. By further taking into account that $\Theta^{2} = +1$, which holds in the here-relevant BDI symmetry class, we obtain $\{\sigma_{yz} \, | \, \pi/q\}^{2} = +1 e^{ik_{x} \pi/Q}$ for $k_{x} = 0, q$. This leads to the two eigenvalue equations

$$\{\sigma_{yz} \, | \, \pi/q\} |k_{I}, \pm\rangle = \pm e^{ik_{I} \pi/Q} |k_{I}, \pm\rangle, \quad \{\sigma_{yz} \, | \, \pi/q\} R_{yz} |k_{I}, \pm\rangle = \pm e^{ik_{I} \pi/Q} R_{yz} |k_{I}, \pm\rangle. \quad (5.62)$$

We thus observe that the two pairs $|k_{I}, \pm\rangle$ and $R_{yz} |k_{I}, \pm\rangle$ have the same (opposite) eigenvalues at $k_{I} = 0$ ($k_{I} = q$). The two states are therefore mutually “parallel” (orthogonal) at $k_{I} = 0$ ($k_{I} = q$), ultimately leading to a protected degeneracy at $k_{x} = q$, see Fig. 5.25(a).

The above degeneracies appear at isolated points of the MBZ. This behavior has to be compared with the consequences of the genuinely nonsymmorphic symmetry $\{\sigma_{xz} \, | \, \pi/q\} k_{x} = k_{x}$. The latter can be employed to label the eigenstates of the Hamiltonian for all $k_{x}$ in the 1D MBZ. Since the system is effectively spinless, $\Theta^{2} = +1$, we find

$$\{\sigma_{xz} \, | \, \pi/q\} |k_{x}, \pm\rangle = \pm e^{ik_{x} \pi/Q} |k_{x}, \pm\rangle. \quad (5.63)$$

From the above eigenvalues, in combination with $\Theta$, we know that the spectrum in the MBZ must follow the sketch in Fig. 5.25(a), which is compatible with the degeneracies imposed by the pair of

Figure 5.25: Sketches of degeneracies in the MBZ, in the case of a MHC in 1D and 2D [panels (a) and (b)]. The labels show the eigenvalues of the space group symmetry which commutes with the Hamiltonian in the given HSP. Degeneracies are colored in purple.
offcentered symmetries. The twofold degeneracy at \( k_x = q \) is enforced because the eigenvalues \( \pm i \) are connected by the antiunitary symmetry \( \Theta \). Notably, this degeneracy can be alternatively seen as the result of the emergent time-reversal symmetry effected by \( \tilde{\Theta} = \{ \sigma_z | \pi/Q \} \Theta \equiv \{ T | \pi/Q \} \), with \( \tilde{\Theta}^2 = 1 \).

Similar arguments for the MHC in 2D establish once again that the symmetries \( \{ \sigma_yz | \pi/Q \} \) and \( R_{yz} \) constitute a pair of offcentered ones, and impose a twofold degeneracy at \( k_x = q \) for all \( k_y \in [0, 2\pi) \).

This gives insight about the key features of the generic band structure which is depicted in fig. 5.25(b), and reveals that the pairing gap cannot be compensated by the magnetic gap in this HSP. We conclude this section with a brief comment on the generic characteristics of the band structure for a 2D system under the influence of a SWC_4 texture. In this case, we do not find any offcentered symmetries. See fig. 5.26 for a sketch of the general dispersion in the MBZ.

Winding Number in 1D One-Band Models for \( \Delta_{k_x} = \Delta \)

The calculation is facilitated by noticing the presence of the antiunitary time-reversal symmetry \( \tilde{\Theta} = \rho_2 \sigma_z K \) of the Hamiltonian in eqn. (5.23). Being \( k_x \)-independent, \( \tilde{\Theta} \) influences the topological classification in the entire MBZ. Note that such a \( k_x \)-independent symmetry does not appear in the sublattice formulation of the problem. The product involving \( \tilde{\Theta} \) and the preexisting \( \Theta = K \) symmetry, induces the unitary symmetry \( \tilde{O} = \tilde{\Theta} \Theta = \rho_2 \sigma_y \). In particular, this allows us to diagonalize the BdG Hamiltonian into blocks labelled by the eigenvalues of \( \tilde{O} \). By performing the unitary transformation induced by the operator \( \tilde{S} = (\tilde{O} + \sigma_z)/\sqrt{2} \), we obtain the blocks

\[
\mathcal{H}'_{k_x, \sigma} = \left[ h_{k_x}^{(0)} + h_{k_x}^{(1)} \rho_2 + h_{k_x}^{(2)} \eta_3 + h_{k_x}^{(3)} \eta_3 \rho_2 \right] \tau_3 - M_{\sigma} \rho_1 + M_{-\sigma} \eta_1 \rho_1 \\
+ \left[ \Delta_{k_x}^{(0)} + \Delta_{k_x}^{(1)} \rho_2 + \Delta_{k_x}^{(2)} \eta_3 + \Delta_{k_x}^{(3)} \eta_3 \rho_2 \right] \tau_1
\]

(5.64)

where \( M_{\sigma} = (M_{||} + \sigma M_{\perp})/2 \), with \( \sigma = \pm 1 \) labeling the eigenvalues of \( \sigma_z \) in the new frame. Both blocks reside in BDI class with \( \Theta = K, \Xi = \rho_2 \tau_2 K \) and \( \Pi = \rho_2 \tau_2 \). Consequently, the presence of the unitary symmetry effected the symmetry class transition BDI→BDI⊕BDI, which allows defining a winding number \( w_{\sigma} \) for each block.

One observes that each block leads to a fractional winding number \( \pm 1/2 \). As discussed previously in ref. [284], this peculiarity is due to the choice of the spinor, which, while being convenient, does not guarantee that the Hamiltonian blocks satisfy the compactification criteria required to define the \( \mathbb{Z} \).
index. As a result, the block winding numbers cannot define two independent topological invariants, but they have to be added or subtracted to provide the proper invariant. The correct way to combine them can be inferred based on a well-known limiting case, or, by adding infinitesimal terms which violate the unitary symmetry but preserve $\Theta, \Xi$ and $\Pi$. Nevertheless, here it is straightforward to infer how to combine the block invariants, by investigating their behavior in the already established result for $M_{\perp} = M_{||} = M > 0$. In this known case, the block winding numbers become

$$w_{M_{||}}^{M_{\perp}=M} = -\frac{\text{sgn}\left[(M^2 - \Delta^2)\left[1 + (\Delta^2 - M^2)/(2\mu)^2\right]\right]}{2}, \quad w_{M_{\perp}}^{M_{||}=M} = 1/2. \quad (5.65)$$

In order to retrieve the topological invariant of eqn. (5.13), we verify that the winding number should be defined as

$$w = w_{-} - w_{+}. \quad (5.66)$$

### Winding Number in 1D 1BMs for a generic $\Delta_{k_x}$

Here we obtain an expression for the winding number in the case of a generic $\Delta_{k_x}$. To facilitate the derivation of an analytical result, we restrict to the weak coupling limit. We block diagonalize the low-energy BdG Hamiltonian in eqn. (5.29) and find

$$H_{k_x,\sigma}^{\text{low-en}} = \left(\xi^+_{k_x,q} + \xi^-_{k_x,q}\rho_2\right)\tau_3 - M_\sigma\rho_1 + \left(\Delta^c_{k_x,q} + \Delta^c_{k_x,q}\rho_2\right)\tau_1, \quad (5.67)$$

and define

$$\det A^{\text{low-en}}_{k_x,\sigma} = \left(\xi^+_{k_x,q}\right)^2 - \left(\Delta^c_{k_x,q}\right)^2 - \left(\xi^-_{k_x,q}\right)^2 - \left(\Delta^c_{k_x,q}\right)^2 - M^2_\sigma + 2i(\xi^-_{k_x,q}\Delta^c_{k_x,q} - \xi^+_{k_x,q}\Delta^c_{k_x,q}), \quad (5.68)$$

which is of the exact same form as eqn. (5.7), with the crucial difference that here $k_x \in \text{MBZ}$, which implies that the contribution of the last term in the topological invariant of eqn. (5.25) drops out. In addition, when $k_x = 0$ constitutes the only wave number where a gap closing takes place, one directly retrieves the result of eqn. (5.26) after setting $\Delta_{k_x} = \Delta$.

### Mirror Invariant in 1D One-Band Models

To evaluate the mirror invariant of eqn. (5.30) at $k_x = 0$, we restrict to the weak-coupling regime, and block diagonalize eqn. (5.29) by means of effecting the unitary transformation $(R_{yz} + \sigma_x)/\sqrt{2}$, which yield the blocks

$$H_{k_x=0,\sigma}^{\text{low-en}} = \xi^+_{0,q}\tau_3 + \Delta^c_{0,q}\tau_1 - \sigma(M_{\perp} + M_{||}\rho_3)/2. \quad (5.69)$$

The above is further block-diagonalizable by introducing the eigenstates of $\rho_3$ labelled by $\rho = \pm 1$. Straightforward manipulations following after the definitions of eqn. (5.17), yield the result for each $H_{k_x=0,\sigma,\rho}^{\text{low-en}}$ block

$$n_{k_x=0,\sigma,\rho} = \sigma\rho\frac{1 + \text{sgn}\left[M^2_\rho - \left(\xi^+_{0,q}\right)^2 - \left(\Delta^c_{0,q}\right)^2\right]}{2}. \quad (5.70)$$

Similar to the construction leading to eqn. (5.66), also here one has to consider combinations of the invariants stemming from the $\rho$ blocks. Specifically, here we need to define $n_{k_x=0,\sigma} = -(n_{k_x=0,\sigma,-} + n_{k_x=0,\sigma,\pm})/2$. 

---

*Chapter 5. Topological Superconductivity Induced by Magnetic Textures*
Glide Majorana Parity

The glide Majorana parity is here defined as a $\mathbb{Z}_2$ invariant for the BDI class in 0D. This is given as the parity of the winding number for an interpolation $H_\ell$ with $\ell \in [0, 2\pi)$ connecting the Hamiltonian of interest $H_\pi$ and a reference Hamiltonian $H_0$. The winding number reads

$$w_{\text{inter}} = \int_0^{2\pi} \frac{d\ell}{2\pi i} \text{tr} \left( A_\ell^{-1} \frac{d}{d\ell} A_\ell \right).$$  \hspace{1cm} (5.71)

By virtue of the charge-conjugation symmetry, we obtain

$$i\pi w_{\text{inter}} = \ln \left[ \frac{\det (A_\pi) / \det (A_0)}{\det (A_\pi) / \det (A_0)} \right] \Rightarrow P_G = \text{sgn} \left[ (-1)^{w_{\text{inter}}} \right] = \text{sgn} \prod_{\ell=0,\pi} \det (A_\ell).$$  \hspace{1cm} (5.72)

To obtain the result of eqn. (5.33), we employ the above equation, where each one of the two $\sigma$ blocks of eqn. (5.31) is considered as a reference Hamiltonian for the other. In the weak-coupling limit, we project onto the $\eta_3 = 1$ block and obtain the Hamiltonian blocks

$$H_{k_x=0,\sigma}^{\text{low-en}} = \xi_0^+ \tau_3 + \Delta_{0, q}^+ \tau_1 - M_\sigma \rho_1.$$  \hspace{1cm} (5.73)

We block-off diagonalize the above blocks via the transformation $(\rho_2 \tau_2 + \tau_3)/\sqrt{2}$ and find

$$A_{k_x=0,\sigma} = -\Delta_{0, q}^+ - M_\sigma \rho_3 - i\xi_0^+ \rho_2.$$  \hspace{1cm} (5.74)

By obtaining the determinant of the above upper off-diagonal blocks, we directly find the result of eqn. (5.33).

Winding Number in 1D Two-Band Models

To obtain the winding number for an interband-only MHC, we restrict to the low-energy sector of the system and consider the projected spinor

$$\tilde{C}^\dagger_{k_x} = \frac{\rho_2 + \rho_3}{\sqrt{2}} (C^\dagger_{k_x+3q, e}, C^\dagger_{k_x-3q, e}, C^\dagger_{k_x+3q, h}, C^\dagger_{k_x-3q, h}),$$  \hspace{1cm} (5.75)

as well as the corresponding Hamiltonian blocks:

$$H_{k_x}^{\text{low-en}} = \sum_{s=e, h} P_s \left[ \left( \xi_{k_x; -3q}^s + \xi_{k_x; -3q}^s \rho_2 \right) \tau_3 + \Delta^s \tau_1 \right] - (\widetilde{M}_\sigma \rho_1 \sigma_z + \widetilde{M}_1 |\rho_3 \sigma_x|)/2.$$  \hspace{1cm} (5.76)

By exploiting the $\tilde{O} = \rho_2 \sigma_y$ symmetry, we can block diagonalize the Hamiltonian by means of $\tilde{S} = (\tilde{O} + \sigma_z)/\sqrt{2}$

$$H_{k_x, \sigma}^{\text{low-en}} = \sum_{s=e, h} P_s \left[ \left( \xi_{k_x; -3q}^s + \xi_{k_x; -3q}^s \rho_2 \right) \tau_3 + \Delta^s \tau_1 \right] = \widetilde{M}_\sigma \rho_1.$$  \hspace{1cm} (5.77)

By solely considering interband magnetic scattering, i.e. $\widetilde{M}_\sigma = M_\sigma \kappa_1$ we find the emergent unitary symmetry $O = \kappa_3 \sigma_y$ in the original basis, which allows for yet another block diagonalization via $(\tilde{S}^\dagger \tilde{O} \tilde{S} + \rho_1)/\sqrt{2}$

$$H_{k_x, \rho}^{\text{low-en}} = \sum_{s=e, h} P_s \left[ \left( \xi_{k_x; -3q}^s + \rho_2 \xi_{k_x; -3q}^s \kappa_3 \right) \tau_3 + \Delta^s \tau_1 \right] = \rho M_\sigma \kappa_1.$$  \hspace{1cm} (5.78)
where \( \rho = \pm 1 \) label the eigenvalues of the matrix \( \rho_{1} \). Hence, we block off-diagonalize the Hamiltonian via the unitary transformation \((\Pi + \tau_{3})/\sqrt{2}\), and obtain

\[
\det A_{k_{x},\sigma,\rho}^{low-en} = e^{k_{x}+\rho q_{x}} e^{h} + \Delta^{e} \Delta^{h} - M^{2}_{\sigma} + i \left( e^{k_{x}+\rho q_{x}} \Delta^{h} - e^{h} \right). \tag{5.79}
\]

A nonzero intraband magnetization components restores the BDI\( \oplus \)BDI class found in one-band models and yields

\[
A_{k_{x},\sigma} = -\sum_{s=+,-} P_{s} \left[ i \left( e^{k_{x}+\rho q_{x}} + e^{h} \right) + \Delta^{s} + M^{2}_{s} \rho_{3} \right] - \kappa_{1} M^{ch}_{s} \rho_{3}. \tag{5.80}
\]

**Invariants for 2D One-Band Models in the MHC phase and with \( \Delta_{k} \sim \{B_{2g}, A_{2g}\} \)**

For a gap function transforming as the \( B_{2g} \) or \( A_{2g} \) IR, the resulting point group becomes \( G_{MHC} \) accompanied by the space group symmetries \( \{T, \sigma_{x+y+z}^{\mathbb{Q}} | (\mathbb{Q}/q, 0)\} \). As discussed in sec. 5.5, these modified symmetries lead to a BDI\( \oplus \)BDI class in the \( k_{x} = 0 \) HSP and a \( A_{1} \oplus A_{1} \) class for \( k_{y} = \{0, \pi\} \), since, for the latter, the gap function vanishes. Specifically, for these HSPs, denoted by the wave-vectors \( k_{R_{z}} \), the Hamiltonian takes the simple form in the weak-coupling regime

\[
\mathcal{H}_{k_{R_{z}}.\sigma,\tau} = \tau \left[ \xi_{k_{R_{z}}.\sigma}^{+} + \xi_{k_{R_{z}}.\sigma}^{-} \right] - M_{\sigma} \rho_{1}, \tag{5.81}
\]

where \( \tau = \pm 1 \) labels the two \( A_{1} \) blocks. This class only supports a strong mirror \( Z \) invariant for a nodal spectrum, with the associated invariant defined similar to eqn. (5.44). Specifically we find the normalized complex function entering in the invariant

\[
Z_{_{k_{x},\sigma,\tau}} = \frac{\xi_{k_{R_{z}}.\sigma}^{+} \xi_{k_{R_{z}}.\sigma}^{-} + e^{2} + M^{2}_{\sigma} + 2i \tau \xi_{k_{R_{z}}.\sigma}^{+} \xi_{k_{R_{z}}.\sigma}^{-}}{\sqrt{(\xi_{k_{R_{z}}.\sigma}^{+} \xi_{k_{R_{z}}.\sigma}^{-} + e^{2} + M^{2}_{\sigma})^{2} + 4e^{2} (\xi_{k_{R_{z}}.\sigma}^{+} \xi_{k_{R_{z}}.\sigma}^{-})^{2}}}. \tag{5.82}
\]

Instead for the \( k_{x} = 0 \) HSP, the BdG Hamiltonian in the weak-coupling limit becomes

\[
\mathcal{H}_{k=(0,k_{y})} = \xi_{_{k=(q,k_{y})}} \tau_{3} - \Delta_{k=(q,k_{y})} \rho_{2} \tau_{1} - (M_{\rho} \rho_{1} \sigma_{z} + M_{\rho} \rho_{3} \sigma_{x})/2. \tag{5.83}
\]

For this case we can only define a strong invariant for a fully gapped spectrum, namely the glide \( w_{G,k_{x}=a} \) and mirror \( w_{M,k_{x}=0} \) winding numbers, see eqns. (5.45) and (5.20), after replacing \( \epsilon \rightarrow k_{y} \) in the latter. For the symmetry \( \{T | (\mathbb{Q}/q, 0)\} \Theta \equiv \tilde{\Theta} \) we block diagonalize the Hamiltonian via \( \tilde{S} \) and find

\[
\mathcal{H}_{k=(0,k_{y}),\sigma} = \xi_{k=(q,k_{y})} \tau_{3} - \Delta_{k=(q,k_{y})} \rho_{2} \tau_{1} - M_{\rho} \rho_{3} \tau_{1}. \tag{5.84}
\]

After block off-diagonalizing the above Hamiltonian by means of the unitary operator \((\rho_{1} \tau_{3} + \rho_{2})/\sqrt{2}\), we obtain

\[
\det A_{k_{y},\sigma} = \xi_{k=(q,k_{y})}^{2} - \Delta_{k=(q,k_{y})}^{2} - M_{\rho}^{2} + 2i \xi_{k=(q,k_{y})} \Delta_{k=(q,k_{y})}. \tag{5.85}
\]

For the remaining two symmetries \( \{\sigma_{x+y+z}^{\mathbb{Q}} | (\mathbb{Q}/q, 0)\} \) and \( R_{y}^{2} \), which in fact commutes with \( \tilde{\Theta} \), we find that their matrix representations coincide in each \( \sigma \) block. This leads to the additional block diagonalization by means of the unitary operator \((\rho_{1} \tau_{3} + \rho_{2})/\sqrt{2}\)

\[
\mathcal{H}_{k=(0,k_{y}),\sigma,\rho} = \xi_{k=(q,k_{y})} \tau_{3} - \rho \Delta_{k=(q,k_{y})} \tau_{1} - \rho M_{\rho} \tau_{3}. \tag{5.86}
\]
Figure 5.27: Nodal spectrum for the one-band model in fig. 5.9 in the MHC phase with $\Delta_k = \Delta \sin k_x \sin k_y \sim B_{2g}$. (a) displays the nodes in the first BZ in the absence of magnetism. These symmetry enforced nodes give rise to Majorana flat bands, as seen in (b). (c) illustrates the same as in (a), after we include magnetism and downfold to the MBZ. We see that the initial nodes in (a) split and move on straight lines. This ultimately lifts the Majorana flat bands on edges perpendicular to the magnetic ordering wave-vector $Q$, see (d), since the vorticity of the nodes cancel when projected onto this edge. In contrast, we see in (f) that new Majorana flat bands (marked in purple) are established on edges parallel to $Q$ in addition to the Majorana flat bands inherited from the case of $M_{||} = M_{\perp} = 0$ (marked in gray), cf. (e). We used $L_x = L_y = 401$, $\Delta = 1 \, t$ throughout, and $M_{\perp,||} = 0.8 \, t$ in (d) and (f).
which we further block off-diagonalize with by means of a unitary transformation with operator 
\((\tau_2 + \tau_3)/\sqrt{2}\), and find 
\(A_{k=(0,k_y),\sigma,\rho} = -i[\xi_{k=(q,k_y)} - \rho M_c] + \rho \Delta_{k=(q,k_y)}\).

In order to exemplify the above, we consider in the following the one-band model from fig. 5.9 in
the MHC phase, with a pairing function transforming as the B_{2g} IR, specifically 
\(\Delta_{k} = \Delta \sin k_x \sin k_y\). Through relation eqn. (5.43), we find the gap closing points 
\(k_c : \{k_y = 0, \pi, \text{or } k_x = \pm \arccos \left(-2t \cos k_y \cos q/\mu\right)\}\). For the values of 
\(q\) and \(\mu\) used in fig. 5.9, we obtain the simple relation \(k_c : \{k_y = 0, \pi, \text{or } k_x = \pm k_y\}\).

For the gap closing points \(k_c = (k_x,0)\) and \((k_x,\pi)\) we straightforwardly find the
gap closing criterion \(\xi_{k_{x,z} - q}, \xi_{k_{x,z} + q} = M^2_c\). When the magnetic wave-vector \(Q_1\) coincides with
the nesting vector \(Q_S\), we observe that the spectrum is nodal even for 
\(M = M_l = 0\) with \(k_c = (0,0)\) and \((0,\pi)\). For a nonzero \(M_{l||}\) the nodes move along the \(xz\) HSPs. The remaining set of nodes, i.e.
the ones moving along the lines \(k_x = \pm k_y\) appear for \(M^2_l = \sqrt{\xi_{k-q}, \xi_{k+q} + \Delta_{k-q}, \Delta_{k+q}}\). Similar to
the nodes moving along the HSPs \(k_y = \{0, \pi\}\), also here we find a nodal spectrum for 
\(M = M_l = 0\) for \(k_x = \pm k_y = q\) and \(q + \pi\). Upon increasing \(M_{l||}\) the nodes move along the lines \(k_x = \pm k_y\).

In fig. 5.27 we sketch the path of the nodes, the vorticities and resulting edge spectra. As seen
in (a), already in the absence of the MHC, the spectrum contains zeros which are enforced by the
symmetry of \(\Delta_k\). These give rise to topologically-protected Majorana flat bands. This is exemplified
in (b) using open boundary conditions in the \(y\) axis. Since in this case \(M_{l||} = 0\), we show the original
BZ. After switching on magnetism and transferring to the MBZ, we observe in (c) that the nodes split
and start to move on straight lines as we vary the pairing and magnetic gaps. This splitting
lifts the preexisting Majorana flat bands on edges perpendicular to the \(Q\) vector, as a consequence of
the cancelling vorticities. This becomes more transparent by comparing (b) and (d). Instead, for
edges parallel to the \(Q\)-vector, we recover the Majorana flat bands in (b), but we also obtain newly-
established Majorana flat bands stemming from the split nodes. This is illustrated in (e), where
we show the same as in (b) but now in the MBZ, and in (f) with \(M_{l||} \neq 0\).

5.E Functions for the representation of the BdG Hamiltonian
in 2D

The matrix function \(F(f_{k})\) has the form

\[
F(f_{k}) = f_{k}^{(0,0)} + f_{k}^{(0,1)} \rho_3 + f_{k}^{(0,2)} \eta_3 + f_{k}^{(0,3)} \eta_3 \rho_3 \\
+ \lambda_3 \left[ f_{k}^{(1,0)} + f_{k}^{(1,1)} \rho_3 + f_{k}^{(1,2)} \eta_3 + f_{k}^{(1,3)} \eta_3 \rho_3 \right] \\
+ \zeta_3 \left[ f_{k}^{(2,0)} + f_{k}^{(2,1)} \rho_3 + f_{k}^{(2,2)} \eta_3 + f_{k}^{(2,3)} \eta_3 \rho_3 \right] \\
+ \zeta_3 \lambda_3 \left[ f_{k}^{(3,0)} + f_{k}^{(3,1)} \rho_3 + f_{k}^{(3,2)} \eta_3 + f_{k}^{(3,3)} \eta_3 \rho_3 \right]
\]

(5.87)

with the functions \(f_{k}^{(t,s)} = (-1)^{t+s} f_{-k}^{(t,s)}\) defined as

\[
\begin{align*}
    f_{k}^{(0,s)} &= f_{k}^{(s)} - f_{k+q}^{(s)} + f_{k+3q}^{(s)} + f_{k-3q}^{(s)} / 4, \\
    f_{k}^{(1,s)} &= f_{k}^{(s)} - f_{k+q}^{(s)} + f_{k+3q}^{(s)} - f_{k-3q}^{(s)} / 4, \\
    f_{k}^{(2,s)} &= f_{k}^{(s)} - f_{k+q}^{(s)} - f_{k+3q}^{(s)} - f_{k-3q}^{(s)} / 4, \\
    f_{k}^{(3,s)} &= f_{k}^{(s)} - f_{k+q}^{(s)} - f_{k+3q}^{(s)} + f_{k-3q}^{(s)} / 4.
\end{align*}
\]

(5.88)
with the functions $f_k^{(s)}$ defined as in the main text eqn. (5.24)

\[
\begin{align*}
  f_k^{(0)} &= \left( f_{k-q} + f_{k+q} + f_{k+3q} + f_{k-3q} \right) / 4, \\
  f_k^{(1)} &= \left( f_{k-q} - f_{k+q} + f_{k+3q} - f_{k-3q} \right) / 4, \\
  f_k^{(2)} &= \left( f_{k-q} + f_{k+q} - f_{k+3q} - f_{k-3q} \right) / 4, \\
  f_k^{(3)} &= \left( f_{k-q} - f_{k+q} - f_{k+3q} + f_{k-3q} \right) / 4.
\end{align*}
\]
Conclusions and Outlook

In this thesis we have studied several aspects of the prototypical Hamiltonian presented in eqn. (4), with a particular focus on nematic order generated by nearest neighbor Coulomb interactions and topological superconductivity induced by magnetic textures. In the following we summarize some of our key findings, and discuss potential future directions.

In chap. 1 we derived a set of essential tools in the context of symmetries in condensed matter physics. By applying these tools on the mean-field decoupled Hamiltonian in eqn. (4), we found, in agreement with previous studies [126, 127], that the nearest neighbor Coulomb interactions give rise to two distinct effects, namely wave vector-dependent band renormalizations and nematic order. More specifically, refs. [126, 127] found that the leading nematic order parameter in mono-layer FeSe is of intra-orbital \( B_{1g} \) character. With this in mind, we performed in chap. 2 a phenomenological and microscopic study of \( B_{1g} \) nematicity in disorder systems, where we established that disorder locally induces nematicity in the bulk tetragonal phase. The latter can potentially explain the local detection of nematicity above \( T_{\text{nem}} \) in experiments [190–199]. Yet, due to the specific \( A_{1g} \) form of the impurity potential, disorder can generally not induce a global \( Q = 0 \) nematic phase. On the other hand, we also found that under the right circumstances, a critical concentration of impurities can modify the Stoner criterion, and consequently increase the nematic transition temperature \( T_{\text{nem}} \).

Next, we performed in chap. 3 an extensive microscopic study of nematic order in FeSe driven by nearest-neighbor Coulomb interactions, in effort to settle some of the puzzling electronic properties of this material. In particular, we pursued a deeper understanding of the potential physical mechanism leading to the normal state nematicity, the anisotropic spin excitations found in experiments [211] and the associated gap structure. Within our approach, we found two consecutive phase transitions upon lowering of the temperature. The order parameter belonging to the high temperature phase transition was the usual intra-orbital \( B_1 \) nematic order, similar to the one previously found in refs. [126, 127], whereas the low-temperature order parameter was of a novel type. Specifically, we found the second phase transition to be accompanied by an inter-orbital \( E_x \) (or \( E_y \)) order parameter, which allowed for a hybridization gap at the Y (X) point of the 1-Fe Brillouin zone, ultimately removing the Y (X) pocket from the Fermi level altogether, as suggested by experiments [233, 234]. Although the here-established nematic Fermi surface qualitatively agrees with experiments, it does not lead to the highly anisotropic spin excitations found in experiments [211], as reflected in the calculated spin susceptibility, without invoking the physics of orbital selective correlations. At the moment, there are no experimental evidence advocating for a double phase transition in FeSe, and a direct extension of this study would therefore be to perform calculations similar to those presented in chap. 2, but for an order parameter transforming as the 2D IR \( E \). Such calculations could open the door to new experimental hints to search for, and perhaps an alternative identification of the second phase transition, in contrast to the
usual specific heat measurements.

In part II of this thesis, we studied the potential topological phases of the prototypical Hamiltonian presented in eqn. (4), with a particular focus on topological superconductivity induced by magnetic textures. In chap. 4, we studied in great detail Majorana modes trapped by vortex defects in magnetic textures. The magnetic textures were considered to either coexist or be in proximity to a robust nodal superconductor. We found that 2D systems with magnetic shift and/or spin vortex defects can host MZMs, when the system resides in one of the three symmetry classes BDI, D or DIII. In 3D systems, on the other hand, it is only the classes D and DIII that supports Majorana modes. We confirmed these predictions by calculating the respective topological invariants analytically, followed by a numerical examination of the various relevant cases. Lastly, in chap. 5 we performed an extensive classification of topological superconductors induced by various magnetic textures. By addressing both strong, weak and crystalline topological phases in fully gapped and nodal systems, we found that the underlying symmetries of the magnetic textures played a fundamental role, and gave rise to a broad variety of topological excitations such as flat, uni- or bi-directional, quasi-helical and chiral Majorana edges modes. Although the results presented in chap. 4 and 5 are both novel and interesting, a natural extension of these studies, as a consequence of their explorative nature, would be to apply these on realistic models. Especially for the studies in chap. 5, since a prime candidate appears to be the FeSCs, for which one could perform a self-consistent study to determine whether one of the desired magnetic textures in fact can coexists with superconductivity, and thereby give rise to an intrinsic topological superconductor.
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