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Abstract

Single quantum dots are competitive candidates for the realization of highly-pure,
highly-indistinguishable, and highly-efficient single-photon sources. To perform quan-
tum information processing using single photons, hundreds of identical single photons
are required. Therefore, scalable and integrated single-photon sources are needed. In
this project, novel methods for the design and fabrication of scalable nanophotonic
devices with integrated quantum emitters have been developed. These devices exhibit
outstanding properties as single-photon sources with higher fabrication yield and faster
electrical response.

Near-ideal single-photon sources in planar nanostructures with small localized
electrical gates have been demonstrated. Photonic crystal waveguides have been used
to tailor light-matter interaction and achieve near-deterministic operation over a broad
wavelength range. An indistinguishability exceeding 97 %, a purity of >98 %, and a
total efficiency of 8.4 % are simultaneously obtained in these devices, thanks to the
improved nanofabrication process developed in this work. Several designs of near-
unity purity and indistinguishability sources have been realized on-chip. These include
special integrated circuits for resonantly exciting the quantum dots via nanophotonic
waveguides. Such an excitation scheme enables long-time operation without losing
alignment and offers the potential to scale up the number of sources integrated in the
same chip.

The main figures of merit to assess the quality of single-photon emission and
their characterization are discussed. The existing limitations are well understood:
for example the purity is mainly limited by the limited suppression of the excitation
laser background, while the photon distinguishability is due to the coupling of the
quantum dot with its host environment, leading to charge, spin, and phonon noise.
In gated devices, the charge noise and spin noise have been significantly suppressed,
and only the phonon noise is a fundamental limitation. We experimentally show
how indistinguishability changes as a function of temperature in a photonic crystal
waveguide and identify various mechanisms involved in the degradation of the emitters’
coherence. At 𝑇 < 10K, the dephasing is induced by the linear phonon coupling, while
above 10K, dephasing is dominated by acoustic phonon quadratic coupling enabling
virtual transitions in the quantum dot.

Optical propagation loss is still the most challenging aspect when considering the
total source efficiency. Waveguide loss becomes a serious issue when scaling to multiple
sources or larger photonic integrated circuits. In this work, the origin of optical loss in
gated nanophotonic waveguides as a function of temperature, wavelength, and external
voltage is discussed. We found that the electroabsorption due to the Franz-Keldish
effect, is the dominant loss mechanism. A strong surface electric field, induced by
Fermi-level pinning, leads to loss over 20 dB/mm at room temperature in un-passivated
samples. It is therefore necessary to reduce losses for scaling up further.

The thesis reports on the fabrication techniques developed towards building single-
photon sources with state-of-the-art properties. While further scaling in GaAs seems
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prohibitive due to optical loss, the sources and fabrication methods reported here could
be readily used for heterogeneous integration in other material platforms. The results
constitute an important step forward in building a fully-scalable photonic integrated
platform with applications in quantum computing and simulation.
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Sammenfatning

Kvantepunkter er lovende kandidater til at realisere meget enkeltfotonrene og kvan-
temekanisk uadskillelighed samt yderst effektive enkelt-foton kilder. For at udføre
kvantemekanisk informationsprocessering ved brug af enkelte fotoner, kræves hund-
redvis af identiske enkelte fotoner. Derfor er skalerbare og integrerede enkelt-foton
kilder en nødvendighed. I denne afhandling, er nye metoder til at designe og fabrikere
skalerbare nanofotoniske enheder med integrerede kvante-emittere blevet udviklet.
Disse enheder udviser fremragende egenskaber som enkelt-foton kilder, med højere
fabrikationsudbytte og hurtigere elektrisk responds.

Tæt på ideelle enkelt-foton kilder i plane nanostrukturer med små lokaliserede elek-
triske kontakter er blevet udviklet. Fotonisk krystal-bølgeledere er blevet brugt til at
skræddersy lys-stof-vekselvirkningen og opnå tæt på deterministisk drift over en bred
række af bølgelængder. En kvantemekanisk uadskillelighed over 97%, enkeltfotonren-
hed >98 % og en samlet effektivitet på 8.4 % er opnået samtidigt i disse enheder, takket
være den forbedrede nanofabrikationsproces udviklet i denne afhandling. Adskillige
design med tæt på perfekt enkeltfotonrenhed og kvantemekanisk uadskillelighed er
succesfuldt blevet realiseret on-chip. Disse inkluderer specielt integrerede kredsløb til
resonant excitation af kvantepunkterne gennem de nanofotoniske bølgeledere. Sådanne
excitationsmetoder muliggør langvarig manipulation uden at miste fin-justeringen
samt giver mulighed for potentiel opskalering af antallet af kilder integreret på samme
chip.

De primære parametre for at evaluere kvaliteten af enkelt-foton emissionen samt
dennes karakterisering er diskuteret. De eksisterende begrænsninger er forstået: for
eksempel er enkeltfotonrenheden hovedsageligt begrænset af undertrykkelsen af exci-
tationslaser baggrunden, mens foton adskilleligheden er tilstede på grund af koblingen
mellem kvantepunktet og det omkringliggende miljø, hvilket leder til ladnings-, spin-
og fonon støj. I enheder med elektriske kontakter, er ladnings- og spin støj tydeligt un-
dertrykt, mens kun fonon støj er en grundlæggende begrænsning. Vi har eksperimentalt
vist, at den kvantemekaniske uadskillelighed ændres som funktion af temperatur i en fo-
tonisk krystal-bølgeleder og identificeret adskillige af de mekanismer, der er involveret
i nedbrydningen af emitterens kohærens. Ved𝑇 < 10 K er dephasing fremkaldt af lineær
fonon kobling, mens dephasing ved temperature over 10 K er domineret af kvadratisk
akustiske fonon kobling, hvilket muliggør virtuelle overgange i kvantepunktet.

Optisk udbredelsestab er stadig det mest udfordrende aspekt, når det kommer til den
samlede kildes effektivitet. Bølgeleder-tab bliver et alvorligt problem, når der skaleres
til flere kilder eller til store fotonisk integrerede kredsløb. I denne afhandling diskuteres
oprindelsen af optisk tab i nanofotoniske bølgeledere med elektriske kontakter som en
funktion af temperatur, bølgelængde og ekstern spænding. Vi har fundet at elektroab-
sorptionen, grundet Franz-Keldish effekten, er den dominerende tabsmekanisme. Et
stærkt overflade elektrisk felt, induceret af Fermi-level pinning, fører til et tab på over
20 dB/mm ved stue temperatur i ikke-passiverede prøver. Det er derfor nødvendigt at
reducere mængden af tab for at skalere yderligere.
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Denne afhandling beskriver fabrikationsteknikker udviklet til at bygge enkelt-foton
kilder med state-of-the-art egenskaber. Mens videre skalering i GaAs kan virke begræn-
set grundet optisk tab, så kan drifts- og fabrikationsmetoderne beskrevet her anvendes
ligetil i andre heterogene materialer. Resultatet udgør et vigtigt skridt fremad mod at
bygge fuldt skalerbare fotonisk integrerede platforme med brede applikationsmulighe-
der i kvantecomputer og kvantesimulationsteknologien.
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Introduction to photonic qantum

technologies

Introducing the field of photonic quantum technologies and the relevant
theoretical background on self-assembled quantumdots coupled to nanophotonic
devices for the efficient generation of high-quality single photons.

The revolution of information technology has been accelerated by the advances in the
miniaturization of electronic circuits on silicon chips, which enable the computing
power to double roughly every two years (according toMoore’s law) since 1960s. During
the first two decades of the twenty-first century, as electronic devices are approaching
atomic dimensions, quantum effects started to emerge and pose limitations to Moore’s
law. A new paradigm is required if the revolution is to continue at anything like the
rate that was set in at end of last century. Accordingly, considerable efforts have been
devoted to address the challenges of designing and fabricating devices at the atomic
scale and making them work reliably according to the laws of quantum physics, a field
known broadly as quantum nanotechnology.

Recently, nanotechnology has made possible the realization of the first quantum
information processors, i.e. devices capable of manipulating quantum states. These
devices are expected to tackle computational tasks that go beyond the power of classical
computation. Therefore, novel scientific opportunities are brought up, attracting
an increasingly growing community of scientists and engineers to build quantum
computers.

In particular, photonic quantum technology is expected to play a big role in the field
of quantum information processing due to the natural advantage of single photons
as information carrier, possessing high speed and low decoherence. Moreover, it
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opens opportunities for distributing quantum states over long distances in the form
of single photons. A key element of photonic quantum technology is the possibility
to produce single photons on-demand with high quality. With the advent of modern
epitaxial growth techniques, such single-photon emitters can be reliably built using
semiconductor quantum dots (QDs) and directly embedded in a circuit, enabling the
development of integrated photonic quantum technologies.

In this introductory chapter, we will provide a brief overview of the field of quantum
information processing and to the state-of-the-art in quantum photonic integration.
Then, we will introduce the theoretical background of QDs and we discuss the physics
of light-matter interaction in photonic nanostructures, which is required throughout
the rest of this thesis. Finally, the thesis topics and objectives are given in 1.3.

1.1 �antum information processing

Combining two good things can sometimes create something even better, as in the
case of quantum information: the marriage of computing theory and quantum physics.
Quantum information is an interdisciplinary field that combines quantum mechanics,
computer science, information theory, and cryptography. In the late nineteenth cen-
tury, the mansion of classical physics was close to complete. However two dark clouds
appeared, namely electrons fall into the atomic nucleus and the existence of an ultravi-
olet catastrophe, which brought to a series of crises for the classical view of physics.
Early measurements of the atomic spectrum revealed that the energy levels inside an
atom are discrete. Later, with the advent of Schrödinger’s wave equation (1926), the
modern theory of quantum mechanics was created, which portrays a world that is
fundamentally probabilistic and describes the microscopic systems using probability
distributions..

Quantum mechanics provides a mathematical framework for the construction of
physical theories. Compared to classical systems, quantummechanics displays radically
different rules. The most famous is perhaps Heisenberg’s uncertainty principle, which
sets a fundamental limit to the simultaneous measurement accuracy of some physical
observables. For example, it is impossible to measure the position 𝑥 and the momentum
𝑝 of a particle simultaneously with absolute certainty. Instead, the product of the
uncertainties of the two observables exhibit a lower bound

𝜎x𝜎p > ℏ/2. (1.1)

Another difference between classical and quantum systems is the concept of superposi-
tion, which allows the state of particle to be in a superposition of several states. For
example, if a quantum object can be observed in two possible states, denoted |0〉 and
|1〉, its most generic state before observation can be written as

|𝜓 〉 = 𝛼 |0〉 + 𝛽 |1〉 , (1.2)

where 𝛼 and 𝛽 are two complex numbers. Upon measurement, the state is known to
“collapse” into one of the possible states, with probability |𝛼 |2 and |𝛽 |2, respectively,
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Figure 1.1: Representation of a quantum state |𝜓 〉 using the Bloch sphere. Two angles 𝜃 and 𝜙 define the
complex coefficients 𝛼 and 𝛽 of equation 1.2 in polar coordinates.

with |𝛼 |2 + |𝛽 |2 = 1. The state of equation 1.2 represents a quantum bit (or qubit, see Fig.
1.1), where the information encoded in the state is clearly much more than in a classical
binary digit (bit). The concept of superposition is incredible from the perspective
of the classical world, but its existence has been widely confirmed in microscopic
system. Most two-level systems (TLS) such as ions, atoms, electron spin, exhibit
superposition states and are therefore excellent candidates to implement stationary
(or “matter”) qubits. Photons as well can be used to realize “flying” qubits carrying
information in their degrees of freedom (spatial, temporal, or polarization). Yet, the
most unique phenomenon in quantum mechanics, is the entanglement between two or
more quantum objects. Quantum entanglement occurs whenever the state describing
multiple objects, can no longer be separated. An example of an entangled state between
two quantum systems 𝐴 and 𝐵 is given by

|𝜓A,B〉 =
1
√
2
( |0〉A |1〉B + |1〉A |0〉B) , (1.3)

which implies that the probability of the object 𝐴 or 𝐵 to be in state |0〉 or |1〉 is 50 %.
However, if the object 𝐴 is measured in the state |0〉, the object 𝐵 has to be in the state
|1〉, and vice versa, irrespective of how far𝐴 and 𝐵 are located. For this reason, quantum
entanglement is a unique resource, which is not limited by space and time. Creating
and manipulating entangled states and subsequently performing measurements is at
the core of quantum technologies and the idea that quantum computing is possible.

Quantum computing is the processing of quantum information using the principles
of superposition and entanglement developed in quantum mechanics. Any physical
apparatus exploiting the principles of quantum mechanics is, in a broad sense, a
quantum computer. Yet a more strict definition requires the quantum computer to
surpass the computing power of classical computers (i.e. show some speed up or
advantage) and solve problems that existing computers cannot solve. Some criteria
(known as Di Vincenzo’s criteria) have been developed to define a quantum computer
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in year 2000 [1]. It consists of seven conditions that an experimental setup must satisfy
to implement quantum algorithms and quantum computation. Among these, the first
and likely most important criterion requires a scalable physical system to work with
arbitrary number of qubits. To date, scalability is still the most critical issue for most
quantum systems.

Many quantum mechanical systems are being explored to achieve quantum com-
puting, like nuclear magnetic resonance (NMR), ion traps, quantum dots (QD)s, multi-
photon system, cavity quantum electrodynamic (QED) systems, solid-state electron and
nuclear spins, superconducting systems, topological quantum materials, etc. [2–10].
Every system displays its unique advantages and the future quantum computer will
likely involve several systems in a hybrid platform [11], likely distributed over distant
nodes [12].

In this thesis, I will focus on photonic quantum technologies, based on single
photons and quantum emitters, whose prominent feature is to enable long-distance
quantum communication, but has recently drawn attention as a platform for computing
and simulation [13, 14], with an ever-increasing interest from the industry [15] and
start-ups(1).

1.1.1 Photonic quantum technologies and integration

Photonic quantum technologies involve the generation, processing, and detection of
quantum light. Fig. 1.2 shows the components which are necessary to develop the full
potential of quantum photonics.

Figure 1.2: Schematics of the required functionalities for quantum photonics: a) Single-photon source (SPS),
b) Reconfigurable circuits for linear and c) Non-linear optical processing, d) Single-photon detectors and
counters. Courtesy of Dr. Jacques Carolan.

Single-photon sources

Single photon sources (SPS) are the most fundamental building block. SPS with high
purity, indistinguishability, and brightness are required to produce large number of

(1) https://psiquantum.com/
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photonic qubits in a scalable manner. These concepts will be illustrated in greater detail
in Chapter 4.

The two most widely used SPSs are, to date, based either on non-linear frequency
conversion or on the spontaneous emission of quantum emitters. The single photons
generated by non-linear frequency conversionmethods, such as spontaneous four-wave
mixing (SFWM) [16] and spontaneous parametric down conversion (SPDC) [17], exhibit
high purity and indistinguishability [18] but are fundamentally probabilistic (i.e. they
cannot be produced on-demand). Even though time [17] and spatial [19] multiplexing
techniques can be implemented to improve this issue, there is still a trade off between
source efficiency and indistinguishability, which makes scaling very challenging.

SPS based on solid-state emitters such as QDs provide instead a deterministic method
to generate photons. Arguably, the best performing QD based SPSs are obtained by
self-assembled InAs(Ga)As QDs. A series of near-optimal QD-based SPS [20–26] have
been achieved thanks to the highly-mature material growth and nano-fabrication
technologies, as well as the optical characterization techniques and the creative design
of novel nano-devices. However, it is challenging to create scalable multiple identical
SPSs using self-assembled QDs due to the inhomogeneous distribution of QDs sizes,
leading to different photon emission wavelengths.

One approach for producing multiple photons is to spatially de-multiplex the sin-
gle photons emitted by a single QD [27] with a reduced overall rate. Alternatively,
modifying the QDs environment using techniques such as Stark tuning [28], strain
tuning [29] and temperature tuning [30], could compensate for the inhomogeneous
distribution of QD emission and provide multiple identical SPSs from separated QDs.

Photonic integrated circuits and single-photon detectors

To perform quantum information processing, linear [31] and non-linear [32] photonic
circuits are required (cf. Fig. 1.2 b) and Fig. 1.2 c). These circuits provide a way to
interfere several indistinguishable photons for implementing quantum gates.

To read out the results of the quantum interference, detectors sensitive to single
photons (see Fig. 1.2 d)) are required. Single-photon detectors such as avalanche photo-
diodes (APD) and superconducting nanowire single photon detectors (SNSPD) [33] have
been developed with high detection efficiency, spectral range, signal to noise ratio and
capability to resolve photons number. Particularly, the recently demonstrated detector
fabricated on-chip using superconducting nanowires with impedance-matching taper
[34], suggests that full on-chip integration is feasible.

1.1.2 Architectures for photonic quantum information processing

Figure 1.3 a) shows a state-of-the-art free-space quantum photonic circuit, where
optical components such as mirrors, polarizers, beamsplitters, mounted on an optical
table are used to route and manipulate single photons. Impressive results have been
demonstrated [35] with such system, approaching quantum advantage using single
photons. Yet, to further scale up to hundreds or thousands of single photons, required for
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Figure 1.3: Architectures for photonic quantum information processing. a) Free-space photonic quantum
circuits [35], b) Schematic view of quantum photonic integrated circuit with scalable building blocks [36].

large-scale quantum information, it is necessary to miniaturize the various components
and integrate them within a single chip. On-chip integration is a promising approach
to realize the functionalities illustrated in Fig. 1.3 b), where several photonic building
blocks (sources, filters, switches, etc.) are integrated in a single chip with a footprint
size at a scale of a few millimeters. The individual building blocks have been already
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realized with excellent performance and offer good stability since they have been
realized on a robust solid-state platform. Moreover, the advances in the development
of fabrication techniques offer great potential for achieving the blueprint sketched in
Fig. 1.3 b) in a single material platform.

In this thesis, I investigated fabrication methods and novel designs to integrate and
interconnect several of these building block in the Gallium Arsenide (GaAs) material
platform. The choice of GaAs mostly stems from the availability of the deterministic
emitters (i.e. the QDs). Moreover, I focused primarily on the scalability of the SPS,
but the methods developed in this work are potentially applicable to other devices.
These fabrication methods are described in detail in Chapter 2. While the choice of
GaAs as a single platform could solve many issues due to scalability, it is also unlikely
that a full quantum computer or simulator can be built entirely in GaAs, mostly due
to limitations in the waveguide losses (see the analysis carried out in Chapter 6). As
mentioned earlier, a heterogeneous platform, using several photonic materials, could
offer a better platform to realize the circuit shown in Fig. 1.3 b). Nevertheless, the
fabrication methods and the SPS characterization developed in this thesis constitute a
starting point toward the development of hybrid photonic quantum technologies.

Here, we briefly mention recent achievements towards on-chip heterogeneous in-
tegration. 1) Wafer bonding, where self-assembled In(Ga)As QDs sources are bonded
to silicon nitride photonic circuits [37], has been realized using this approach, which
shows optimal device performance from each individual material, 2) Transfer print,
integration of QDs embedded in a GaAs cavity on a complementary -metal-oxide-
semiconductor(CMOS)-processed silicon chip [38] has been achieved by this process,
which provides a potential candidate for an on-chip single photon non-linear com-
ponent, 3) Pick and place, scalable integration of SNSPDs with silicon and aluminum
nitride waveguides has been demonstrated by this method [39], which enables on-chip
detection of quantum light efficiently.

1.1.3 Challenges for on-chip integration

Several outstanding challenges are encountered towards the integration of multiple
quantum devices within the same chip. These stem mostly from incompatibility be-
tween materials and fabrication processes. Some of these challenges are:

• The thermal mismatch of different building blocks in a single chip. Generally
the quantum single emitters and SNSPD require cryogenic operation, whereas
circuits such as those used for photon routing are based on thermo-optic and free-
carrier plasma dispersion effects, which are more suitable for room-temperature
operation.

• The optical losses due to the integration of different components. In addition
to mode and phase velocity mismatch between different materials causing light
scattering, the optical interconnects between room temperature circuits and
cryogenic detectors inevitably leads to propagation loss.
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• The technical limitations arising from nanofabrication. The intrinsic imperfection
of fabrication itself increase the non-uniformity of the devices in a wafer scale.
Moreover incompatible fabrication processing and added number of fabrication
steps due to different building blocks deteriorate the devices performance.

Yet, the realization of on-chip integration of quantum photonic circuits is substantially
valuable to perform quantum information tasks. In this thesis we concentrate on
self-assembled QDs based photonics quantum system, which is an excellent system for
developing solid qubits and flying qubits. The self-assembled QDs can achieve consid-
erably high quality benefiting from the mature molecular beam epitaxy technology.
The advances in techniques and equipment for the nano-fabrication enable to fabricate
nano-devices with high precision. The coupling of the self-assembled QDs with well-
designed nano-structures not only demonstrates a series of surprising quantum effects,
but allows the generation of single photons with the right specifications for quantum
computation.

1.2 Theoretical background

In this work, photonic devices are fabricated on a GaAs membrane with embedded
self-assembeld In(Ga)As QDs, for the generation of single photons. QDs consist of tiny
islands of tens of thousands of atoms forming a semiconductor heterostructure. Due to
their small size, the quantum confinement of electrons and holes in three dimensions
provides discrete energy levels. For this reason, QDs are usually considered as artificial
atoms, having optical properties similar to single atoms. Unlike single atoms, however,
such a solid-state platform can be readily embedded in photonic nanodevices. In the
following, we briefly outline the properties of In(Ga)As QDs, and the fundamentals of
light-matter interaction.

1.2.1 Growth and properties of self-assembled quantum dots

Quantum dots are grown using molecular beam epitaxy (MBE), which is an advanced
and important material growth technique [42]. All the samples used in this thesis have
been grown by Dr. Arne Ludwig and colleagues at University of Bochum, Germany.
MBE can achieve high quality material since it allows controlling the growth of complex
heterostructures with single atomic layer precision. The MBE process firstly evaporates
high purity solid As and Ga into a chamber prepared with ultra high vacuum creating
molecular beams directed towards a target, where a wafer substrate is mounted. The
atomic vapor reaches a wafer substrate and diffuses around the surface forming a
deposited single-atom layer until atoms reach energetically favorable locations [43].

Figure 1.4 a) sketches the layer structure of the typical heterostructure employed in
this thesis. It consists of a 180-nm-thick membrane forming a waveguide comprising
several layers of semiconductor materials deposited on top of each other. Different
solid precursors can be used during the growth, allowing the preparation of different
semiconductor compounds. Moreover, different elements can be introduced to the
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Figure 1.4: Semiconductor heterostructure and self-assembled QDs. a) Schematics of heterostructure mem-
brane grown by molecular beam epitaxy method, with embedded QDs (red dots). b) Top-view of a Scanning
Tunneling Microscope (STM) image of an uncapped InAs QD [40]. c) Atomic Force Microscope (AFM) image
of self-assembled InAs QDs [41].

chamber at the same time enabling to introduce the dopants such as Si (for n-type
doping of GaAs) and C (for p-type).

The self-assembled InAs QDs are grown in the middle of the GaAs membrane using
the Stranski-Krastanov (SK) [44] method. Generally, two mono-layers of InAs are
deposited on GaAs. The strain after 1.5 mono-layers, caused by the lattice mismatch
between InAs and GaAs, leads to the formation of islands. A two-dimensional InAs
layer, the so-called wetting layer (WL), is also formed below the QDs. A scanning
tunneling microscope (STM) image (Fig. 1.4 b)) shows the QD morphology form the top
view. The density and size of the QDs can be characterized by atomic force microscope
(AFM) scans as the one shown in Fig. 1.4 c). The height and diameter of the QD islands
are around 4–7 nm and 20–40 nm, respectively, which can not be deterministically
controlled because they are very sensitive to the growth parameters. Also the spatial
position and the geometry of QDs can not been controlled precisely since the residual
strain is a process that locally nucleates InAs islands at random positions of the surface.
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Figure 1.5: The electronic band diagram of an InAs QD embedded in a GaAs membrane, showing the energy
of the conduction band (CB) and the valance band (VB) as a function of position along the growth direction.
An optical pulse (green arrow) excites an electron (black) from the VB to CB and leaves a hole (white) in
the VB, forming an exciton which can emit a photon (red arrow). a) QDs with wetting layer(WL), the solid
arrows illustrates how carriers firstly couple to the WL and then relax in a QD. b) QDs without WL, the
carriers can directly reach QDs.

Optical transitions in a quantum dot

The bandgap of InAs (the QD material) and GaAs (the surrounding material) are 0.35 eV
and 1.42 eV, respectively and when aligned, they form a type-I heterojunction, which
acts as a quantumwell for both electrons and holes (see Fig. 1.5a). The three-dimensional
confinement of the QD creates discrete energy states, which is similar to single atom
possessing electronic orbitals, with different symmetries. The quantization occurs
along the growth direction 𝑧 because the confinement is stronger in this direction.
Upon optical excitation, an electron in the valance band (VB) (black circle) is promoted
to the conduction band (CB) leaving a vacancy (a hole) in the VB. Additionally, the
electron and hole in a QD are attracted by the Coulomb interaction and form a bound
state, called exciton. An above-band laser excitation transfers the carriers to the WL
layer and finally to the QD.

Several optical transitions are possible in a QD, depending whether they satisfy
certain selection rules. The lowest energy shell transitions between an electron in the
conduction band and a hole in the valence band are parity-allowed, since their Bloch
functions have opposite parity. Additionally, several spin combinations are possible for
electron and holes, leading to a further classification into bright and dark states. The
total angular momentum 𝐽 = 𝑆 + 𝐿 is employed to characterize the electronic states,
for which the growth direction 𝑧 is taken for the spin quantization. The spin of the
electrons and holes is 𝑆e/h = 1/2, while the orbital momentum 𝐿 depends on the specific
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valence band being considered. In most semiconductors, there are various valence
bands, classified according to their band curvature, and therefore effective masses. The
relevant valence band in QD is the so-called heavy-hole band, which is the most deeply
confined.

Electrons have a wavefunction with an 𝑠-like character leading 𝐿e = 0, while holes
show an 𝑝−like character giving 𝐿h = 1. The projected total momentum for electrons
and heavy-holes is 𝐽𝑧e = ±1/2 and 𝐽𝑧

hh
= ±3/2. There are four possible bound states

allowed from the recombination of an electron-hole pair 𝐽𝑧
e,h

= 𝐽𝑧e + 𝐽𝑧
h
. According the

optical selection rules [45], the allowed transition states are those where the change
in total angular momentum is Δ𝐽 = ±1, i.e. when electron and holes have opposite
spin. Fig. 1.6 a) shows the level structure for two different decay process of a neutral
exciton (i.e. a single electron and a single hole). The two energy levels are split in
energy due to the exchange interaction. This fine structure splitting results from the
lack of geometrical symmetry of the QDs. Similarly, two dark levels exists leading to
Δ𝐽 = ±2, which is optically forbidden.

Moreover, multiple electrons and holes in QDs can be recombined to form multiex-
citonic states displaying different optical properties than single neutral exciton. Trions
(two electrons and a hole or two holes and an electron) and biexcitons (two electrons
and two holes) are the simplest examples of the multiexcitonic states.

Optimization of the quantum dots

One widely-known drawback of the QDs grown by SK-mode is the unwanted WL
lying between QDs [46], which creates a continuum in energy very close to the QD
confinement states. There is an energy gap between the QDs electron and hole states
and theWL-continuum sates shown in Fig. 1.5 a). This gap can protect the QDs electrons
and holes from coupling to the WL, but the gap is not complete and can only protect to
a certain degree. Consequently, a low energy tail of the WL-continuum can extend to
the QDs bound states [47]. This results in negative effects on the optical performance
such as a broad absorption background [47] and phonon-exciton scattering [48]. Hence,
the QD performance can be radically improved if the WL states are absent.

In this thesis, the QDs have been grown using a modified SK protocol for the purpose
of removing the WL states. The InAs islands are capped with a single monolayer of
AlAs (0.3 nm) first, followed by a capping layer of GaAs as shown in Fig. 1.4 a) ,
where the solid black line on the top of the red islands denotes the AlAs layer. The
corresponding band diagram is sketched in Fig. 1.5 b).

Electrical control of quantum dots

The membrane structure shown in Fig. 1.4 a), consists of the bottom gate n-doped
GaAs with thickness of 40 nm, the intrinsic layer of i-GaAs and 𝐴𝑙0.3𝐺𝑎0.7𝐴𝑠 with the
total thickness of 104 nm, the top gate p-doped GaAs (30 nm thick) and the InAs QDs
without WL in the middle. The intrinsic layer in the middle reduces the total built-in
electric field in the junction and reduces the current across the diode. When applying
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an external bias to the diode structure, the electric field on the QDs can be controlled.
The relation between the applied voltage bias and the responding current in an ideal
case can be characterized using Shockley equation [49],

𝐼 = 𝐼0

[

exp( 𝑒𝑉
𝑘B𝑇

) − 1

]

, (1.4)

where 𝐼0 is the saturation current which depends on the doping density, 𝑘B is Boltzmann
constant, and 𝑇 is temperature.

Using doped layers to control the electric field provides several advantages compared
to undoped samples. The electrical control enables to tune the QDs emission energy
through the Stark tuning [28] by a few meV. This gives one more degree of freedom
to manipulate QDs. For example, it offers the possibility to tune the QDs emission
into resonance with another QD or with a cavity mode and therefore to compensate
the sample inhomogeneity or fabrication imperfections. But most importantly, the
electrical gates can minimize the charge noise on the QDs (arising from trap states in
defects), which is highly detrimental for the generation of indistinguishable photons
[50], by “sweeping” away all charges in the proximity of the QD.

1.2.2 Quantum dots as two-level quantum emitters

An exciton in a QD can be described well using a two-band model only including
heavy-hole valance and conduction band. As previously mentioned, the quantum
confinement and strain lift the energy degeneracy of light-hole and heave-hole in the
QDs and the transitions from the conduction band to the heavy-hole valence band
possess the lowest energy. Thus, it is a good approximation neglecting the light-hole
band [45]. In this model frame, the QDs size also shows energy level spacing larger
than the Coulomb energy. So the motion of carriers in the conduction band and valance
band can be considered independently and Coulomb effects included perturbatively
[45]. Employing two-level system (TLS) model for QDs as single quantum emitter is
very useful for investigating light-matter interaction and decay dynamics.

An optical pulse exciting the QD, triggers the transition from the ground state |𝑔〉
to the excited state |𝑒〉, and subsequently the TLS relaxes by spontaneous emission
of a single photon. The Hamiltonian used to describe the interaction of a TLS and a
light field consists of three components 𝐻S = 𝐻TLS + 𝐻F + 𝐻I, where 𝐻TLS and 𝐻F are
the free Hamiltonians of the TLS and light field, respectively, while 𝐻I is the light-
matter interaction Hamiltonian. The dimension of the self-assembled In(Ga)As QDs
is much smaller than their emission wavelength, which allows us to use the dipole
approximation and write the interaction Hamiltonian as:

𝐻I = −−→𝑑 · −→𝐸 , (1.5)

where
−→
𝑑 is the dipole moment operator and

−→
𝐸 is the electric field operator at the QD

position. Essentially, 𝐻I couples different states of the emitter, allowing transitions
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by emitting or absorbing a photon. The spontaneous decay rate Γ of a TLS can be
calculated by Fermi’s golden rule as

Γ =
2𝜋

ℏ2

∑︁

f

| 〈𝑓 |𝐻I |𝑖〉 |2𝛿 (𝜔f − 𝜔i), (1.6)

Here |𝑖〉 and |𝑓 〉 denote the initial and final state of the TLS and 𝛿 (𝜔f − 𝜔i) indicates
that the emitted photon frequency matches the separation of the two states.

From Fermi golden rule, it is possible [45] to derive an expression for Γ that depends
on the transition dipole |𝑑 |2 (a property of the emitter) and a quantity known as the
local density optical state (LDOS), which is a property of the surrounding optical
environment:

Γ(𝑟0, 𝜔0, 𝑑) =
𝜋𝜔0

ℏ𝜖0
|𝑑 |2𝜌LDOS (𝑟, 𝜔0,

−→𝑒d), (1.7)

where 𝑟0 is the emitter position, 𝜔0 is the emission frequency and −→𝑒d is a unit vector
defining the transition dipole orientation. The LDOS generally specifies interaction
strength of the local-light matter and gives the number of optical states at frequency 𝜔
per bandwidth and volume. The LDOS can be greatly enhanced or suppressed using
nanophotonic structures such as photonic crystals, which will be discussed in more
detail in 1.2.4.

1.2.3 Decay dynamics of quantum dots

Figure 1.6: QDs as single quantum emitter. a) Level diagram of neutral exciton which displays non-degenerate
excitation levels. b) Decay dynamics of a neutral exciton. The 𝑋 -polarized bright exciton |𝑋b 〉 can emit
a photon by radiatively decaying to the ground state, while the dark exciton |𝑋d 〉 decays to ground state
non-radiatively without emitting a photon. The coupling of |𝑋b 〉 and |𝑋d 〉 occurs through spin-flip process.
The fine structure splitting between |𝑋b 〉 and |𝑋d 〉 results from electron hole exchange interaction. The
various transition and decay rates are indicated as well (see main text for details).

In section 1.2.1 four possible transitions have been introduced. Optical selection rules
allow two transition states to decay by emitting a photon, which are the so-called
bright exciton sates. The other two are called dark excitons and can only decay non-
radiatively. Owing to the orbital symmetry of heavy holes Bloch functions, the two
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bright states are linearly polarized in the plane orthogonal to the growth direction. For
this reasons they are denoted as |𝑋b,d〉 and |𝑌b,d〉 depending on the dipole orientation.
The coupling between bright and dark states occur via a spin-flip [51, 52] process
schematically shown in Fig. 1.6 b), which only shows the case of the 𝑋 -dipole that
spin-flips between |𝑋b〉 and |𝑋d〉. Since the transition between |𝑋b,d〉 and |𝑌b,d〉 are
negligible, the two dipoles are decoupled. When the bright exciton couples to the dark
exciton via a spin-flip it decays without photon emission. This process leads to blinking
of the emission and it can reduce the overall quantum efficiency of the emission. The
dynamics of bright exciton decay reads as [53, 54]:

𝑃b (𝑡) = 𝐴f𝑒
−Γ𝑓 𝑡 +𝐴s𝑒

−Γs𝑡 , (1.8)

Γf = Γrad,b/2 + Γnrad,b + Γdb +
√︃

Γ
2
rad,b

/4 + Γ
2
db
, (1.9)

Γ𝑠 = Γrad,b/2 + Γnrad,b + Γdb −
√︃

Γ
2
rad,b

/4 + Γ
2
db
, (1.10)

which indicates the transition decays biexponentially, with a combination of fast and
slow decay where 𝐴f and 𝐴s are the corresponding decay rate amplitudes. Here, Γrad,b,
Γnrad,b and Γdb are the radiative decay rates of the bright exciton state, the non-radiatively
decay rate of the bright exciton state, and the bright to dark state spin flip rate. From
measurements, it is possible to extract the radiative, non-radiative and spin-flip rates
by fitting the equation 1.8. This allows to estimate the system quantum efficiency using
𝜂 =

Γrad
Γrad+Γnrad , i.e. the ratio between the radiative decay rate and the total decay rate

including the non-radiative processes.

Light-matter interaction

Figure 1.7: Interaction of a two-level system with a light field. The frequency of the light is 𝜔 and the
spontaneous emission frequency of the system is 𝜔0. The detuning between the laser and the system is
Δ = 𝜔0 −𝜔

.

We now consider the case shown in Fig. 1.7 where a two-level system with resonant
frequency𝜔0 interacts with a (near-) resonant light field at frequency𝜔 . The interaction
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Hamiltonian 𝐻I in the rotating wave approximation (RWA) is given by

𝐻I = − 〈𝑔 |−→𝑑 |𝑒〉 (𝐸 (−)
0 𝜎−𝑒

i𝜔t + 𝐸 (+)
0 𝜎+𝑒

−i𝜔t), (1.11)

=
ℏΩ

2
(𝜎−𝑒 i𝜔t + 𝜎+𝑒−i𝜔t), (1.12)

where we used the TLS transition operators 𝜎− = |𝑔〉 〈𝑒 | and 𝜎+ = |𝑒〉 〈𝑔 | between
ground and excited state and introduced the Rabi frequency Ω = 〈𝑔 |−→𝑑 |𝑒〉 𝐸 (+)

0 /ℎ.
The generic TLS state vector is in the form

|𝜓 (𝑡)〉 = 𝑐g (𝑡) |𝑔〉 + 𝑐e (𝑡) |𝑒〉 , (1.13)

where 𝑐g (𝑡) and 𝑐e (𝑡) are the time-dependent coefficients for the ground and excited
state, respectively, and they must obey |𝑐g (𝑡) |2 + |𝑐e (𝑡) |2 = 1 . In the interaction picture,
Schrödinger equation reads

𝑖ℏ
𝑑

𝑑𝑡
|𝜓 (𝑡)〉 = 𝐻I |𝜓 (𝑡)〉 . (1.14)

By substituting the interaction Hamiltonian, the time evolution of the coefficients 𝑐g (𝑡)
and 𝑐e (𝑡) can be expressed as

¤𝑐g = −𝑖Ω
2
𝑐e (𝑡), (1.15)

¤𝑐e = −𝑖𝜔0𝑐e −
𝑖Ω

2
𝑐g (𝑡), (1.16)

The solution for Equation 1.15 and 1.16 is given by

𝑐g (𝑡) = 𝑒 i∆t/2
[

𝑐𝑔 (0) cos(
1

2
Ω̃𝑡) − 𝑖

Ω̃

[

Δ𝑐g (0) + Ω𝑐𝑒 (0)
]

sin( 1
2
Ω̃𝑡)

]

, (1.17)

𝑐e (𝑡) = 𝑒 i∆t/2
[

𝑐e (0) cos(
1

2
Ω̃𝑡) + 𝑖

Ω̃

[

Δ𝑐e (0) + Ω𝑐g (0)
]

sin( 1
2
Ω̃𝑡)

]

, (1.18)

where we introduced the atom-laser detuning Δ = 𝜔0 −𝜔 and Ω̃ =

√
Ω2 + Δ2, which is

the effective Rabi frequency in the presence of detuning. If assume the system is in the
excited state initially, 𝑐g (0) = 0 and 𝑐e (0) = 1, the probability that the system is in state
|𝑒〉 is

𝑃e (𝑡) = |𝑐e (𝑡) |2 =
1

2

Ω
2

Ω̃2
(1 − cos Ω̃𝑡). (1.19)

If the laser is pulsed, Ω̃𝑡 becomes
∫ √︁

Ω(𝑡)2 + Δ2𝑑𝑡 . A single-photon source can be
therefore built by exciting the QD with resonant pulses, thus making Δ = 0 and
adjusting the pulse power so that

∫

Ω(𝑡)2𝑑𝑡 = 𝜋 . In this scenario all the population is
transferred from one state to the other. Such pulse is therefore called 𝜋 pulse.
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Figure 1.8: Steady-state reduced matrix of the excited state. a) 𝜌ee is calculated as a function of normalized
detuning Δ

Γ
at Ω = Γ for different Γdp. b) 𝜌ee is calculated as a function of normalized Rabi Frequency Ω

Γ

under resonant fluorescence Δ = 0 for different Γdp .

Besides the interaction with a driving field, the TLS also couples to a continuum
of optical modes (or reservoir) leading to spontaneous emission according to Fermi
golden rule. To take into account the coupling to the reservoir, it is necessary to use a
density matrix formalism and solve the master equation [55]. Density matrix of the
TLS is 𝜌 =

∑

i
𝑝i |𝜓i (𝑡)〉 〈𝜓i (𝑡) |, 𝑝𝑖 denotes the probability of a pure sate occurring. This

density matrix contains both information of the TLS and the light field, however we are
primarily concerned with the TLS. Thereby, we trace out the reservoir and the reduced
density matrix 𝜌A for the TLS is

𝜌𝐴 =

(

𝜌gg 𝜌ge
𝜌eg 𝜌ee

)

, (1.20)

where 𝜌gg = 𝑐
†
g𝑐g, 𝜌ge = 𝑐

†
g𝑐e, 𝜌gg = 1 − 𝜌ee and 𝜌eg = 𝜌†ge. We obtain the optical Bloch

equations for the system:

¤𝜌gg = 𝑖Ω(𝜌eg − 𝜌ge−) + Γ𝜌ee, (1.21)

¤𝜌ge = −(Γ2 + 𝑖Δ)𝜌ge + Ω(𝜌ee − 𝜌gg), (1.22)

¤𝜌eg = −(Γ2 + 𝑖Δ)𝜌eg − Ω(𝜌ee − 𝜌gg), (1.23)

¤𝜌ee = 𝑖Ω(𝜌eg − 𝜌ge−) − Γ𝜌𝑒𝑒 . (1.24)

Where Γ is the spontaneous decay rate, Γ2 = Γ/2 + Γdp is the total decay rate and Γdp

is the pure depahsing rate indicating the coherence of the system is lost due to fast



1.2. Theoretical background 19

interaction with environment. The steady-state solution of the TLS is

𝜌ee (𝑡 → ∞) = 2Γ2Ω2

Γ(Γ22 + Δ2 + 4(Γ2/Γ)Ω2)
, (1.25)

𝜌ge (𝑡 → ∞) = − Ω
2 (𝑖Γ2 + Δ

2)
Γ
2
2 + Δ2 + 4(Γ2/Γ)Ω2

. (1.26)

Figure. 1.8 a) shows the steady-state line-shape of the excited state population using
equation 1.25 with different values of dephasing. The full half-maximum linewidth
ΓFWHM is given by ΓFWHM = 2Γ2

√
𝑆 + 1, where we introduced the saturation parameter

𝑆 given by:

𝑆 =
Γ2Ω

2

Γ(Γ22 + Δ2)
, (1.27)

which is proportional to the excitation power.
In the low-power limit the linewidth is 2Γ2. In the absence of pure dephasing, the

linewidth is exactly Γ, which is the soc-called lifetime limited linewidth, indicating a
perfect emitter.

If we employ resonant fluorescence on the TLS using a continuous wave (CW) laser,
the excited state population as a function of 𝑆 is given by

𝜌ee =
1

2

𝑆

𝑆 + 1
, (1.28)

showing a saturation behavior to exactly 1/2 of the population. The 𝜌𝑒𝑒 saturation with
increasing the incident power is shown in Fig. 1.8 b).

Having developed the full dynamics of the TLS, it is possible to describe the light
emitted by the QDs and study their statistical properties. The most important feature
of single-photon is revealed by their second-order correlation function 𝑔 (2) (𝜏) which
is measured with a Hanbury Brown and Twiss (HBT) setup (see Chapter 3 and Chapter
4 for further details). The HBT setup consists of a 50/50 beam splitter which separates
the photons in two paths. Two detectors are placed at the output and their correlation
provides the measurement of 𝑔 (2) (𝜏) where 𝜏 is the time difference between two clicks.
A perfect single-photon source is anti-bunched, which means that the two detectors
never click simultaneously, hence 𝑔 (2) (0) = 0. The second order correlation function is
given by

𝑔 (2) (𝜏) =
〈

𝐸− (0)𝐸− (𝜏)𝐸† (𝜏)𝐸† (0)
〉

|
〈

𝐸− (0)𝐸† (0)
〉

|2
. (1.29)

Where 𝐸 is the electric field operator, full expression of the photon auto-correlation
function is given by [56]

𝑔 (2) (𝜏) = 1−𝑒−(3Γ2/4)𝜏 (cos
√︂

Ω2 − ( Γ2
4
)2𝜏+ 3

4

Γ2
√︃

Ω2 − ( Γ24 )2
sin

√︂

Ω2 − ( Γ2
4
)2𝜏). (1.30)
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Figure 1.9: 𝑔 (2) (𝜏) as a function of delay time Γ𝜏 for weak excitation (blue line) and strong excitation (red
line) respectively.

As shown in Fig. 1.9, g(2) (0)=0, and g(2) ( |𝜏 |) >0 as |𝜏 | increases. Therefore we get
𝑔 (2) ( |𝜏 |) >𝑔 (2) (0), which is a phenomenon known as photon anti-bunching. For weak
excitation, Ω ≪ Γ/4, g(2) ( |𝜏 |) increases monotonically from 0 to 1 with |𝜏 |, while for
the strong excitation, g(2) ( |𝜏 |) oscillates with |𝜏 |. The oscillating magnitude dampens
as |𝜏 | increases and g(2) ( |𝜏 |) reach unity when |𝜏 | → ∞. In this project, we only focus
on weak excitation regime. Chapter 4 provides further insight on the experimental
details for measuring 𝑔 (2) on photons emitted by QDs.

1.2.4 Photonic crystal waveguides

Coupling single QDs to nanostructures allows to create an efficient light-matter inter-
face by defining and tailoring the local density of optical states (LDOS) as indicated in
equation 1.7. Photonic crystal waveguides (PCW) offer a versatile tool for manipulating
the LDOS. A PCW enable to preferentially and efficiently couple the spontaneous
emission to a single guided mode while suppressing the coupling to radiation modes.
In addition, PCW has a wide bandwidth offering optical access to various QDs with
different size. Photonic crystals (PhCs) are nanostructures created by periodically
altering dielectric materials with different refractive index. Here the PhCs are obtained
by etching an array of air holes in the GaAs membrane (refractive index 𝑛 ≈ 3.5) as
shown in Fig. 1.10 a). Light propagating in the membrane (or slab waveguide) undergoes
multiple reflection due to Bragg scattering, resulting in forbidden optical frequency
bands. This leads to the formation of the photonic band gap in the PhC, in analogy to
the electronic band gaps in semiconductor [58].

Figure 1.10 b) shows the LDOS of a PhC (in green) as a function of frequency
compared to free-space (which scales as𝜔2). An ideal, infinitely long three-dimensional
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Figure 1.10: Photonic crystal waveguide (PCW). a) Top view Scanning Electron Microscope (SEM) image of a
planar PCW on a GaAs membrane, 𝑎 is the lattice constant and 𝑟 is the radius of the air holes. The single
photons emitted by QDs (blue triangle) coupled to the guided (red photons) and radiation continuum mode
(green photons) are shown schematically. b) Illustration of the density of optical states of photonic crystals
shown in a) circled in white. c) Band diagram of PCW, the gray blue region is the continuum of radiation
modes out of the membrane confinement, the membrane modes are shaded in yellow. The solid lines are the
three guided modes within the band gap, the fundamental mode is marked in red [57]

.

PhC, can virtually suppress the LDOS due to the absence of allowed optical modes.
Moreover, in the proximity of the bandgap a large LDOS is observed owing to the large
dispersion at the band edge.

Removing a row of holes from the perfect PhC lattice forms the waveguide shown
in Fig. 1.10 a). This defects introduces new allowed bands within the photonic band
gaps, corresponding to optically guided modes. The band structure of such a PCW
is given in Fig. 1.10 c), where the three solid lines indicate the allowed optical modes
in the photonic band gap. The lowest-energy mode is referred to as the fundamental
mode (with even symmetry) and it is marked in red in the figure. The corresponding
frequencies are dependent of the hole-to-hole spacing 𝑎 and hole radii 𝑟 and can be
calculated by numerical simulations. The group velocity 𝑣g =

𝑑𝑤
𝑑𝑘

of the guided modes
is the slope of the lines, which goes to zero when approaching the edge of the Brillouin
zone. Therefore the group index 𝑛g =

𝑐
𝑣g

diverges correspondingly, introducing a large

slow-down factor.
The strength of light-matter interaction of a QDs coupled to a fundamental mode

in a PCW can be quantified by the LDOS 𝜌LDOS (𝑟0, 𝜔0,
−→𝑒0). The LDOS is strongly

dependent on the position of the QD and the orientation of the transition dipole. The
orientation of the orthogonally polarized 𝑋 - and 𝑌 -dipoles in QDs are along the [110]
and [1-10] crystallographic axes of the GaAs substrate [59]. Interestingly, these are
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Figure 1.11: Numerical modeling of PCW, adapted from [57] a) Spatial dependence of the electric field
magnitude produced by a 𝑌 -dipole located in the center of the PCW. b) Spatial map of the Purcell factor
𝐹
wg
0 as a function of the QD position. c) Spatial map of the 𝛽 factor. The blue and green contours indicate
𝛽 = 0.96 and 𝛽 = 0.8, respectively.

also the cleaving axes of GaAs, so they are easily identified during processing. By
aligning the PCW along one of the GaAs crystallographic directions it is possible to
maximize the coupling to one of the dipoles to the mode electric field. In terms of the
emitter position, the best coupling is achieved for the emitter placed in the centre of
the PCW as shown in Fig. 1.10 a) (blue triangle). In this case, the 𝑌 -dipole couples to
the fundamental mode while the 𝑋 -dipole couples to the first order mode.

Numerical modeling is used to quantify the interaction of a QD coupled to a PCW
[57]. The excitation of the PCW mode by the 𝑌 -dipole is shown in Fig. 1.11 a) in the
case of high group index (𝑛g = 58). The light-matter enhancement is quantified by
the Purcell factor, which is the ratio of the radiative decay rate in the PCW Γwg to
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radiative decay rate in the homogeneous medium (or bulk) Γbulk. It can be expressed
for a transition dipole optimally aligned to the electric field and placed at the antinode
of the mode profile in a PCW as [45, 60]

𝐹p (𝜔) =
Γwg

Γbulk
=

(

3

4𝜋𝑛

𝜆2/𝑛2
𝑉eff/𝑎

)

𝑛g (𝜔). (1.31)

This equation indicates how the light-matter enhancement is realized in a PCW. A tight
confinement of the optical modes defined by effective mode volume (𝑉eff ) and a slow
𝑣g obtained in the strong dispersive PCW are required to achieve high Purcell enhance-
ment. High 𝐹p values are only achievable in a reduced area of the nanostructures as
shown in Fig. 1.11 b).

PCW enable near-deterministic light-matter interaction as QDs couple very effi-
ciently to the fundamental mode and negligibly to any other non-guided mode. This
efficiency is quantified by the 𝛽 factor, which is the fraction of the radiation coupled to
the PCW mode defined as

𝛽 =
Γwg

Γtot
=

Γwg

Γwg + Γ𝑛𝑔 + Γnrad
, (1.32)

where Γwg and Γng denote the decay rate in the waveguide and to non-guided modes,
and Γnrad is the non-radiative decay rate. Spatial maps of the 𝛽 factor are given in Fig.
1.11 c) as a function of the emitter position. The blue and green contour correspond
to 𝛽 = 0.96 and 𝛽 = 0.8. The color bar quantifies the amplitude of the 𝛽 factor which
is highly non-linear in a quite large spatial range. The dipole placed in the center of
the PCW within ±𝑎 can realize 𝛽 > 96% for experimentally achievable of 𝑛g = 58. This
indicates the significant robustness of the 𝛽 factor in regard to spectral and spatial
detuning in the PCW, and 𝛽 > 0.98 have been experimentally demonstrated [61].

1.3 Thesis objectives and structure

In this thesis, we present the work carried out as my PhD project, towards scaling
up quantum photonic technologies based on QDs in GaAs photonic integrated circuit.
While tremendous progress has been made in various material platforms, the develop-
ment of a fully integrated and scalable quantum photonic integrated circuit, comprising
single-photon sources, reconfigurable circuits, and detectors (illustrated in Fig. 1.2),
is still at its infancy. This thesis focuses mainly on novel fabrication approaches for
scaling SPS with individual electrical gates and addresses some of the outstanding
challenges in realizing “building blocks” that can be easily integrated and replicated in a
chip. Chapter 1 served as introduction for the entire thesis framework and highlighted
the basic theoretical foundations of QD-based SPS.

Chapter 2 presents the fabrication techniques utilized to produce the samples in this
project. We firstly introduce the processing methods such as metal contact deposition
and nano-structure patterning. A novel kind of SPS based on “local gated devices” are
developed. We also summarize the common problems and corresponding solutions
which occur during the sample processing.
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The SPS have been characterized extensively in this thesis. Chapter 3 describes
the cryogenic optical setups and the relevant measurement methods used for the
characterization of the devices. Chapter 4 reports the results of the characterization of
the SPS. The chapter illustrates the general principles used to assess the properties of a
SPS and reviews the state-of-the-art of high quality SPS realized with QDs on different
systems.

In Chapter 5, the various decoherence mechanisms consisting of charge noise, spin
noise and phonon in In (Ga)As QDs coupled to nano-devices system are presented. The
effect of phonons on the indistinguishability of photons emitted by QDs coupled PCW
is characterized experimentally.

Chapter 6 addresses the problem of waveguide loss in the GaAs platform. We
provide a full analysis of the loss mechanisms involved in single-mode waveguides. In
particular, the loss caused by the Franz-Keldysh electroabsorption in 𝑛-𝑖-𝑝 junctions
is measured experimentally and approaches towards the reduction of such losses are
discussed.

Scaling up to multiple devices that can be independently controlled (for example
integrating SPS and switches) has also been explored. While this is still an ongoing
activity, chapter 7 presents some preliminary results, provides an outlook of the future
work, and a conclusion to this work.
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Nano-fabrication of qantum photonic

devices

Description of the fabrication techniques of quantum nanophotonic devices
in GaAs membranes, with a focus on the newly developed localized gates for
QDs.

As presented in chapter 1, QDs coupled to nanostructures constitute a promising
platform for the generation of high quality single-photon sources (SPS). To achieve
this, a combination of high-quality MBE grown material and fabricated nanophotonic
structures with high yield is needed. Nano-fabrication techniques for quantum devices
have benefited from the advances of miniaturization of microelectronics and enable
today the realization of few nanometers-scale devices, making quantum experiment
on a chip possible. The devices implemented in this project are fabricated on a GaAs
heterostructure membrane with embedded self-assembled QDs. The layout of the layer
structure is shown in Fig. 1.4. As an example of the devices developed in this thesis,
Fig. 2.1 shows a scanning electron microscope (SEM) image of a photonic crystal cavity
(PCC) coupled to suspended nanophotonic waveguides. The PCC is surrounded by
shallow-etched trenches that electrically insulate it from the rest of the chip, and by a
metal contact deposited next to it. These so-called “local” contacts have been specifically
developed in this thesis and constitute the key to scale up the circuit elements.

In this chapter, an overview of the fabrication processes for quantum photonic
devices based on quantum dots in gallium arsenide (GaAs) is given and the main
challenges towards developing scalable circuit building blocks are addressed. Part of
the results in this chapter have been published in [62].
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Figure 2.1: Scanning electron microscope (SEM) image of a nanophotonic device with electrical contacts. It
consists of several components: metal contacts, photonic crystal cavities (PCC, shaded in purple), nanobeam
waveguides (NB, colored in red), and focusing shallow etched grating (SEG, shaded in blue). The entire
device is realized on an under-etched suspended GaAs membrane.

2.1 Nanofabrication methods

The complete fabrication procedure implemented in this project consists of three main
steps:

I. Definition of 𝑝-type and 𝑛-type metal contacts.

II. Etching of isolation trenches and gratings.

III. Nanostructure definition and membrane undercut.

The detailed fabrication recipe is provided in appendix A.2. Each of these steps com-
prises a series of standard nanofabrication techniques for pattern definition (lithogra-
phy), etching, or deposition, which are illustrated below.

2.1.1 Lithography

Lithography is a process which transfers designed patterns to a polymeric film called
resist. The resist is usually sensitive to either electrons or photons (or sometimes both),
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which, by interacting with the resist’s polymeric chains being exposed, change its
solubility in a chemical solution called developer. The chemical reactions during the
exposure can be of two kinds depending on the nature of the resist. If the chemical
bonds between the molecules break, it will make the exposed areas more soluble to the
developer, then this polymer is called positive resist. On the contrary, the exposure
generates new bonds between molecules (cross-linking) and the exposed areas will not
dissolve in the developer. This kind of the resist is called negative resist. According to
the nature of the exposure source, there are two types of lithography. One is photo-
lithography which uses light source, and the other is the electron beam lithography
(EBL), employing electrons. In this work, I used EBL exclusively, using a high-resolution
positive electron beam resist ZEP520A [63].

Figure 2.2: Electron beam lithography (EBL). a) Sketches the central part of EBL system. b) Proximity effect
caused by electron scattering in the substrate. Forward scattering (FS, orange line), back scattering (BS
purple line) and the low-energy secondary electrons (SE,black line with arrow), are shown. c) Shows an
example of applying proximity effect correction(PEC) on a nanodevice of photonic crystal waveguide for
exposure dose calculation. The color bar gives the ratio of the calculated dose to the clear dose.

The EBL enables to pattern features with resolution down to the few-nm scale. Fig.
2.2 a) sketches the main body cross-section of an EBL system. It is composed of a
column for accelerating the e-beam, beam blankers for tuning on/off the e-beam with
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high speed, a set of electromagnetic lenses for shaping the beam, an alignment coil for
calibrating the beam and correcting for astigmatism, and a beam deflector for steering
the beam on different regions of the substrate [64]. The beam accelerator defines the
electron energy (in keV) and thus determines the electron’s De Broglie wavelength
according to 𝜆 = ℏ/𝑝 , which is usually well below 1 Å. The beam focus system consists
of four electromagnetic lenses, which provide the same focusing mechanism as a
scanning electron microscope. The main difference is that the second and third lenses
are positioned after the focusing lens aiming at fixing the focal point on the fourth
lens. The advantage of the this design allows to write patterns over a range of several
hundreds of nanometers with high stability. Once the electron beam spot is focused
on the sample, exposure is performed using electrostatic deflectors to drive the beam
spots precisely on the intended sample position.

The final resolution and the smallest feature size is determined by the diameter of
the e-beam after focusing and by the interaction with the resist/substrate. A beam
diameter of few-nm is readily realizable in state-of-the-art EBL systems especially with
high-voltage acceleration. In this work, I used an Elionix ELS-F125 (1), which allows
reaching beam spots as small as 1.7 nm with 1 nA currents. The beam diameter is
therefore small enough to define the photonic nanostructures with high precision.

The main limitation in writing resolution stems from the interaction with the resist.
This is shown schematically in Fig. 2.2 b). When the incident electron beam hits
the resist, it undergoes multiple scattering events which deflect its initial trajectory
and “blur” the beam. In the resist, the beam is deflected with small angles (forward
scattering) due to the low-Z numbers of the chemical species in the resist (C, H, Cl).
However, in the substrate, Ga and As atoms cause additional back scattering and reflect
some of the electrons towards regions of the resist far from its incident position. The
secondary electrons produced in the process are the main contributions to the resist
exposure. The additional exposure caused by back-scattering is known to produce a
proximity effect, which broadens the effective exposure area in the resits leading to an
increase of the minimum feature size of the patterns.

In order to minimize the proximity effect, we apply proximity effect correction (PEC)
algorithm when calculating the dose to be assigned to each feature. The dose (units of
𝜇C/cm2) is the amount of electrons per unit area quantifying the energy transferred to
the resist. PEC is performed according to the beam point spread function (PSF), which
is commonly modeled using a double Gaussian model

𝑃 (𝑟 ) ≈ 1

𝜋 (1 + 𝜂) (
1

𝛼2
𝑒−(

𝑟
𝛼 )2 + 𝜂

𝛽2
𝑒
−( 𝑟𝛽 )2 ) (2.1)

In Eq.2.1, the first (second) term indicates the contribution of the forward (back) scat-
tering to the total energy. 𝛼 and 𝛽 are the corresponding interaction radii of the two
scattering processes. The coefficient 𝜂 is the ratio between the two parts. Commercial
software are developed to simulate the PSF for a variety of combination of resist and
substrates. In this project, Beamfox Proximity(2) is used to calibrate the exposure dose

(1) https://www.sts-elionix.com/product/els-f125/
(2) https://www.beamfox.dk/
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and the detailed description can be found in [65]. Fig. 2.2 c) displayed the dose distri-
bution after PEC using Beamfox for a nano-device with a feature size of ∼ 100 nm on
GaAs substrate coated with ZEP 520. For such a small structure, the exposure dose is
as large as > two times the clear dose and varies depending the surrounding features.
In this specific case, the 𝛼 , 𝛽 and 𝜂 are 0.014 𝜇m, 15.776 𝜇m, 0.7779, respectively.

Despite the high voltage (125 kV), which reduces the beam spot size (i.e., improve
the focus) and reduces the forward scattering [64], a PEC is required to expose large
patterns containing both small and large features. This ensures high quality and
reproducibility through multiple fabrication steps. Furthermore, the reproducibility
is improved by using a low-temperature (∼ −5 ◦C) development of the e-beam resist.
Low-temperature development improves the resolution of the e-beam resist and its
sensitivity making the developed patterns less rough and reducing the achievable
feature size [66].

Figure 2.3: a) Metal deposition chamber using electron beam evaporation. An electron beam hits the metal
source pocket mounted in the crucible (yellow cylinder) and vaporizes it under vacuum. The evaporated
metal (pink circles) deposits on the substrate where the sample is mounted. b) Schematic of the inductively
coupled plasma reactive ion etching ICP-RIE system. This figure adapted from [65]

.

2.1.2 Metal deposition

Electron beam evaporation is a kind of physical vapor deposition technique, shown
in Fig. 2.3 a), where a stream of electrons emitted from an electron gun are used
to melt and evaporate a metal in a vacuum chamber. Subsequently, the vaporized
metals deposit on a substrate and form a thin layer. In this system, the electron gun
is used to produce a beam of electrons, while the crucible contains all the materials
needed for evaporation in different pockets, which can be selected via an external
control. The e-beam current and postion is also controlled externally to gradually
and uniformly evaporate each specific target metal according to its melting point. By
selecting different pockets sequentially, arbitrary metal layer stacks are defined. The
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machine used in this project is a Polyteknik Flextura system (3) which enables fully
automated and programmable operation.

To define a metal pattern, a technique known as lift-off is used. First, a pattern
is defined by EBL using ZEP520 and developed. Then the sample is loaded in the
evaporator and a metal sequence is evaporated. The sample is left in a N-Methyl-2-
pyrrolidone (NMP) solution heated to 80 ◦C for approximately 10 minutes, during
which the resist is dissolved and lifts off the metal in the unwanted regions. Further
immersion in a gentle ultrasonic bath enables cleaning the surface from residues. In
this way, thin lines and arbitrary-shape metal contacts can be patterned on the sample.

The metal layers used to achieve ohmic behavior on 𝑝-type and 𝑛-type GaAs have
been developed in previous work [65]and consist of a Ni/Ge/Au stack for 𝑛-type GaAs
and Cr/Au for 𝑝-type GaAs. The 𝑛-type contact is fabricated first, as it requires rapid
thermal annealing (RTA) at 420 ◦C to form an alloyed ohmic contact. Moreover, the
𝑛-layer acts as a single ground plane for the entire chip. The 𝑝-type contact instead
does not require alloying, as the surface of membrane contains a high-doping layer
with a concentration exceeding 1019 cm−3, but it can be patterned to form isolated
𝑝-𝑖-𝑛 diodes. Here, Cr is preferred as adhesion material, which is also compatible with
hydrofluoric acid etching.

2.1.3 Dry etching

Dry etching is an etching process involving physical and chemical mechanisms, which
enables controlling the anisotropy of the etched profile. The etching occurs in a
reaction chamber with a gas plasma. In the physical process, the positive ions are
accelerated with high kinetic energy to bombard the sample surface. Part of the energy
is transferred to the sample surface atoms results in a sputtering process, which leads
to vertical and sharp etched features. Chemical interaction of the incident ions with
the substrate surface usually forms volatile products, which can be evacuated by the
vacuum system. Chemical etching selectively removes the material in an isotropic
manner.

In this work, an inductively coupled plasma (ICP) reactive ion etching (RIE) system
(Oxford Instruments PlasmaLab 100) is used to etch GaAs/AlGaAs membranes in two
different configurations depending on the required etching detph. The reaction chamber
is schematically shown in Fig. 2.3 b). The ICP-RIE system provides two independently
controlled radio-frequency RF sources, one required to strike the plasma and perform
the RIE process, and one controlling the coil for ICP. During operation, a voltage
difference is created between the bottom electrode where the sample is placed, and the
walls of the reaction chamber, enabling the accelation of chemical specimens towards
the sample. Without the ICP, the RIE process provides a well controllable etching
process, but the etching rate and anisotropy are compromised, especially in small
features below 500 nm. Enhancement of the etching rate and anistropy are possible
by adding the second power source of ICP power supply. The ICP process can largely

(3) http://www.polyteknik.com/products/industrial-pvd-systems/flextura-evaporator/
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increase the plasma density in the chamber to enhance the etching rate, while the
plasma energy can be on a low level for good selectivity.

GaAs can be etched in a mixed plasma of Cl2 and BCl3 gases diluted in argon at low
pressure ∼ 4.7 mTorr [67]. Both RIE and ICP-RIE are performed in this project. RIE
is used for shallow etching of features with depth ∼ 100 nm required for, e.g. etching
trenches and grating couplers. The nanostructures such as photonic crystals and
waveguides are instead etched by ICP-RIE, which ensures sharp and vertical etching. In
both cases, the desired pattern is first defined with EBL using ZEP520. Unfortunately,
the e-beam resist is not the most suitable mask material for dry ething, as it has
relatively poor selectivity. For ICP etching, a ZEP thickness of 550 nm is needed so
that the smallest features (holes with a radius of 55 nm) can be successfully etched
through the membrane. However, the plasma burns the surface of the photoresist
leaving non-volatile residues (commonly known as “crusts”) which are hard to remove
after fabrication. Using an intermediate hard mask (e.g. SiN or SiO2 thin film) would
alleviate such issue. However, the equipment for thin film deposition and etching of
hard masks was unfortunately not available throughout this project.

2.1.4 Wet Etching

Unlike dry etching, wet etching is typically isotropic leading to significant loss of the
critical dimensions. Thus it is not used to etch photonic nano-devices. However, the
nature of wet etching of high selectivity and high etching rate makes it attractive for
non-critical size etching like the membrane undercut. In this project, wet etching is
mainly used to underetch and release the membranes from the substrate and subsequent
cleaning of non-volatile products produced by dry etching. The undercut is performed
in a 5 % solution of hydrofluoric acid (HF), which attacks the AlGaAs layer below the
membrane but is completely selective to GaAs.

2.2 Scalable nanophotonic devices with electrical gates

The gates implemented in the 𝑝-𝑖-𝑛 heterostructure membranes offer the opportunity
to Stark-tune the emission frequency of QDs, and control the charge surroundings of
the QDs and thereby minimize the decoherence caused by charge noise. Especially
towards achieving the latter goal, which enables building indistinguishable single-
photon sources, it is crucial to fabricate high-quality devices with ideal diode behavior.
However, it is quite complicated to make such a high-quality gate because of the
defects of the material and imperfection of the fabrication. The quality of the metal
gates can be quantified by measuring the current-voltage (I-V) characteristics of the
diode. The presence of leakage currents or early turn-on behavior usually indicate a
malfunctioning device which will not result in coherent single-photon emission. While
the physical mechanisms that correlate the leakage currents in the membrane and QD
stability are not yet fully understood, experimental evidence suggests that leakage
currents add extra noise to the voltage gate. One possible explanation, is that leakage
occurs in bursts, as a local breakdown (e.g. avalanche process) that makes the voltage
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across the device fluctuate. Consequently, a Stark tuning noise is imposed on the QDs,
leading to spectral diffusion. Another common issue is the device area. The larger is
the 𝑝-𝑖-𝑛 diode area, the higher is the opportunity to include defects. Moreover, a large
area leads to a large diode capacitance, which slows-down the response time of the
gate.

This thesis addresses the above issues by devising a novel design with smaller
diode capacitance and an optimized fabrication method for creating local gates. The
fabrication problems can be classified into two categories. Firstly, both material defects
and fabrication imperfection have the potential to short circuit the 𝑝-doped layer
with the 𝑛-doped layer. Second, erosion effects, such as photochemical etching, can
produce trenches around the 𝑛-type contacts which can change the carrier density and
deteriorate the gates performance. Another important factor for high quality gate is
the selection of metal, which should have good conductivity, good adhesion and Ohmic
behavior. A series of optimized recipes that address the above issues are provided in
Appendix A.2.1.

In the following, the concept of “local” gates is introduced and the I-V curves are
compared to the previous generation of devices.

2.2.1 Characterization of local metal gates

Figure 2.4: Local metal gate designs. a) Optical microscopy image of previous devices consisting of a pair of
contacts and a large square device area. b) The optical microscopy of the devices realized in this work, where
individual devices with localized 𝑝-contact are connected in parallel. The devices are arranged in columns
and connected to a 𝑝-type bonding pad (small yellow squares in the bottom) and isolated by shallow-etched
trenches. All the 𝑛-type contacts are grounded. c) SEM image of a single device with 𝑝-type contact isolated
from the rest of chip by trenches.
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Figure 2.4 a) displays the layout of the square gates used in the past and commonly
found in the literature [68], on which the voltage bias applied across the 𝑝-𝑖-𝑛 diode
extends over an area of ASM = 2 × 2 mm2. Owing to its large capacitance, such devices
resulted in a response time in the millisecond time-scale, i.e. slower than the typical
charge-noise fluctuations. A new generation of QD gated samples (shown in Fig. 2.4 b)
and c) ) have been designed to improve the response time. Essentially, the proposed
design features metallic wires reaching the individual samples, thereby reducing the
resistivity of the diode (i.e. the sheet resistance). Additionally, the wires and the gated
devices are entirely isolated by shallow-etched trenches that isolate the 𝑝-doped layers
and enable addressing each device independently.

In practical experiments, multiple devices are connected in parallel and arranged in
a column layout (indicated with the letter C in Fig. 2.4b). Each column is connected to
a large square metal pad used for wire bonding to the experimental apparatus. While
this layout increases the device capacitance, it still significantly suppresses the sheet
resistance. The localized 𝑝-contact has an area of AMM = 29 × 13𝜇m2. Compared to the
old design, the new generation exhibits the remarkable advantage that the material
defects and fabrication imperfections are minimized, thereby improving the total yield.
Statistic data from our fabrication indicates the yield of the squared contacts was ∼ 50
% while the new sample can reach ∼ 80%.

Figure 2.5 a) show the cryogenic temperature I-V curve of the best-fabricated square
mesa (blue line), compared to the micro-mesa, and the leakage current is several orders
of magnitude larger. The I-V curves have been tested on various gates. As shown in
Fig. 2.4 b), the voltage bias in each single columns are independently controlled due to
the fact p-contacts are isolated using the trenches shown in Fig. 2.4 c). This offers the
potential to obtain scalable single photon sources using independently manipulated
stark tuning of different QDs into the same emission frequency. The corresponding
I-V curves at cryogenic temperature of the four columns are shown in Fig. 2.5 b). C1
and C3 exhibits an ideal diode I-V behavior. The current slightly fluctuates around 10
pA when the voltage bias is applied from -1 V to 1.4 V. However the leakage current
in C4 increases drastically when the voltage bias go beyond 0.8 V. C2 is an example
of unsuccessful gate. The voltage bias required to turn on the QDs embedded in the
membrane A.1 is around 1.2 V. C1, C3 and C2 gates enable to perform the neutral
exciton stark tuning perfectly, while C1 and C2 gates can even perform high level of
negatively-charged exciton states.

The response time of the diode is characterized by measuring the 𝑅𝐶 time constant,
𝜏RC ∝ 𝑅 𝜖𝐴

𝑑
, where 𝑑 is the distance between the 𝑝-doped and 𝑛-doped layer, which is

∼ 100 nm, 𝑅 is the total sheet and contact resistance, and 𝐴 is the area of the active
charge-tunable region. Compared to the square gates design, where every single device
has an effective gate area as large as ASM, the speed performance of the device with
localized gates is improved thanks to the isolation trenches which greatly reduces the
effective charge-tunable region.

To measure the 𝑅𝐶 constant, resonance fluorescence, discussed in detail in Chapter
3, is performed on a QD. The photons emitted by the QDs are used as a probe to
quantify the electrical switching time response to an applied voltage bias. The results
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Figure 2.5: Measured current - voltage (I-V) characteristic of the 𝑝-𝑖-𝑛 diode. a) A comparison of I-V curves
of the square mesa (blue line) with the micro mesa (red line) at cryogenic temperature T=1.6 K. b) I-V curves
from four independent mesas corresponding to the four independent gates in Fig. 2.4 b) labeled them as C1,
C2, C3, C4.

are shown in Fig. 2.6. The QD is resonantly excited by a continuous-wave laser, and
the gate voltage is sinusoidally modulated around the resonant voltage of the QD. A
bias-tee is used to combine the DC and AC voltage source. The DC source VDC is
the resonant voltage of the QD and it is offset by a sinusoidal AC source VAC with
a peak-to peak amplitude of 100 mV sketched in the inset of Fig. 2.6, which is far
larger than the QD linewidth. The modulation tunes the QD in and out resonance and
thereby modulates the intensity of the emission shown in Fig. 2.6. We measure the
time-averaged fluorescence intensity as a function of the AC source frequency. The
time-averaged QD emission intensity IQD (𝑓AC) reads as

𝐼QD (𝑓AC) = 𝐼0
∫ 𝐴(𝑓AC)

−A(fAC)
𝑆 (𝑉 −𝑉DC)𝑑𝑉 (2.2)
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Figure 2.6: Response time characterization of local gates. The blue data points are the average emission
intensity of the resonance fluorescence of a QD under AC modulation with frequency 𝑓AC. A clear threshold
at around 2 MHz, indicates the cut-off of the 𝑅𝐶 circuit formed by the diode and the contact resistance. The
fitting curve of the data is shown in orange and gives the 𝑅𝐶 time constant 𝜏RC = 0.4 𝜇s [62].

where A(𝑓(AC)=(VAC/2)exp[-2𝜋 𝑓AC𝜏RC], S(V-VDC) is the voltage response of the QD, I0
is the intensity under resonant excitation without voltage modulation.

This measurement is based on the attenuation of the emission intensity when tuning
the voltage applied on the QD. When the frequency is much larger than the response
time, the average intensity increases because the QD can not follow the AC source and
thereby emission intensity is saturated to the average voltage value. If the frequency is
close to the device 𝑅𝐶 response time, the intensity will exponentially increase until it
saturates.

The 𝑅𝐶 time constant 𝜏RC=0.4 𝜇s is obtained in this experiment, and the resistance
𝑅 is estimated from the I-V curve given in 2.5 a) (red line) by fitting the forward bias
section with equation. 1.4, is 7 kΩ. The effective charge-tunable area of an entire
column of devices in parallel in the current configuration is a bit less than 0.5×2 mm2.
However, if there is only a single device with a local contacted gate as shown in Fig.
2.4 c), the switching speed could be boosted to few ns scale.

2.3 Fabrication results

In the following, the results of the nanofabrication optimization and the remaining
challenges are reviewed.

2.3.1 Device yield and accuracy

Several designs of nano-devices, such as the nanobeam waveguide shown in Fig. 2.9
c), photonic crystal wavegudes (cf. Fig. 2.7 a), and dual mode waveguides for in-plane
resonant excitation (see Chapter 4) [69], have been tested and fabricated with near-
unity structural yield (i.e. without collapsing or damaged features). Moreover, the
localized QD gates show nearly ideal I-V behaviors with >90% yield, which suggests
that scaling to multiple devices in the chip is possible. To connect multiple devices with
nanophotonic waveguides, a method that allows trenching the 𝑝-layer on a waveguide
with low-loss has been devised. This is required as high-density currents can otherwise
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Figure 2.7: SEM images of the device produced using the optimized fabrication recipe. a) Device for on-chip
tuning of two QDs in a photonic crystal waveguide (PCW), with isolation trenches (solid purple line). b)
Detail of the photonic crystal region used for estimating the reproducibility of the hole radii. c) ’Butterfly’
trenches used to isolate two regions across a waveguide without optical loss. (Inset) Nonius pattern to
illustrate alignment accuracy below 20 nm achieved with EBL.

propagate on the waveguide surface when two devices are biased at different voltage.
As shown in Fig. 2.7 c), a shallow-etched ’butterfly’ trench is used to isolate the photonic
crystal diode from the rest of the circuit. The trench is shaped in such a way that the
light is adiabatically transferred to a thinner section of a membrane and then back.
This allows electrical isolation without optical loss. As this is fabricated in two EBL
steps, great alignment accuracy (below 20 nm) is required and routinely achieved (see
inset of Fig. 2.7c, where a nonius structure is used to measure the alignment error).

The high resolution of EBL and applied PEC on exposure dose, enables to produce
the nano-features with very high precision. The fabrication accuracy of two typical
devices measured on more than 10 devices are listed in table 2.3.1. It indicates that the
difference between design and measurement for the photonic crystals shown in Fig.
2.7 b) is < 6 nm, for nanobeam in Fig. 2.9 c) <8 nm, which indicates that nano-devices
with a feature size of ∼ 150 nm with high fabrication accuracy has been realized in our
soft-mask based nano-fab platform.

PCW – r (nm) NB – r (nm)
Design 135 140

Fabrication 137 – 141 145 – 148
Difference 2 – 6 5 – 8

Table 2.3.1 The hole radius (r) value of the designed, and fabricated devices of PCWs
and NBs, as well as the size differences between design and fabrication.
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2.3.2 Device uniformity and reproducibility

The device uniformity is mainly affected by variations in the resist thickness and
etching process from run to run. It can be quantified by optical characterization. For
the nano-features like photonic crystals and waveguides etched using ICP-RIE, the size
variation is mainly caused by the non-uniformity of the resist thickness. Transmission
measurements (see also Chapter 4.3) of PCWs with identical parameters in the same
chip and in different chips are shown in Fig. 2.8 a) and c) respectively. Fig. 2.8 a) shows
the cut-off wavelength of five PCWs with lattice constant 𝑎=240 nm and radius 𝑟=64
nm to be between 939.5 nm and 942.5 nm, so the maximum cut-off wavelength shift
from one device to another is ∼ 3 nm. Fig. 2.8 c) shows that the the cut-off wavelengths
of 947.4 nm and 950.9 nm for the PCWs with identical 𝑎=248 nm and 𝑟=70 nm but
produced in 2020 and 2018, again with a 3.5 nm shift, which is comparable to the shift
observed in the same chip, indicating a high reproducibility over time.

The focusing shallow-etched gratings (SEG) (Fig. 2.1) are etched by RIE and the end
point is controlled manually. In the same chip, the uniformity of the SEG is determined
by uniformity of the resit thickness. As displayed in Fig. 2.8 b), the transmission
profiles of five single mode NBs connected with pairs of SEGs fully overlap. This
enables reliable loss measurements within the same chip, using cut-back methods as
illustrated in Chapter 6. However, the SEG central peak shift can be as large as ∼ 20
nm from one chip to another as shown in Fig. 2.8 d). This is because of the etching
depth variations on different chips. The QD emission wavelength is typically around
930 nm at cryogenic temperature, so the central wavelength of SEG is also designed to
be 930 nm, corresponding to etching the grating grooves to a depth of 50 nm [70]. The
SEG depth of the chip processed in 2020 is ∼ 53.3 nm, while it is ∼ 74.6 nm for a chip
produced in 2018. This discrepancy leads to a central peak wavelength difference of
21.3 nm. As SEGs ultimately determine the collection efficiency of single photons from
the chip, their reproducibility is of utmost importance and further work is required
towards a more deterministic fabrication process.

2.3.3 Non-volatile residues and sample cleaning

As mentioned earlier, a long-standing issue in using a soft resist mask for ICP etching, is
the production of non-volatile compounds produced during ICP etching. These residues
are shown in Fig. 2.9 a). Their main effect is to increase surface and side-wall roughness
and therefore to cause more propagation loss and unwanted scattering. Moreover, the
residues make it impossible to perform any surface passivation, which could decrease
the surface states [71] and reduce absorption. Therefore, it is necessary to dissolve such
residues for further improving the devices performance. Several attempts have been
made to remove the residues. Using oxygen plasma instead of hot NMP to remove the
resist after ICP etching, still leads to a large amount of tiny residues on the surface as
shown in Fig. 2.9 b). On undoped wafers, the residues are typically removed using a
digital etch process, consisting of an immersion in concentrated hydrogen peroxide,
followed by de-oxidation. This process is however too aggressive for the doped chip as
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Figure 2.8: Optical device characterization to illustrate fabrication precision and uniformity. a) Transmission
profile of five PCWs with identical lattice constant (𝑎=240 nm) and radius (𝑟=64 nm). b) Transmission profile
of five pairs of shallow etched gratings connected by nanophotonic waveguides. c) Transmission profile of
two PCWs with identical lattice constant (𝑎=248 nm) and radius (𝑟=70 nm) produced over different years. d)
Same as c, but for SEGs fabricated in different years.

it leads to enlarged features as shown in Fig. 2.9 c), and to contact erosion. Moreover,
it is known to seriously erode the surface and side wall, likely producing more surface
states and deteriorating the devices performance. Fig. 2.9 d) reveals an increased
surface roughness when the SEM image is taken at an angle. Presently, there is no
known method to remove the residues efficiently in a doped sample and it is likely
that a hard mask method will be required in the future to further improve the sample
quality.

* * *
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Figure 2.9: High resolution SEM images reveal the defects occurring during the sample processing. a)
Example of photonic crystals with non-volatile residues due to ICP etching. b) GaAs surface after oxygen
plasma cleaning of the residues, showing permanent residues even after treatment. c) Feature degradation
and d) surface erosion after chemical etching of the residues in a H2O2 solution. While the residues are no
longer observed, the features appear enlarged and the roughness has visibly increased.

In conclusion, this chapter illustrated the nano-fabrication techniques for producing
quantum photonic circuits in GaAs membranes with embedded QDs. The new genera-
tion of localized QDs gates have been developed, which exhibit remarkable advantages
over the previous ones in terms of device yield, speed, and scalability. The main results
from the fabrication have been presented together with some outstanding challenges
which are yet to be addressed. Yet, with such devices, high-quality single-photon
sources have been developed and will be illustrated in the following chapters.
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Experimental methods

Describing the optical apparatus utilized to measure quantum nanophotonic
devices and the methods for quantum dot excitation.

3.1 Optical setups

The single-photon source (SPS) characterization setups require a cold (< 10K) and
stable sample chamber and free-space optics for coupling light in and out of the chip.
Additionally, low-noise electrical connections, which play an important role in the
generation of indistinguishable photons, are needed. An ideal setup decouples the
environment noise and minimizes the path loss. This section presents the two main
setups used in this thesis, and the optics required for excitation of QDs and collection
of single-photons.

3.1.1 Liquid helium flow cryostat

The helium flow cryostat uses circulating liquid helium to cool the sample, placed in a
vacuum sealed chamber, to ∼ 4K. It can be cooled down and stabilized in just a few
hours, which allows us to perform quick characterization on newly fabricated samples,
with the goal of assessing the sample quality. Prior to in-depth characterization of a
SPS, it is necessary to estimate the density of QDs, their spatial distribution, emission
spectrum, and a reference brightness.

Figure 3.1 schematically shows the configuration of the setup. There are several
possible excitation laser inputs (illustrated in the upper left corner of the figure): a
pulsed Ti: Sapph laser, Mira 900, or a pulse laser diode (PLD) are used to excite QDs.
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Figure 3.1: Schematic layout of the flow cryostat setup for device characterization.

The input power is controlled and stabilized by a homemade proportional-integral-
derivative (PID) controller. Alternatively, a super-continuum laser light (Super K, from
NKT Photonics) is used for transmission measurement and broadband characterization.

The two different light sources can be swapped using a flip-mounted mirror (FM).
The optical path marked by solid red lines indicates the optical input on the left side and
the output path on the right side. The excitation laser is coupled to fibers and guided
free-space through a half-wave plate 𝜆/2 , a polarized beam splitter (PBS), a 50:50 beam
splitter (BS) whose reflection port is aligned to a power meter (PM) to monitor the
input power in order. Then goes through an additional half-wave plate used to control
the polarization of the input laser. Light is subsequently coupled f to a microscope unit
(Olympus BXFM), shown with a black dashed line in Fig. 3.1, which allows us to switch
between white light and laser. Resorting an objective (NA 0.6), light is guided and
focused on the sample surface via a 10:90 beam splitter (BS) or a dichroic mirror (DM)
with a cutoff wavelength at 870nm. The microscope with a position controllable mirror,
which determines the emission light from the sample, is either sent to a charge-coupled
device (CCD) camera for imaging or to the collection path. The collection path includes
a half-wave plate used to control the light polarization for optimizing the collection
efficiency, PBS, and a lens to collimate light into a collection fiber. The output fiber is
then coupled to a spectrometer (Oxford Instruments).

The sample is glued to a printed circuit board (PCB) andmounted in the flow cryostat
chamber (Microstat HireS II, Oxford Instruments). Thermal contact to the sample is
established via a copper cold-finger. A voltage source (Keithley 2450) is used to apply
an electric field on the sample. The transfer tube illustrated on the right side of the
sample in Fig. 3.1, is used to deliver liquid helium to a heat exchanger close to the
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sample mount. The helium returning from the heat exchanger then cools the radiation
shield and flows out of the cryostat. A thermometer and heater are mounted on the
heat exchanger. These can be used together with a temperature controller to balance
the cryostat’s cooling power and control the temperature of the sample.

Measurements are usually done at 10K, which is cold enough for most of the ba-
sic QD characterization. In addition, the amount of helium needed to maintain a 4K
temperature is far more than what is required to keep it at 10K. The characterization
of single-photon sources has stringent requirements regarding setup stability, espe-
cially for the polarization filtering of the laser background resonant excitation. The
continuous flow of helium causes vibration and can lead to stage drift. Moreover,
owing to the price of the liquid helium and the considerable amount of helium needed
to maintain the cryostat cold, we need to warm up and cool down the sample every
day, which can potentially damage the sample. The emission frequency and relative
excitation position of QDs change from one cool down to another, adding too much
effort for characterization. Therefore, for advanced SPS characterization, a dedicated
closed-cycle cryostat system is used.

3.1.2 Attocube closed-cycle cryostat

After a pre-characterization of the newly fabricated samples, the promising candidates
are transferred to an attoDry 2100 closed-cycle cryostat for accurate characterization.
Apart from having a more stable and colder (1.6K) chamber, the cryostat features lower
environment noise. An optimized and robust characterization setup has been built and
it is shown in Fig. 3.2 for SPS characterization.

Figure 3.2: Schematical layout the attoDry 2100 cryostat and its characterization setup. Courtesy of Freja T.
Pedersen.
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Compared to the flow cryostat, where all the components are mounted on an optical
table to fit the cryostat configuration, here a 50 × 50 cm2 portable optical bread-
board integrates the excitation and collection optics in a small space. The input laser,
controlled via a PID setup, can be coupled to one of the two input fiber couplers that
collimate the beam to different spot size. One coupler is for fitting the back focal plane
of the objective aiming to achieve a diffraction-limited beam spot on the sample surface,
while the other one is used for mode matching to shallow etched gratings used to
couple the light in the sample. Then the two inputs are combined in a PBS to maximize
the throughput of both.

The excitation beam is sent through a 50:50 BS, where the reflected port is aligned to
a PM to monitor and stabilize the input power. A CCD camera is aligned on the other
side of the same BS for imaging. A set of motorized half-wave plate and quarter-wave
plate are used for precisely controlling the input beam polarization. This enables to
populate a typical QD exciton dipole or match grating coupler orientation. A 10:90 (R:T)
BS is used to guide the excitation laser to the cryostat. Since the BS is polarization and
wavelength sensitive, we performed a calibration scan of the incident polarization using
motorized waveplates and PID power control for correction at the specific wavelength.
The excitation beam goes through a low-temperature confocal microscope objective
which focuses it onto a spot on the sample surface.

The microscope is a 4𝑓 imaging systemwith focal length 𝑓 = 2.39mm and numerical
aperture 𝑁𝐴obj = 0.81. The light emitted from the sample is sent to the output path
through the same microscope used for focusing the excitation beam. Another set of
half-wave plates and quarter-wave plates are used to manipulate the polarization in the
output path, introduced after the 10:90 BS. The emitted light goes through a 50:50 BS
and PBS. The reflection port of the 50:50 BS is aligned to a white light source on a flip
mount with a diffusion lens to illuminate the sample. This configuration is applicable
because it allows white light imaging and laser output alignment simultaneously and
removing the white light when carrying out experiments. The PBS allows collecting
from two orthogonally-polarized device gratings simultaneously.

The cryostat consists of a central unit, a support unit, a helium gas storage vessel,
a scroll pump, and a compressor. The support unit contains the control electronics,
the pulse tube valve, and the pulse tube cooler buffer reservoirs. Fig. 3.3 sketches the
side view of the central unit, and the sample space is cooled by continuous gas flow
in a variable temperature insert (VTI), which allows controlling the temperature on
the sample position typically from 1.5K to 300K. An exchange gas should be applied
between the sample and VTI space for thermal contact. In the figure, I and II indicate
the connection to the cooling gas system, which contains a pulse tube, a gas storage
vessel, a dry sealed scroll pump, and a condense line.

When the cold head of pulse tube reaches its base temperature, helium gas is pumped
from the storage vessel into the condense line. The condense line is composed of a cold
trap at the 1𝑠𝑡 cold stage of the pulse tube and the 2𝑛𝑑 cold stage. Below the second
cold stage 4K, the condense line is connected to a small reservoir that plays a role as
a buffer for liquid helium. Helium gas passes the cold trap, cools down, condenses,
and accumulated in a liquid helium reservoir eventually. Under the action of gravity,
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Figure 3.3: Side view of the main unit of the attoDry 2100 cryostat. I and II is the connection point ports
to the gas-handling system. A set of valves on the top of the mainbody are employed for control over the
pressure inside.

liquid helium flows to VTI, evaporates, and cools down the VTI below 4K. Pumping
helium gas back to the condensing line through the sealed scroll pump thus provides a
closed-circle operation of the system and a stable base temperature below 2K at the
sample position.

The sample is mounted on a PCB as described in section 3.1.1 and placed on top of
three XYZ nano-positioner stages. A low-noise and high-resolution voltage source
made by Physics Basel is used here instead of a Keithley source meter. The output has
a 24-bit resolution, which allows adjusting the voltages with a step size of only 1.2 𝜇V .
The output voltage noise is below 1 𝜇V RMS, measured in a frequency range of 0.1 Hz
to 100 Hz.

3.1.3 Excitation laser

In this work, we employed two type of lasers for QD excitation, a continuous wave (CW)
diode laser, and a pulsed laser, to characterize QDs. The CW laser has a continuous
mode-hop-free tuning bandwidth > 50 nm centered at 940 nm and can be frequency-
locked using a wavemeter. It is used to perform resonant transmission (RT). The QD
resonant frequency and linewidth can be determined with high accuracy by RT, and
then, accordingly, resonant fluoresce (RF) can be performed. However, the emission
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time of the photons can not be controlled under CW excitation, which undermines
the indistinguishability of single photons. Pulsed excitation is therefore required for
RF. Here, an exciton is created by the laser pulse, which decays to the ground state by
emitting a photon. Ideally, a single photon is emitted at each pulse excitation.

The pulse laser has a transform-limited frequency bandwidth of ≈ 100 GHz. The
QDs transitions that we addressed are much narrower. Therefore the pulsed laser can
excite other unwanted transitions on high QD density samples. In addition to that, the
signal-to-noise ratio is also relevant to the bandwidth of the pulse. Therefore, using a
proper laser pulse bandwidth can benefit QDs excitation. Here we employed a volume
Bragg grating (VBG) as a narrow frequency filter with a ∼ 18 GHz bandwidth to reduce
the pulse bandwidth.

3.1.4 Filtering setup

To measure the indistinguishability of the emitted photons, it is crucial to suppress
the spectral contributions which do not come from the QD transition. Generally these
unwanted contributions arise from the laser background, a second dipole emission,
or from the phonon sideband. A filtering setup is employed to cut off part of these
unwanted spectral contributions taking advantage of the bandwidth mismatch between
the emitted photons and these unwanted contributions as illustrated in Fig. 3.4.

Figure 3.4: Sketch of the bandwidth of different systems involved in QD spectroscopy.

Grating filters and etalons are employed in this project, which can efficiently filter
the unwanted frequencies, thereby enhancing indistinguishability. The standard grating
filter works in the following way, the different frequency components of the 100 GHz
broad laser pulse are dispersed using a grating and reflected off the grating at slightly
different angles leading to spatial separation. Fig. 3.5 a) sketches the grating setup
employed in our characterization system. The laser goes through a polarization paddle
and then into a beam expander comprising a pair of lenses before it is sent to the
grating. The expanded beam size should roughly match the grating area, and the larger
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the beam diameter, the higher resolution between different frequency components.
A large focus lens is introduced to focus the dispersed beam down to a spot with
diffraction-limited size. Finally, the rejection of the unwanted frequency components is
realized when the collimated beam is coupled into a NAfiber = 0.13 fiber. For the grating
filter, the experimentally measured efficiency is ∼ 65 % limited by grating diffraction
efficiency. Moreover the quantum dots emission linewidth we addressed is around 500
MHz, and the bandwidth of the grating filter is measured ∼ 22 GHz shown in Fig. 3.4,
indicating that the grating filter can not efficiently filter unwanted spectra.

Figure 3.5: Sketch of the filtering setups for SPS characterization. a) The grating filter setup, b) The etalon
filter setup. Courtesy of Freja T. Pedersen.

Etalon filters are widely used for filtering QD emissions. Fig. 3.5 b) sketches the
etalon setup. It is a temperature-tunable Fabry-Perot filter made of Silica. The etalon is
oriented with an angle to adjust the spatial separation of the reflection and transmission.
The setup has an experimentally measured efficiency of around 85 %, which is limited
by the reflectivity at the end faces and losses in Silica. Compared to the grating filters,
etalon offers higher efficiency and smaller bandwidth (3.5 GHz), which is closer to the
linewidth of the QDs emission we addressed, and thus can filter the phonon sideband
efficiently.

3.1.5 Setup efficiency

The setup efficiency consists of the collection path efficiency and the detection efficiency.
In this work, the SPS efficiency is defined as the in-fiber efficiency. So the efficiency of
detectors is used to calibrate the efficiency and allow us to compare the SPS efficiency
across different setups.

Collection path efficiency

As shown in Fig. 3.2, the collection path contains several free-space optical elements,
including an objective, two lenses, the optical window of the cryostat, a beam splitter,
twowaveplates, a polarization beam splitter, and twomirrors. Each of these components
introduces loss. To estimate the collection losses, a CTL at a wavelength of 947 nm
has been shone free-space through each of these optical components to measure the
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transmission efficiency. The result is listed in table 3.1.5. The mirrors, waveplates,
and polarizers show very similar efficiency with variations lower than one percent.
Therefore, these components are listed together for simplicity. The loss of lenses and
entrance window is too small to be measured accurately and is therefore neglected here.
Single optical component refers collectively to mirrors, waveplates, and polarizers. The
total collection path efficiency is

𝜂collect−path = 𝜂obj𝜂opt𝜂BS𝜂opt
4𝜂PBS𝜂fiber = (41 ± 3)% (3.1)

Single optical component 𝜂opt 98±1%
Objective 𝜂obj 82±0.2

Beam Splitter 𝜂BS 95±2
Polarization Beam Splitter 𝜂PBS 98±0.5

Fiber Connector 𝜂fiber 59±2

Table 3.1.5 generalizes the efficiencies of every single element employed in the collection
path of Fig. 3.1.2.

Detector efficiency

All the detectors used in this thesis and the corresponding typical performance values
are listed in table 3.1.5. The resolution refers to the time jitter of the detectors. The
standard fiber-coupled avalanche photo-diodes (APD) provide low efficiency but it is
well calibrated, thus it allows to precisely estimate the photon counts and calibrate the
setup efficiency. The time resolution of APD is 450 ps, which limits some measurements
such as the decay of fast QDs. For faster detection, superconducting nanowire single-
photon detectors (SNSPD) are used, which offer a better timing resolution, higher
efficiency and more importantly very few dark counts. In this project two kinds of
SNSPD are employed: a general one (SNSPD) and a super fast one (Fast SNSPD). The
Fast SNSPD are typically employed for QDs with decay dynamics in the 50 ps range,
which require higher timing resolution detection system. In this case, only the Fast
SNSPD with optimized timing resolution can be used to perform the measurements.

Detector Efficiency at 940 𝑛𝑚 Resolution (FWHM) dark cts.
APD 30% 450 𝑝𝑠 ∼ 100𝐻𝑧
SNSPD 70% 200 𝑝𝑠 < 5𝐻𝑧

Fast SNSPD ∼ 50% 15 𝑝𝑠 < 10𝐻𝑧

3.2 �antum dot excitation schemes

As discussed in chapter 1 Fig. 1.5, the investigated QDs are self-assembled In(Ga)As.
Excitons in QDs can be formed by thermal, electrical, or optical excitation. In this work,
we utilize optical excitation methods since it provides, to date, the highest degree of
control and emission quality.
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The three-dimensional confinement in QDs produces discrete energy levels for
electrons and holes. Therefore, just like atoms, QDs only emit one photon at a time. To
emit photons, an electron from one of the confined energy levels (or electronic shell)
in the conduction band recombines with a hole from the valance band according to
optical selection rules. Depending on the energy at which excitons are created, one
can devise three corresponding optical excitation schemes, i.e., above-band excitation,
quasi-resonant excitation, and resonant fluorescence (RF).

3.2.1 Above-band excitation

Above-band excitation is the quickest method to measure the spectral distribution of
a QD sample. Fig. 3.6 a) sketches the process of how to create excitons with above-
band excitation. The excitation laser has higher energy than the bandgap of the GaAs.
Thus the electrons generated in the conduction band and the holes generated in the
valance band undergo relaxation simultaneously, and some of them are captured by the
QDs and then relax to the lowest unoccupied QD energy through phonon interaction
around a time scale of tens of ps. Due to the uniformity of QDs size in self-assembled
QDs and the different excitonic states, many transitions are possible, all with different
frequencies.

Figure 3.6 b) shows the spectrum of the QDs under above-band excitation, which
provides an estimate of the QDs density by looking at the emission lines per beam
spot area and spectrum range. The relaxation time spent from the generation of
electrons and holes to the creation of the exciton is typically much shorter than the
decay time of the exciton. The energy difference between the excitation light and the
emitted photons allows us to filter the laser background spectrally and thus only get
the single photon emission in the spectrum. However, the relaxation process leads
to larger dephasing, which deteriorates indistinguishability. Moreover, above-band
excitation can not selectively excite specific QD in a relatively high QD density area.
So the above-band excitation can not be employed to generate high indistinguishability
photons.

3.2.2 Quasi-resonant excitation

Compared to the above-band excitation, in the quasi-resonant excitation (or sometimes
called p-shell excitation) method, shown in Fig. 3.6 c), excitons are formed directly
in the QD. The laser light directly populates the electron in a higher QD electronic
shell of the conduction band and then decays to lower shells and recombines to emit
photons. This process suppresses phonon interactions and dramatically reduces the
relaxation time, providing a cleaner spectrum. The spectrum of the p-shell excitation
shown in Fig. 3.6 d) only has one prominent photon emission. We can get near-unity
purity single photons by p-shell excitation as spectral filtering can be employed, and
thereby, less background from other transitions is present. However, the short time
relaxation can still cause non-trivial dephasing, which affects indistinguishability.
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Figure 3.6: Quantum dot excitation schemes. Schematic of the process for creating excitons in QDs by a)
above-band excitation, b) p-shell excitation, c) resonant excitation. The corresponding spectra are shown in
b), d), f), measured on QDs in a photonic crystal waveguide.
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3.2.3 Resonance fluorescence

To generate highly indistinguishable single photons, a resonant excitation scheme must
be employed. Fig. 3.6 e) shows that the s-shell is driven directly with a resonant laser
which completely eliminates the time jitter. In this case, the residual dephasing is due
to the phonon-induced emission from the lattice vibration, which can be significantly
suppressed below 4K and filtered using the etalon. Additionally, applying an electric
field to the QDs suppresses charge noise in the vicinity of the QDs, thereby considerably
reducing any spectral diffusion.

The challenging aspect in RF is that the laser background, which has the same
frequency as the single photons, is much harder to suppress efficiently. In this thesis, a
cross-polarized configuration is employed to extinguish the excitation laser (the laser
and the collected light are cross-polarized from each other and spatially separated in
the chip). Using this method, a clean RF spectrum shown in Fig. 3.6 f), is observed. The
QD emission line (zero phonon line) and its phonon sideband are observed without an
etalon filter.

* * *
In this chapter, we introduced the two main cryogenic optical setups used for the single-
photon source characterization. The apparatus and the relevant elements comprising
the optical setups have been described in detail. Moreover, three standard excitation
schemes for QDs (above-band excitation, p-shell, and resonance fluorescence) have
been discussed. The experimental results are discussed in Chapter 4 and 5.
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Characterization of Single-Photon

Sources

Overview of the fundamental properties required for a single photon source,
and characterization of high quality single photon sources from planar
nanostructures.

The recent advances in photonic quantum technologies are strongly linked to the avail-
ability of near-ideal single-photon sources (SPSs). Quantum dot (QD) based SPS have
progressed tremendously in recent years, and are expected to play a key technological
role in the development of future quantum information devices. What defines a good
single-photon source? And how can we improve them further? This chapter outlines
the most important requirements and specifications that a modern solid-state SPS
should meet and review the state-of-the-art in the field. By applying the fabrication
techniques outlined in Chapter 2, the generation of high quality single photons in
planar nanostructures is demonstrated.

4.1 Reqirements for single-photon sources

An ideal SPS should deterministically and efficiently delivery only one photon at a time in
a well-defined polarization and spatial-temporal mode, and each of the single photons
must be completely identical. The following three essential properties are commonly
used to assess the quality of an SPS: purity, indistinguishability, and brightness. Fig.
4.1 schematically depicts how an ideal source differs from actual sources: a sequence
of input optical pulses should ideally trigger the emission of a train of perfectly in-
distinguishable single photons. In a real-life scenario, some photons are lost, or are
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distinguishable, or mix with other photons (from other QDs or from laser background).

Figure 4.1: Illustration of an ideal deterministic single-photon source (above) versus reality (below). Realis-
tically, some output single photons are lost on the way, as illustrated with missing photons. Further, two
photons events can exist, and finally, some photons could be non-ideal and distinguishable from the others,
presented with the orange photon.

4.1.1 Purity

A single-photon source is considered pure if every photon is emitted exactly one at a
time. If this is the case, every photon impinging on a 50/50 beam-splitter would either
be detected at one output port or the other, but never simultaneously. This experiment,
known as the Hanbury Brown and Twiss experiment1.2.3, provides a measurement of
the second-order intensity correlation function 𝑔 (2) (𝜏) given in Chapter 1.2.3 equation
1.29. The function gives the joint probability of detecting one photon at time 𝑡 and 𝑡 +𝜏 ,
only depends on the time-difference 𝜏 . At 𝜏 = 0 a pure single-photon source should
have 𝑔 (2) = 0. A photon wavepacket is expressed as [72]

|Ψ〉 =
∑︁

k,𝜖,c

𝑐k,𝜖 |𝑛〉k,𝜖 , (4.1)

where |𝑛〉k,𝜖 denotes a number state or Fock state having exactly n (𝑛 =
〈

𝛼†𝛼
〉

) pho-
tons. Each mode is a quantized harmonic oscillator with spatial frequency 𝑘 , defined
polarization 𝜖 . 𝑔 (2) (𝜏 = 0) for the Fock state is 1 − 1

𝑛
. Therefore 𝑔 (2) (0) = 0 only for

the superposition of single-photon state and vacuum state, while higher values are
expected for multi-photon states. For instance, coherent states have 𝑔 (2) (0) = 1, and
thermal states have 𝑔 (2) (0) = 2. The value of 𝑔 (2) (0) is therefore used to characterize
the purity of the SPS as it is inversely proportional to the probability of having two-
or higher photon states. A highly-pure single photon source is key to photonic quan-
tum technologies. For example, it increases the security of quantum communication
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[73] (protection against beam splitter attacks) and minimizes errors in quantum and
simulation and computation [74].

4.1.2 Indistinguishability

One of the most challenging aspects of photonic quantum information processing
is to achieve photon-photon interactions to implement multi-photon gates. Linear
optical quantum computing relies on quantum inference between two indistinguishable
photons. The indistinguishability indicates how identical the photons in a stream are
compared to each other in terms of frequency, temporal shape, and polarization. It
can be characterized by means of photon wavepacket overlap, which is measured
through Hong-Ou-Mandel (HOM) interference [75]. The experimental characterization
of indistinguishability is discussed in section 4.2.3.

4.1.3 Brightness

Brightness refers to the overall efficiency of the SPS, which includes the generation
efficiency (i.e., what fraction of input pulses is effectively converted in single photons
by the QD) and collection efficiency (i.e., what fraction of the emitted photons are
delivered to the optical mode of interest, whether it is a fiber, a waveguide, or the inputs
of a photonic integrated circuit). A deterministic SPS should deliver single photons
without vacuum components. However, it very challenging to avoid an optical loss
to the vacuum component. In the SPS community, there is no unified way to define
collection efficiency. Two main definitions are found in the literature, count rates on the
detector, or number of photons per second on first lens, which makes the comparison
of brightness from different sources not straightforward.

The lower efficiency of an SPS source, the poorer of scaling the system. In fact,
when scaling to N single photons with efficiency 𝜂, the overall system efficiency drops
proportionally with 𝜂𝑁 . Because of this, the low efficiency of SPS is one of the main
roadblocks to developing scalable quantum photonic technologies. QD-based sources
offer near-unity generation efficiency as they can be operated on-demand, so the true
challenge lies in the fabrication of ultra-low loss waveguides and devices to improve
the collection and boost the photon counts at the detector.

4.2 Experiments for meeting the above reqirements

4.2.1 Purity measurement

For a SPS generated from an ideal two-level system, the exciton radiative decay time is
on the order of the Rabi frequency, thus it is impossible to re-excite the emitter before
it decays to ground state. Naturally, there is no chance to observe concurrent emission
events at the same time for such a two-level system. This is the phenomenon known as
anti-bunching with the observation of 𝑔 (2) (𝜏 = 0) = 0. Fig. 4.2 a) sketches the Hanbury
Brown and Twiss (HBT) [76] setup used to measure the SPS purity. Single photons
emitted from a QD are sent to a 50:50 BS and detected at two outputs. The detectors
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outputs are connected to correlation electronics that measure the time delay between
coincidence detection events, that is, events where both detectors click.

Figure 4.2: a) Sketch of the setup to perform Hanbury Brown and Twiss (HBT) experiment. c) To perform
radiative decay rate measurement. b) Correlation histogram from HBT measurement for an ideal SPS under
pulsed laser excitation (solid line) and continuous wave excitation (dashed line). d) Decay rate curve for the
QD in the bulk GaAs membrane.

To describe the HBT experiment more in detail, we highlight the quantum mechani-
cal description of the beam splitter (cf. Fig. 4.3 a)). The figure illustrates the four modes
at the input and output of a BS with generic transmittances 𝑡 , 𝑡 ′ and reflectances 𝑟 , 𝑟 ′.
For a dielectric 50/50 BS the transformation matrix given by [77]

(

𝑎2
𝑎3

)

=
1
√
2

(

1 𝑖

𝑖 1

) (

𝑎0
𝑎1

)

, (4.2)

where 𝑎0 and 𝑎1 are the input modes and 𝑎2 and 𝑎3 are the output modes. The complex
coefficient in the transformation matrix indicates that a 𝜋/2 phase difference is typically
obtained between the transmitted and reflected beams. The output modes result in a
superposition of the two input modes. 𝑎†0 and 𝑎

†
1 denote the creation operator of input

fields, while 𝑎†2 and 𝑎
†
3 are the creation operators of output fields.

In the Schrödinger picture, any input state is transformed to an output by the BS
given

|Ψin〉
𝐵𝑆−−→ |Ψout〉 . (4.3)

A single photon impinging on mode 𝑎1 can be written as

|Ψin〉 = 𝑎†1 |0〉0 |0〉1 , (4.4)
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which leads to the output state

|Ψout〉 =
1
√
2
(𝑖 |1〉2 |0〉3 + |0〉2 |1〉3) , (4.5)

which indicates that each detector at each output yields a random result, 0 or 1, each
has a probability of 50 % at one time.

Figure 4.3: a)The quantum-mechanical description of a beam splitter with corresponding quantized optical
modes. b) Possible paths taken by two photons interfering in a beam splitter. For perfectly indistinguishable
photons, the probability amplitude of the events where both photons are transmitted or reflected cancels out
(in the bracket).

Figure 4.2 b) illustrates the ideal 𝑔 (2) (𝜏) histograms in the case of pulsed (solid line)
and continuous wave (dashed line) excitation. Under continuous wave (CW) excitation,
the excited state is populated continuously, leading to a dip at 𝜏 = 0. Experimentally, it
is not easy to resolve the dip as the signal is convoluted with the response function of
the detectors. A more precise measurement can be achieved under pulsed excitation,
where a single photon is generated on every pulse. Correlation peaks show up at times
corresponding to the laser repetition rate, and decays exponentially on two side with
a rate corresponding to the QD radiative decay rate. At 𝜏 = 0, the central peak is
suppressed, indicating that the photons are anti-bunched. The purity 𝑔 (2) (0) is defined
as the ratio of central peak area𝐴(0) over the neighboring peak area𝐴 (𝑔 (2) (0) = 𝐴(0)

𝐴
).

4.2.2 Lifetime measurement

Chapter 1.2.3 presents another important characterisatic of a two-level system, radiative
decay rate Γ, indicating how fast of an emitter relaxes from its excited state to its ground
state. The measurement of the emitters’ Γ is performed using the setup shown in Fig.
4.2 c), where the photon emitted from the QD is sent to the detector and registered in
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the counter with a trggered pulse. The corresponding correlation histogram, shown in
Fig. 4.2 d), measures the average time of arrival of photons from the time when the pulse
has been emitted. The curve shows a typical exponential decay due to spontaneous
emission. In our system, the lifetime of self-assembled QDs is typically ∼ 1 ns, while
the pulse width used to excite QDs is about tens of ps, in this way we can avoid double
excitation and hence that only one photon is emitted per excitation.

4.2.3 Indistinguishability measurement

As motivated in 4.1.2, the indistinguishability is crucial for quantum applications and
it is measured by the Hong, Ou, and Mandel (HOM) experiment [78]. In the HOM
configuration, the incident state is now

|Ψin〉 = |1〉0 |1〉1 = 𝑎†0𝑎
†
1 |0〉0 |0〉1 (4.6)

When interfering at the beam splitter, the output state will be

|Ψout〉 =
𝑖
√
2
(|2〉2 |0〉3 + |0〉2 |2〉3) (4.7)

indicating that the two photons will always emerge together such that the two detectors
will never register simultaneous counts. The reason for this outcome we can be
understood intuitively from Fig. 4.3 b) illustrating the four different events for the two
photon interference. The events where both photons are transmitted and reflected have
an amplitude that destructively interferes leading to zero probability of the outcome
that we have a photon in each detector. The absence of |1〉2 |1〉3 component indicate
these two events process are indistinguishable. On the other hand, for distinguishable
photons, simultaneous clicks at the detectors are possible. The layout of the HOM setup
used in this thesis to carry out the measurement is shown in Fig. 4.4 a), the emitted
single photons are interfered in a Mach-Zehnder interferometer. Firstly, the single
photons go through a rotatable half-wave plate before entering a 50:50 BS, splitting the
signal into two arms. This configuration allows tuning the splitting ratio accurately
so that the signal intensity of the two arms is equal. A delay fiber in the lower arm is
employed to produce a time delay of 𝜏rep with respect to the upper arm. The delay time
𝜏rep corresponds to the repetition rate of the excitation laser. When the first emitted
photon is reflected and travels along the lower arm, and the following emitted photon
is transmitted and travels along the upper arm, the two photons will arrive at the FBS
simultaneously.

The rotating half-wave plate in the upper arm is introduced to change the polar-
ization of the photons with respect to the polarization of the photon entering into
the lower arm. It allows to map out the interference visibility fringes as a function
of the waveplate angle, thereby accurately measuring the interferometer visibility in
co-polarization and cross-polarization. A polarization paddle is used to ensure the
co-polarization at the FBS to achieve maximum interference. After interference on the
FBS, the signal is sent into detectors and time correlated in the same manner as the
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Figure 4.4: HOM visibility measurement. a) Sketches of the HOM interferometer. Single photons are
split by a 50:50 beam splitter (BS), guided into two arms, and subsequently interfered in a fiber beam
splitter(FBS). The half-wave plate placed before the BS is used to balance the photon counts at the two
arms. The half-wave plate (called rotating waveplate) in the upper arm allows swapping between co-and
cross-polarized configurations. b) The corresponding correlation histograms for different configurations. The
red curve corresponds to the cross-polarized configuration that the two photons are orthogonally polarized.
Thus, they are distinguishable. The blue curve and green curve gives the co-polarization configuration of
completely indistinguishable single photons (𝛾dp = 0) and partially indistinguishable single photons due to
pure dephasing 𝛾dp, respectively.

HBT measurement. If one detector measures a photon at time 𝑡 and the other detector
detect another at time 𝑡 +𝜏 , they create a coincident event. For the time delay 𝜏 = 0, the
probability of detecting coincident events is zero indicating the photons are completely
indistinguishable. Vice versa, if the two photons are distinguishable, they can exit the
beam splitter through different ports, and zero-time delay coincidences can be detected.

By applying the quantum regression theorem and solving optical Bloch equations
discussed 1.2.3 equation 1.30, allowing deriving an expression for the HOM correlation
[79] as a function of the emitter lifetime Γ and pure dephasing rate Γdp

𝐺 (2) (𝜏) = 1

4Γ
𝑒−Γ |𝜏 | (1 − 𝑒−2Γdp |𝜏 |). (4.8)

In the co-polarization configuration, if the two incoming photons interfering on the
FBS are perfectly identical (Γdp = 0), the correlation histogram in the form of Fig. 4.4 b)
(dashed blue line). In an experimental case, i.e.,Γdp ∼ 0.15Γ , a visible pure dephasing
dip is shown in Fig. 4.4 b) with green solid line. In the cross-polarization configuration,
the two incident photons are fully distinguishable, corresponding to the solid red curve
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in Fig. 4.4 b). The indistinguishability is quantified by the visibility in this configuration
as measured raw HOM visibility given

𝑉raw =
𝐴⊥ −𝐴 ‖
𝐴⊥

, (4.9)

where𝐴⊥ and𝐴 ‖ are the area under central peaks at 𝜏 = 0 for co-polarization and cross-
polarization, respectively. In terms of pure dephasing rate, the Vraw can be expressed
as [79]

𝑉raw =
𝛾

𝛾 + 2𝛾dp
. (4.10)

Before each measurement, the HOM setup is calibrated by adjusting the polarization
difference and the signal intensity of the two arms. This is done by sending a CW laser
through the setup, while one of the output ports from the FBS is sent to an oscilloscope.
A piezoelectric mirror is introduced (cf. Fig. 4.4) to modulate the path length in a
controlled way. The oscilloscope displays the intensity of classical interference fringes
of the setup by adjusting the fiber paddles precisely. Thus the polarization overlap of the
two arms is maximized. By setting the oscilloscope to DC mode, we can modulate the
signal intensity at the two arms and balance the splitting ratio by tuning the half-wave
plate placed before the first BS. As the interferometer is very sensitive to polarization
drifts, we stabilize all the fiber elements properly and tape them to the optical table,
ensuring mechanical stability. Thus we can perform robust measurement without
introducing any phase shift.

The visibility 𝑉raw obtained from the HOM measurement is limited by imperfec-
tions of the interferometer and by single photons purity. The imperfection of the
interferometer stems from non-perfect 50:50 splitting ratio and from unbalanced arms,
producing a limited contrast of the classical interference visibility (1 − 𝜖). Moreover,
if the SPS purity 𝑔 (2) (0) is not zero, typically due to scattering from the excitation
laser background, the HOM visibility is further reduced. Imperfections will affect the
coincidences of the central peak in the following way [80]

𝐴(𝑉 ) =
(

𝑅3𝑇 + 𝑅𝑇 3)
[

1 + 2𝑔 (0) (0)
]

− 2(1 − 𝜖)2𝑅2𝑇 2𝑉 , (4.11)

where 𝑅 and 𝑇 are the reflectivity and transmission of the BS and 𝑉 is the intrinsic
visibility of the source. For an ideal source of indistinguishable single photons, this
allows us to write the ideal source visibility base on equation 4.9 as

𝑉ideal =
2𝑅𝑇 (1 − 𝜖)2

(𝑅2 +𝑇 2)
[

1 + 2𝑔 (0) (0)
] (4.12)

The ideal visibility is utilized to normalize, and correct the measured raw visibility,
thus we can derive the expression for the intrinsic visibility

𝑉 =
𝑉raw

𝑉ideal
=

(𝑅2 +𝑇 2)
[

1 + 2𝑔 (0) (0)
]

2𝑅𝑇 (1 − 𝜖)2
𝑉raw (4.13)
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The intrinsic visibility allows to compare the indistinguishability across different HOM
experiment setups.

In this thesis, all the HOM visibity measurements were carried out in the same
setup, the parameters and corresponding methods are implemented to correct raw
HOM visibility as shown in table 4.2.3, where CTL denotes the continuously tunable
laser. The correction column indicates how much of the corresponding parameters
contributed to the corrected visibility value.

Parameter Value Correction Measurement Method
R 0.476 0.5 % Resonant transmission with CTL
T 0.524 0.5 % Resonant transmission with CTL

(1-𝜖) 0.998 0.4 % Fringe contrast measurement with CTL

Table 4.2.3 lists the parameters for HOM visibility correction.

4.3 Single photon source efficiency

In section 4.1.3, we discussed how challenging it is to achieve highly efficient SPS for
quantum information. To characterize the efficiency, all the losses that single photons
experience along the propagation path should be carefully measured. In Chapter 3, we
performed a detailed analysis of losses in the Attocube closed-cycle cryostat section
3.1.2, which collectively introduces (41±3) % loss including fiber. In the following, we
discuss the single-photon generation efficiency and derive the total efficiency and
brightness of our source. The whole characterization has been carried out using the
continuous-wavelength laser (CTL) operating at 947 nm, i.e. close to the QD emission
wavelength.

4.3.1 Single-photon generation efficiency

The single-photon generation efficiency consists of the QD source efficiency and the
chip to fiber efficiency.

QDs source efficiency

The intrinsic efficiency of the QD source is determined by the single photon coupling
efficiency, residual minor coupling to other states and the phonon decoherence. We
operated the QDs at a specific gate voltage to populate a neutral exciton 𝑋 0. 𝑋 0 has
two bright states corresponding to dipoles with orthogonal linear polarizations due
to the fine structure splitting. The QD location in photonic crystal waveguide (PCW)
determines the coupling efficiency of the dipoles, given by 𝛽 factor introduced in
chapter 1.2.4.

The dipole that couples best to the fundamental PCWmode can be selectively excited
by optimizing the excitation laser polarization. However, complex scattering of the
excitation beam due to the nanostructure, it can result in imperfect extinction, which
deteriorates the purity. Therefore, the excitation polarization is optimized to achieve



62 Chapter 4. Characterization of Single-Photon Sources

the maximum ratio of the single photons emission intensity over the excitation laser
background. This leads unavoidably to simultaneous excitation of two dipoles. We
label the preferred dipole excitation probability as 𝜂Y (𝑌 represents the polarization axis
of the electric field mode in the PCW). The radiative decay probability for an exciton is
𝜂rad < 1 due to the blinking induced by the dark exciton (cf. section 1.2.3). The phonon

Figure 4.5: The emission spectra of the QD under resonant fluorescence. The blue curve is the Gaussian fit
of the emission in the phonon side band.

sideband has to be filtered for the realization of high indistinguishability. As shown in
Fig. 4.5, the fraction of light (𝜂zpl) emitted in the zero phonon line is estimated ∼ 95%
by Gaussian model. Thus, the intrinsic QD efficiency is given by

𝜂QDs = 𝛽𝜂Y𝜂rad𝜂zpl . (4.14)

Chip-to-fiber coupling efficiency

The emitted photons from the QDs couple into the waveguide and propagate to the
shallow etched grating (SEG), which diffracts the photons off-chip in a direction quasi-
orthogonal to the chip. Subsequently, photons are collected by the objective and coupled
into the output fiber as shown in Fig. 4.6. The designed far-field of the grating scattered
mode matches a Gaussian profile with a low numerical aperture of 𝑁𝐴seg ≈ 0.21 and
0.16 along two orthogonal axes [70]. Thus the beam is slightly elliptical. The SEG
efficiency (𝜂seg) is defined as the fraction of light diffracted by the SEG out-coupling and
measured by the method given in ref [70]. The deviation of the measured 𝜂seg in this
work compared to the literature is due to fabrication imperfection. In order to maximize
the collection, the focal length of the collimation lens should be carefully chosen to
match the SEG mode perfectly. In addition, we should also include the propagation loss
𝜂g characterized in Chapter 6, so the total chip to fiber efficiency 𝜂cf can be written as

𝜂cf = 𝜂g𝜂seg (4.15)
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Figure 4.6: Illustration of the photon collection using shallow-etched gratings and an objective.

Total efficiency

We conclude by summarizing the total efficiency of the SPS (see details in table 4.3.1).

𝜂total = 𝜂Source𝜂Collection (4.16)

component efficiency
Source 𝛽 > 90%

𝜂Y > 94%
Zero photon line 𝜂zpl > 95%
Radiative emission 𝜂rad > 97%

chip to SEG 𝜂cseg 40%–60%
on-chip propagation 𝜂p > 95%

Collection Directionality 50%–100%
Collection path 𝜂collect−path (41 ± 3)%

Etalon filter 𝜂etalon 78% − 87%

Table 4.3.1 gives the details of the elements efficiency relevant to a SPS.

Regarding collection efficiency, which consists of collection path efficiency described
in section 3.1.5, Etalon filter efficiency presented insection 3.1.4, and directionality
efficiency typically for our specific planar devices described in this article [25].

A comprehensive losses characterization has been done on this setup, which helps us
understanding where the losses arise from, and therefore help to improve the maximum
collection efficiency. Specifically, in terms of the source efficiency, 𝛽 in a PCW is a
function of lattice constant and radius as well as the QDs spatial position as described
in chapter 1. Near-unity 𝛽 can be routinely achieved in our system.
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The chip-to-fiber coupling efficiency 𝜂cf is very sensitive to the fabrication imper-
fections as discussed in 2.3.2. When the QD emission wavelength matches the central
transmission peak of SEGs, 𝜂cf can reach >60 % [70]. Potentially, this value can be
boosted to > 80% with the introduction of an additional distributed Bragg reflection
(DBR) mirror below the membrane. Additionally, the waveguide propagation efficiency
𝜂p, limited by surface roughness as described in section 2.3.3 and by the Franz-Keldish
effect which will be discussed in chapter 6, should be taken into account when waveg-
uides are longer than 100 𝜇m. Waveguide losses exceeding 7 dB/mm, mostly limited by
roughness, are routinely observed. However these losses can be neglected for short
waveguides.

4.4 Results of single-photon source characterization

In the following, the results from the characterization of a SPS, fabricated with localized
gates as described in Chapter 2, are reported. A SPS based on single-side photonic
cyrstal waveguides, with ∼ 8.47 % total in-fiber efficiency is described. Then two other
types of sources based on the same fabrication process, are described: a source based
on dual-mode waveguides for in-plane resonant excitation (published in [69]) and a
PCW source capable of producing streams of > 100 indistinguishable photons [25].

4.4.1 A bright single-photon source from single-sided photonic crystal waveguide

In order to improve the SPS efficiency due to bi-directional coupling, the two-sided
waveguide is modified by terminating one side with a PhC mirror serving as back
reflector (see Fig. 4.7 a)). The slow light PCW with length of 5 𝜇m is joined to a
fast-light PCW section with equal length. The fast-light PCWs is implemented here
for the purpose of reducing impedance mismatch between the slow-light PCW and
the nanobeam waveguide and to achieve ≈ 95% transmission efficiency in the device.
The lattice constant 𝑎 and hole radius 𝑟 of the slow light PCW is 248 nm and 70 nm,
respectively. The corresponding cut-off frequency is measured by laser transmission.
The CW laser transmission spectrum, shown in Fig. 4.7 b), was measured across a
two-side waveguide designed with the same geometric parameters. We assume that
the device size fluctuation from one structure to another can be neglected thanks to
the highly reproducible nano-lithography. The measured cut-off frequency of the PCW
is 316.525 THz (947.18 nm).

Considering the transmission spectrum of shallow etched grating presented in
section 2.3.2 and the potential Purcell enhancement, we focus on the QDs spectrally
located in the slow light PCW, whose emission wavelength is in the range of (940-947)
nm. The QDs density is relatively high in this sample(≈ 10𝜇𝑚−2), for this reason it is
not straightforward to perform resonant excitation. We identify three potential QDs
in single-sided waveguides by performing p-shell excitation to find the dots physical
position. The corresponding emission frequency of the three QDs has been marked
with triangles in Fig. 4.7. We notice that the QD1 and QD2 are spatially very close
to the interface between the slow light PCW and fast light PCW, but their emission
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Figure 4.7: A bright SPS is obtained from QDs coupled to single-side photonic crystal waveguide system.
a) SEM image of the device used in this measurement, one side is terminated with mirrors serving as a
back reflector aiming to double the SPS efficiency. A slow light region is used to find a QD with Purcell
enhancement, while the fast light photonic crystal section serves as a mode adapter to the nanobeam
waveguide. There are three promising QDs located in the slow light region marked by triangles. b) Laser
transmission spectrum of the two side photonic crystal waveguide having identical design parameters in a).
The corresponding QDs emission frequencies are also included.

frequencies are close the band-edge which makes them interesting for obtaining a
significant Purcell enhancement.

Figure 4.8: Voltage scans of the three QDs located in Fig. 4.7 under cw resonance fluorescence.

We performed CW resonant excitation at a forward bias voltage of 1.24 V. Voltage
scans with a step size of 0.4 mV are carried out and shown in Fig. 4.8. The QD3
as expected displays quite smooth spectrum under CW resonant excitation, while
the spectra of the QD1 and QD2 are quite noisy. Especially the QD1 displays very
pronounced spectrum wandering. This is due to the exciton coupled to charge noise,
leading to dephasing. [62]. The QD3 is the only potential candidate for generating
high-quality SPS.

The pulse width is shaped by a Volume Bragg Grating (VBG) setup, to reduce the
excitation bandwidth and thus the laser background. Subsequently, a optimized pulsed
laser is employed for the deterministic resonance fluorescence (RF). Before operation
of the RF, quasi-resonant pulsed excitation was performed to measure the radiative
lifetime of the three QDs shown in Fig. 4.9. The measured lifetime are 2.5 ±0.007 ns,
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Figure 4.9: The radiative lifetime measurements of the three dots under pulsed p-shell excitation shown in
orange. The instrumental response function (IRF) of the SNSPD is printed in yellow. Equation 1.8 is used to
fit the data printed in dashed purpel.

250 ±2 ps, 420±4 ps, respectively. The average lifetime of the QDs in the nearby bulk
is ∼ 1.1 ns see appendix A.3. Using equation 1.31, we calculate the Purcell factors to be
0.44, 4.4, 2.6. QD1 shows a suppressed emission rate compared to bulk, likely due to its
position being in a node of the PCW Bloch function. QD2 instead, is probably located
closer to the anti-node of the optical waveguide mode as it shows Purcell enhancement
while having a similar frequency as QD1. However, the Purcell enhancement does not
seem enough to mitigate the spectral noise in this dot. Therefore, this confirms the
initial choice of using QD3, on which further characterization have been carried out.

In order to characterize the purity of the single photons emitted by QD 3, we
perforemed an HBT experiment. The resulting second order correlation measurement
is shown in Fig. 4.2 a). Which shows the correlation histogram at long time scales
𝑔 (2) (𝜏), a bunching towards 𝜏 = 0 is Remarkable. We attribute this partially to the
blinking of the transition exchange between a bright exciton to a dark exciton induced
by spin-flip. The dark exciton transformed from an bright exciton via spin-flip is
possible to go back while the dot is in a bright state. Therefore one more bright exciton
is ready to emit a photon as discussed in section1.2.3. The main reason is attributed
to artifacts of the time-tagger. Compared to the time jitter at longer time delay, the
shorter delay time shows lower jitter. Since the time-tagger has an intrinsic delay-time-
dependent jitter. This artifact can be mitigated by calculating the area under the peaks
instead of the peak maxima. For the 𝑔 (2) (0) calculation, we normalized the central
peak to a peak at long time scale.

The correlation curve decays exponentially at long time scale ∼ 1 𝜇s, which falls in
the time scale of QDs blinking [81]. Zooming in to the short time scale window of the
correlation histogram, intensity fluctuation of individual correlation peak caused by
the time-tagger jitter is visible.

A good spatial separation between the excitation spot and the collection grating
ensures a very high suppression of the pumping resonant laser. This has been obtained
without using any polarization filtering, that could result in collection losses by in-
creasing in the laser power. A clear Rabi oscillation under pulsed resonant excitation of
QD3 is observed shown in Fig. 4.11 a). Here, the laser background has been subtracted



4.4. Results of single-photon source characterization 67

Figure 4.10: The second order correlation histograms at different time scales. a) shows the correlation
histogram at long time scales where individual peaks can not be distinguished. b) Zoom in to the central
correlation histogram in a narrow time window, the correlation intensity fluctuates.

from the intensity data. The maximum count rate extracted at 𝜋 pulse is 12.58 MHz
in-fiber. On QD3, we can achieve a noise-to-signal ratio of 0.0054 at 𝜋 pulse after etalon
filtering. The center region of the correlation data from Fig. 4.11 b) is fitted in order
to extract the area under the cental peak. The fit is displayed in Fig. 4.11 b), and by
comparing to the area of a long timescale peak we calculate a 𝑔 (2) (0) is (1.7 ±1%. The
main contribution to the non-zero g2, is a small amount of residual laser background.

The indistinguishability of the single photons emitted from the QD3 at 𝜋 pulse was
measured using the HOM setup presented in Fig. 4.4 a). Two-photon interference
coincident intensity was measured as a function of angles of the 𝜆/2 waveplate and
thereby gradually changing between cross- and co- polarized configurations. We
calculate and plot the integrated number of counts in the central peak relative to the
side peaks in Fig. 4.11 c). This shows a visibility fringe following a cosine, where the ratio
of the max and min corresponds to the the interference visibility. The corresponding
co-polarization and cross-polarization correlation central peaks are plotted in 4.11 d).
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Figure 4.11: Characterization of the single-photon source. a) Intensity as a function of excitation power,
showing Rabi oscillations (dashed blue line is a fit to the data). b) Photon purity measurement in the HBT
setup under 𝜋 pulse excitation. c) Two-photon interference measured at various half-wave plate angles to
identify the co-polarization and cross-polarization configuration in the setup. d) Photon indistinguishability
measurement under 𝜋 pulse excitation.

The orange curve denotes the cross polarization meaning that the photons will
be distinguishable and the purple curve denotes the co-polarization, i.e the indistin-
guishable case, which displays a clear suppression of the central peak. As already
discussed in section 4.1.2, the residual central peak counts in co-polarization config-
uration result from 1) the laser background, which can be identified by 𝑔 (2) (0), 2)
the imperfection of the HOM setup (see table 4.2.3), 3) distinguishable photons. The
measured HOM visibility is 𝑉raw = (93.36 ± 0.08)%. By compensating for the setup
imperfections and the purity, according to equation 4.13, the intrinsic HOM visibility is
𝑉intrinsic = (97.14 ± 0.89)%.

In conclusion, a deterministic and on-demand SPS with 12.58 MHz count rate in-fiber,
high indistinguishability ((97.14 ± 0.89)%) and purity ((98.3 ± 0.1)%) has been achieved
in a QD coupled to single side PCW system.
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4.4.2 Other types of single photon sources

In this project, I also developed additional devices used for near-ideal SPS, In the
following these two will be briefly introduced.

Dual-mode waveguide-based resonant excitation source

Figure 4.12: On-chip realization of in-plane resontant excitation, using QDs coupled to a dual-modewaveguide.
a) SEM image of the device. A Y-splitter couples the excitation laser in a superposition of even and odd
modes, while the photonic crystal selectively transmits only the first-order mode to the emitter section. b)
Artistic view of the mode filtering operation, where the first-order mode carrying the resonant excitation
laser is squeezed out of the waveguide using a linear taper. From [69].

A SPS based on QDs coupled to dual-mode waveguides has been realized [25]
using the fabrication process outlined in Chapter 2. A special designed planar nano-
photonic waveguide has been designed, enabling the resonant pulsed excitation using
a laser directly launched into the first-order mode of a waveguide (instead of out-
of-plane excitation). The emitters emit predominantly in the fundamental mode of
the waveguide, while the excitation laser is filtered out by an adiabatic taper. The
operational principle of this device is presented in Fig. 4.12. Selectively coupling
the excitation laser into the first-order mode (Mode E), the QD is excited and the
emitted single photons are collected through fundamental mode (Mode C) is shown in
Fig. 4.12 b). A tapered waveguide is inserted to realize filter out the excitation laser
and transmitting the emitted single photons. The key components of this device are
highlighted in Fig. 4.12 a), namely a photonic crystal that selectively prepares the laser
in Mode E and acts as a back-reflector for Mode C, the emitter section, and the laser
filter.

Deterministic single photons with high purity and indistinguishability have been
demonstrated in this system. The 𝑔 (2) (0) is (2 ± 0.5) % indicating an efficient laser
background filtering, while the measured indistinguishability reaches (96 ± 2) %. Be-
sides the high source quality, there are two pronounced advantages of this planar
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Figure 4.13: Single-photon sources obtained by QDs coupled to a photonic crystal waveguide. a) SEM image
of the device. b) Indistinguishability of photon pairs in a string of 115 photons exceeds 96 % [25].

nanophotonic circuit system 1) it shows a broadband and robust excitation process
implying that the device can be performed continuously without any alignment for
days. 2) it is a plug-and-play design, potentially suitable for integration and scaling. In
fact, unlike out-of-plane excitation, it enables pumping multiple QDs parallelly by one
excitation pulse and a waveguide distribution network. The results presented here has
been published in [69].

A source of multiple indistinguishable photons

A source of > 100 photons with pairwise photon indistinguishability beyond 96% has
been achieved using a QDs coupled to a photonic crystal waveguide (PCW) system.
Fig. 4.13 a) displays the device used in this measurement, which consists of an central
slow-light PCW region with a length of 10 𝜇m between two fast-light PCW with
length of 5 𝜇m. An optimized laser pulse with a pulse duration of ∼ 20 ps is used
to deterministically populate the exciton transition. The emitted single photons are
coupled to the PCW which enables the embedded QDs be coupled with near-unity
efficiency. Subsequently the single photons are efficiently out-coupled from the chip by
shallow etched gratings. Similar as for the single-sided device we have high efficiency
and good laser suppression. And the high quality material as well as low-noise electrical
gates control the decoherence time over a large time scale.

Long strings of indistinguishable photons are shown in Fig. 4.13 b), where four rep-
resentative time intervals [1𝜏p, 38𝜏p, 76𝜏p, 114𝜏p] are measured (𝜏p is the laser repetition
period). The last one corresponds to maximum time delay between two photons of 786.6
ns. The indistinguishability remains stable and over 96% for delays corresponding to 115
subsequently emitted photons, which is potentially enough to demonstrate quantum
advantage, provided an efficient de-multiplexing scheme is used [27].

At 𝜋 pulse, a single-photon count rate of 10.4 MHz for a 145 MHz pump laser
repetition rate has been observed, which indicates an in-fiber efficiency of 7 %. The
collection efficiency is limited by the directionality efficiency for this device being 50 %,
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because the device employed for this measurements is two-sided, while the collection
path and filtering efficiency is optimized to (35 ± 1)%. The data presented here has
been published in [25].

4.5 The state-of-the-art of single-photon sources based on qantum dots

To conclude this chapter, we provide a comparison of the SPS developed in this work
with the state-of-the-art.

The integration of a QD source in a nanophotonic structure typically leads to a
reduced photon indistinguishability due to the increased charge noise from the nearby
etched surface. A promising approach to overcome this effect is to introduce Purcell
enhancement to shorten the radiative emission time. Fig. 4.14 a) shows an example of
QDs coupled to a photonic crystal cavity that we measrued, and is terminated with
out-couplers. Such a system is favored since the dephasing on the QDs emission can be
mitigated as well as the count rate can be maximized by the Purcell effect. The lifetime
of the emitter in this system is 22.7 ps corresponding to a Purcell factor 𝐹p ∼ 40. The
𝑔 (2) (0) at 𝜋 pulse is 0.0026, which is limited by the extinction of the laser background
using spatial separation similar to us. The measured HOM visibility is 93.9 %, which
can be further improved by increasing the cavity quality factor, which is limited by the
surface roughness [23].

A high laser background extinction has been realized in the devices shown in Fig.
4.14 b) and c). A QD is coupled to an elliptical vertical cavity in the Purcell regime.
Compared to the isotropic microcavity, this cavity system can single out a polarized
two-level system and obtain a near-background free collection of single photons under
resonant fluorescence with little efficiency loss. In [24] the authors designed two types
of the polarized cavity to realize such a two-polarization scheme. Fig. 4.14 b) illustrates
narrow-band elliptical micropillar cavities, where the two non-degenerate cavity modes
are aligned to the minor and major axes. Fig. 4.14 c) shows a similar concept, using
broadband elliptical Bragg gratings for collecting light.

Near-unity indistinguishability and high efficiency SPSs are obtained (see table 4.5).
The imperfection of 𝑔 (2) (0) for the micropillar cavity caused by laser leakage. Detailed
photon loss characterization indicated that in the elliptical micro-pillar system, the
predominant loss mechanisms contain imperfect sidewall scattering, mode leakage,
and imperfect inter quantum efficiency. For the elliptical Bragg grating system, the
main loss comes from the QD blinking since the QD position is close to the etched
surface [24].

Gated QDs coupled to an open, tunable microcavity is illustrated in Fig. 4.14 d). The
gate can give an control of the charge noise and Stark-tune the emission frequency.
The tunability of such a microcavity allows compensating for the lack of control over
the QD emission frequency and position. Moreover, the output of the cavity mode
matches the single-mode fiber well, which allows multiple degrees of freedom on the
control of QDs performance.
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Figure 4.14: Illustrate three representative In(Ga)As QDs based SPSs systems. a) High indistinguishable
SPS is generated by QDs coupled to a photonic crystal cavity system. The SEM image of the device, QDs
are excited on top of the cavity and collected through the out-coupler [23]. b) and c) An optimal SPS is
generated by QDs coupled to polarized microcavities [24]. b) Schematic structure of a QD coupled to an
elliptical micropillar cavity device. c) A QD coupled to an elliptical Bragg grating structure consisting of a
central elliptical disk, surrounding elliptical grating, and fully etched trenches. d) A bright and efficient SPS
is generated by QDs coupled to an open cavity system [26]. Schematic display of the system, an open cavity
is formed by a top concave mirror fabricated in a silica substrate, and the counterpart is a distributed Bragg
reflector making up the emitters substrate. A simulation curve shows (red points) the output is very close to
the Gaussian beam. The position of the bottom ensemble can be adjusted with respect to the top mirror
using an xyz nano-positioner.

On-chip laser background filtering is also realized in this system. The radiative
lifetime of the QDs in this system is around 47.5 ps, Purcell enhanced by a factor
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of ∼ 10. The measured 𝑔 (2) (0) is limited by small amount of the laser leakage into
the detection channel and double excitation events. It is really impressive that the
chip-to-fiber efficiency reaches valuies as high as (96 ± 2%) and the limitation on the
overall efficiency lies in the efficiency of the collection optics [26].

In conclusion, table 4.5 summarizes the key properties of some state-of-the-art SPSs
based on self-assembled QDs coupled to different nanophotonic devices. A comparison
to the devices shown in this work is also provided.

Reference Lifetime (𝑝𝑠) 𝑔 (2) (0) HOM visibility SPS efficiency
Phc-Cavity [23] 22.7 0.026± 0.007 0.939
Micro-Cavity [24] 61 0.025±0.005 0.975±0.006 0.56±0.02

69.1 0.009±0.003 0.951±0.005 0.6±0.02
Open-Cavity [26] 47.5 0.021±0.001 0.967 0.57

PCW [25] 346 0.015±0.005 0.96 ±0.02 0.07
In-plane [69] 700 0.020±0.005 0.96 ±0.02 0.05
This work 440 0.017±0.001 0.97 ±0.0089 0.0847

Table 4.5 concludes the state-of-the-art SPSs produced from self-assembled QDs coupled
to nanostructures.

* * *
In this chapter we presented the high-performance SPSs generated by self-assembled
InAs/GaAs QDs coupled to photonic nano-structures developed in this thesis. We
provided an overview of the three fundamental properties used to evaluate SPS quality
and review the state of the art. We have achieved optimized sources of single photons
with high purity and indistinguishability. These sources constitute the starting point
towards the demonstration of quantum advantage using photonic qubits.
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Phonon Decoherence of �antum Dots

Coupled to Photonic Crystal

Waveguides

Observing and quantifying the effect of photons on decoherence of single-
photon emission from In(Ga)As QDs couple to photonic crystal waveguides
(PCW).

Near-ideal and coherent single-photon sources (SPS) generated using QDs coupled
to solid-state nanostructures are realized [23–26, 69]. Coherence depends sensitively
on the noise inherent to the nano-structures and the environment surrounding the
QDs, therefore understanding the noise mechanism allows us to optimize the SPS
performance. To date, experimental investigation of the decoherence of QDs is mostly
performed on bulk systems, but is not yet fully developed for QDs coupled to nano-
devices systems. In this chapter, the relevant decoherence processes are presented,
with a special focus on phonon-induced dephasing. Experimental evidence of the
temperature-induced decoherence is quantified, allowing us to derive a relation between
the photon indistinguishability and operation temperature.

5.1 Decoherence mechanisms

Decoherence arises from the coupling between a quantum system with its fluctuating
environment. Solid-state emitters like QDs in nanostructures naturally couple with
their host material, making the control of the noise coupled from the surroundings
particularly challenging. There are three main decoherence processes specific to solid-
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Figure 5.1: Schematic representation of relevant decoherence processes for solid-state emitters coupled to
various noise sources, including charges, nuclear spins, and phonons [82].

state system as sketched in Fig. 5.1, that is, phonon noise due to temperature, charge
noise due to trapped charges in the vicinity of the emitter, and spin noise due to
coupling of the emitters’ electron spin to the nuclear spins of the atoms.

5.1.1 Charge noise

Surface states and defects inherent to the host material can trap charges in the proximity
of a QD. Therefore, the fluctuating electric field due to charges being continuously
trapped and released leads to decoherence in the QD excitons. This is illustrated in
Fig. 5.2 a), b), which sketches the simplest case of an exciton coupled to either a
loaded trap or an empty trap nearby. A visible energy shift of exciton transition is
observed as shown in Fig. 5.2 c), d). Such an energy shift results in the tuning of the
QDs emission wavelength. This mechanisms causes spectral diffusion and broadens
the optical linewidth of a self-assembled QDs [84–86]. It is reported that the charge
noise is typically small ≈ 1.2 µV and is limited to low frequencies [50]. The energy
shift of the transition ΔE due to electric field Fh,z created by charge noise shows direct
proportionality Δ𝐸 ∝ 𝐹h,z [50]. This is the case for a single hole trapped in the QD as
shown in Fig. 5.2 b) and where we only consider an electric field in the QDs growth
direction 𝑧 contributing to the Stark tuning. Both the hole and its corresponding charge
in the metallic gates can contribute to the electric field, depending on the material
configuration [50].
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Figure 5.2: Energy shift of the exciton transition induced by capturing or releasing a single charge in the
vicinity of a QD [83]. a), b) Sketch of the band diagrams of an In (Ga)As QD with respect to nearby loaded

and empty trap, the corresponding transition energies of the QD are 𝜔 (𝐿)d and 𝜔 (𝐸)
d

. c), d) Reflectivity as a
function of photon energy for a loaded and an empty trap.

To mitigate the effect of charge noise it is necessary to explore ultra-pure epitaxial
growth of materials [87] and minimize the fabrication imperfections for reducing the
density of defects. High-quality contact gates are employed to stabilize the electric
field created by charge noise. Finally, experiments have demonstrated that applying a
resonant excitation scheme on an ultrahigh quality material gated device can suppress
charge noise to a large extent [25, 26, 50].

5.1.2 Spin noise

Figure 5.3: Sketch of the interaction picture of an electron spin ( purple arrow) with many nuclear spins (red
arrow) in a QD.
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The nuclear spins of thousands of atoms forming the QDs orient randomly (as sketched
in Fig. 5.3), thus result in a fluctuating magnetic field which couples to a confined
electron spin in a QD [88–91]. This effect is known as the Overhauser field which can
be as large as a few T in some cases, and generally with a standard deviation of few tens
mT [90, 92]. The hyperfine interaction between the electron spin and the surrounding
nuclear spins is reciprocal [92]. Akin to the Overhauser field, an effective magnetic field
sensed by the nuclear spins is called the Knight field which originates from fluctuation
of the confined electron spin. Importantly, such a hyperfine interaction also gives rise
to a dynamical effect for the transfer of the two spin systems [93]. The existing and
dynamical Overhauser field in a QD can result in decoherence of both spin and optical
states.

We mainly focus on the spin noise that affects the optical states. Compared to
charge noise, spin noise is predominant at higher frequencies, and offers essentially
weaker noise powers but quite larger bandwidth [50]. Experiments have shown that
spin noise significantly depends on the charges [94]. So once the charge noise can be
quenched using a high-quality gated devices, spin noise effects can be circumvented
[94]. Consequently, transform-limited QD emission linewidth has been achieved
[50, 62, 94, 95], which provides a coherent light-matter interface for realizing quantum
applications.

5.1.3 Phonon noise

Figure 5.4: A QD two-level system coupled to phonons. a) Describe the scenario of a QD decaying from its
excited state, |𝑒 〉, to its ground state, |𝑔〉, emitting or absorbing a phonon, leading to an emission spectrum
composed of a broad phonon sideband (SB) and a narrow zero-phonon line (ZPL). b) Sketch of the surrounding
lattice vibration strength of a QD at relatively high temperature, c) Suppressed lattice vibration at low
temperature.

An exciton created in a QD inevitably couples to phonon modes induced by vibration
of its host solid-state lattice, leading to a decoherence process in the QD transition.
This decoherence is a fundamental limitation for QD-based SPS. The phonon coupling
transforms a QD two-level system into a multiple level system as sketched in Fig. 5.4 a).
A photon is emitted with energy lower than a QD exciton when the QD decays from its
excited state to ground state with the emission of a phonon simultaneously. Similarly,
a phonon can also be absorbed by the QD, resulting in the emission of blue-tuned
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photons. The photons emitted in such phonon-mediated transitions possess various
energies depending on the emitted (absorbed) phonon energies. This "jitter" in the
emission energy (or equivalently the frequency) of the photons causes subsequent
photon emissions to be distinguishable. The resulting emission from the QD exhibits a
broad sideband (SB) in the vicinity of a narrow zero-phonon line (ZPL) that corresponds
to a transition without phonon as shown in Fig. (4.5) in chapter 4.

The incoherent photons can be filtered benefiting from the large spectrum mismatch
between the SB and ZPL. Such filtering is widely applied in the indistinguishability
measurement on the QDs-based SPS [22], but it undermines the source efficiency due
to the intrinsic absorption from the filter. Vibrational phonons influence both efficiency
and coherence of the SPS [48, 96–98]. The energy exchange of an exciton with phonons
results in emission of distinguishable photons in SB, known as non-Markovian process
[99]. When an exciton is elastically scattered by phonons (Markovian process), it
results in a broadening of the ZPL. Such a process simply “blurs” the transition energy
without causing any relaxation of population, and it is therefore called pure dephasing
[96]. The density of the vibrational phonon modes depends on the temperature, and
hence cooling down the sample is the most effective way to suppress phonon noise.
As artistically illustrated in Fig. 5.4 b) and c), the vibration strength can be greatly
suppressed at cryogenic temperature. Alternatively, coupling QDs to nano-devices
like micro-cavities with a narrow bandwidth enables to selectively enhance the ZPL
due to Purcell enhancement, as well as filter the phonon SB [100]. The photonic nano-
devices designed for QDs can be divided into two categories, waveguides or cavities.
Compared to a micro-cavity which works only in a narrow bandwidth, a waveguide
provides a broadband radiation modes allowing almost all the exciton transitions of
inhomogeneous QDs stemming from the nature of SK-growth mode, but lacks of
selection of spectrum.

5.2 Theoretical model of phonon decoherence in QDs transitions

Earlier work developed a general model for the interaction of vibrational phonons
with In(Ga)As QDs in four typical experimental systems of bulk, slab, waveguide, and
cavity [101]. These photonic structures correspond to different dimensions (3D, 2D, 1D,
and 0D) of the nanostructure embedding the quantum dot. A general electron-phonon
Hamiltonian any of the systems above read as [101]

𝐻 = ℏ𝜔01 |1〉 〈1| +
∑︁

q

ℏ𝜔q𝑎
†
q𝑎q +𝑉 |1〉 〈1| , (5.1)

Here |1〉 is the excited state of the QD and ℏ𝜔01 is the transition energy, a†q (aq) is the
phonon mode creation (annihilation) operator with momentum q and energy ℏ𝜔q.
The interaction Hamiltonian V=VL + VQ contains a linear and a quadratic coupling of
phonons with the QD. The linear coupling leads to the broad phonon SB emission due
to rapid phonon absorption (emission) on a ps time scale, while the quadratic coupling
results in the broadening of the ZPL on the time scale of the QD radiative decay since



80 Chapter 5. Phonon Decoherence

the exciton is elastically scattered to a higher state. Phonon SB can be filtered, and the
fundamental limit to the QD decoherence is thereby the quadratic coupling. However
the free mechanical expansion of nano-devices leads to long wavelength vibration,
which can broaden the ZPL in the form of linear coupling.

Figure 5.5 displays the error in two photon indistinguishability (TPI) of the four
systems as a function of temperature. TPI in terms of decay rate can be written
according to equation 4.10 discussed in chapter 4.

𝑇𝑃𝐼 =
Γ

Γ + 2Γdp
, (5.2)

where Γ and Γdp are radiative rate decay and depahsing rate,respectively.
We will briefly summarize the phonon decoherence mechanisms of different dimen-

sion systems shown in the Fig. 5.5.

Figure 5.5: Error in two-photon indistinguishability (TPI) as a function of temperature for QDs coupled to
nano-devices of different dimentionality. 0D denotes a QD located in a sphere (R= 80 nm) center, 1D (1D’) is
a QD placed in a cylindrical waveguide (𝜌 =80 nm )of the central cross-section(halfway off the center), 2D is
for a QD positioned in the center of a free-standing membrane with a thickness of 160 nm, and 3D is a QD in
the bulk. Each structure is illustrated with two curves corresponding to a small (L=1.5 nm) and large (4.5 nm)
QD denoted by triangles [101].

• In bulk (3D), Γdp is only from the quadratic coupling and we label it as Γ3D. At
low temperatures, 1-TPI ∝ T11.

• In 0D cavity, Γdp is also only from the quadratic coupling because the phonons
interact with QDs periodically. At low temperatures, 1-TPI ∝ exp(−ℏ𝜔2𝑘B𝑇 ).

• In a slab (1D) and a waveguide (2D), the total dephasing rate stems from the linear
and quadratic coupling. The quadratic coupling does not deviate remarkably from
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the bulk, because the nanostructure size is large enough that it does not influence

the phonon modes. Γ1(2)D = Γ
1(2)𝐷
L

+ Γ3D. Regarding the linear interaction , it is
quite complicated, and closely linked the nanostructure cross-sectional shape
and the QD position. At a low temperature, 1-TPI ∝ T.

5.3 Experimental investigation of phonon decoherence in QDs

5.3.1 Preliminary characterization

Figure 5.6: Illustrate the optical excitation schemes of resonant fluorescence (RF) and resonant transmission
(RT) in PCW. For the RT (RF) characterization, the laser is coupled through input SEG (free space), and
collected in the same SEG. The corresponding spectra (in red) are the ideal case of RT and RF without any
dephasing. Considering a practical scenario, introducing pure dephasing (green curve) weakens the light-
matter interaction and thereby allows transmission of partial on-resonant photons, resulting in broadening
of the RT linewidth and decrease the RT dip.

In this work, we estimate the effect of phonon noise on the SPS realized by using by
In (Ga)As QDs coupled to PCWs from two different approaches, measuring TPI under
resonant fluorescence (RF) and linewidth of resonant transmission (RT) [85] spectra,
as shown in Fig. 5.6. Strict RF is necessary here since the time jitter introduced by
p-shell or above-band excitation leads to an uncertain single-photon emission time,
which deteriorates HOM visibility. The linewidth is obtained from the RT spectrum
mainly because it is a much more straightforward and robust measurement compared to
recording RF spectrum. In RT, a weak laser is coupled to the QD through the waveguide.
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Interference between the incident photons and the scattered photons is created. For a
QD well coupled to the waveguide (𝛽 = 1) without any dephasing, the incident photon
on-resonant with the QD results in destructive interference in transmission leading
to reflection of resonant photons. Further, laser photons off-resonant with the QD
transition will not interact with the QD and are transmitted.

Non-zero dephasing of the QD transition , shown as green curve in Fig. 1.6 RT
spectrum inset, leads to a broader width and shallower dip, due to a reduced coherent
interaction at the light-matter interface. The analytical expression used to model the
RT spectra is [30, 102, 103]

𝑇 =
[(Γ + 2Γdp) ((𝛽 − 1)2Γ + 2Γdp) + 𝑒Δ𝜔2] (1 + 𝜉)2

(Γ + 2Γdp)2 + 4Δ𝜔2 + 4𝛽ΓΔ𝜔𝜉 + [((𝛽 − 1)Γ − 2Γdp)2 + 4Δ𝜔2]𝜉2 , (5.3)

where Γ is the spontaneous decay rate, Γdp is the pure dephasing rate, 𝛽 is the waveguide
coupling factor, Δ𝜔 is the detuning between the laser frequency and the QD transition
frequency, and 𝜉 is the Fano factor of the nano-structure stemming from the residual
reflection from the waveguide interface. The corresponding linewidth is given by

ΓRT = (Γ + Γdp) +
√︁

(1 + 𝑆) [30] with 𝑆 being the power parameter presented in chapter
1.27. The following measurements are carried out on the setup presented in chapter
3.1.2.

Figure 5.7: The basic characterization for the QD used in the following measurements. The cut-off frequency
of the PCW (a= 248 nm and r= 70 nm) is 316.525 THZ, and the QD emission frequency is 318.2459 THz
marked by a circle (orange) in the transmission spectrum (blue), 1.7 THz off the PCW bandedge. The QD
under RF exhibits single exponentially decay and the fitting gives a radiative decay rate 𝛾=3.01/ns. And the
RT spectrum gives the linewidth using the model 5.3

.
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The transmission spectrum of the PCW is shown in Fig. 5.7 and provides the
frequency distance between the QD transition and the band edge, which is 1.7 THz (4.9
nm). The lifetime measurement is performed under pulsed RF as presented in chapter 4.
The extracted decay rate 𝛾 is 3.01 ±0.008ns−1, corresponding to a lifetime of 333 ±12.5
ps. The corresponding natural linewidth is Γ = 𝛾/2𝜋 =479.1±1.3 MHz. The average
lifetime of QDs in the nearby bulk measured in the appendixA.3 ≈ 1 ns, indicating that
the QD coupled to the PCW shows a small Purcell enhancement with Purcell factor ≈
3.

The RT spectrum is fitted using the model equation 5.3, extracting a linewidth of
ΓRT=481 MHz shown in Fig. 5.7 top. The RT line shows a slight Fano-asymmetric shape
resulting from the interference of the QD RF and the weak reflection from the interface
of fast light and slow light ( Fig. 5.6 SEM shows the false-color region interfaced with
the slow region) [30]. We measure ΓRT/Γ = 1.004, indicating that we achieve near
transform-limited QD transition benefiting from strong suppression of the charge
noise and spin noise. Thus the decoherence is created only by the phonon noise in the
following measurements.

5.3.2 TPI measurement

As presented in chapter 4.2.3, we can apply corrections on the raw HOM visibility to
get an intrinsic value for comparing the TPI values from different setups. So the 𝑔2 (0)
measurements here are not only acquired for extracting the purity of the SPS but also
for calibrating the indistinguishability. We carry out HBT and HOM measurements
from 1.6K to 8.5K with a step of 1K and from 10K to 18 K with a step of 2K.

Here, we selectively display four typical temperature figures fitted using relevant
models. Fig. 5.8 shows the correlation histogram of the HBT measurement. Each row
corresponds to the HBT measurements acquired at the same temperature, but with
different excitation power, the 𝑔 (2) (0) value is larger at 𝜋-pulse, mainly because of
increased laser background. Each column compares the HBT measurements at the
same excitation power, but at different temperature. Here the 𝑔2 (0) value stays roughly
1 % level with some fluctuations. Under low power excitation, some of the data sets
could not be fitted well due to the small number of coincidence counts in the central
peak.

Alongside the fluctuations, at low-power there could be a weak increase in g(2) (0),
which we speculate that increasing temperature gradually activates surface states, and
the surface scattering thereby strengthens. On the one hand, the higher the temperature,
the more the scattering, which consequently weakens the laser background suppression.
Surface states are usually not stable, probably resulting in fluctuating laser scattering
at high power. But this does not affect our TPI value calibration because we trace the
extinction on both HBT and HOM measurement and ensure the extinction on HOM
measurement is larger than the HBT, thus ensure not to overestimate the corrected
TPI value.

HOM interference multi-peaks are fitted also using equation 𝑔 (2) (𝜏), but the central
peaks are fitted with an additional dephasing contribution presented in equation 4.8.
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Figure 5.8: Correlation histograms are obtained on HBT measurements at varying temperatures from 1.6 K to
18 K under a) 10 % 𝜋 pulse and b) 𝜋 pulse RF, respectively. Here we show the fits at 1.5K, 5.5K, 10K, and 18K.

Fig. 5.9 shows the fits of central peaks of cross (orange) and co-polarized (red) HOM
interference measurements. A strong central peak suppression is observed in the
co-polarized configuration. We attribute the residual counts in the central peak to 1)
imperfect single-photon purity due to coupling laser background, 2) the imperfection
of the HOM setup described in 4.2.3, 3) a small degree of distinguishability of the single
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Figure 5.9: TPI measurements on the HOM setup at varied temperatures under a) 10 % 𝜋 pulse and b) 𝜋 pulse
RF respectively. Both cross (red) and co-polarized central peaks are normalized a peak of longer time scale.
As expected, pure dephasing is visible at high temperature.

photons because of arising from elastic phonon scattering induced. A dip appears at
the co-polarized central peak at high temperature, indicating pure dephasing (Fig. 4.4
b)) [79].

In Fig. 5.10, the extinction, g(2) (0) and TPI are plotted as a function of temperature.
The extinction fluctuations decrease with an increment of the temperature . Generally,
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Figure 5.10: Temperature tuning measurements of the QD under RF with 10% 𝜋 pulse and 𝜋 pulse respectively.
a) Extinction (signal to noise ratio) vs temperature. b) Extracted g2 (0) shows anti-bunching at all temperatures.
c) Raw data and intrinsic data (applying corrections) of error TPI as a function of temperature. At a
temperature below 5.5K, the error TPI slightly fluctuates, then slowly increases until 10 K, and subsequently
goes up fast from 12 K to 18 K.

multi-photon emission and un-rejected laser background mainly contribute to the non-
zero g(2) (0). This measurement is done in RF with a bandwidth-shaped (short pulse
length 20 ps) pulsed laser. Thus the purity imperfection arises from the limited sup-
pression of the laser background and g(2) (0), therefore, it shows a variation consistent
with the extinction (Fig. 5.10 b). Here one could use 𝑔 (2) (0) = 2𝜉 − 𝜉2(𝜉=1/extinction) if
you use purity as the metric. The error in TPI given in Fig. 5.10 c) provides information
about the phonon impact on the decoherence of SPS generated by QDs in PCWs.

We plot both TPI curves of raw data and corrected data to confirm our characteri-
zation operates properly. And only the corrected data are used to model the impact
of phonon scattering in the subsequent discussion. Firstly, Fig. 5.10 c) shows that the
discrepancy between the curve of 10 % 𝜋 pulse (purple) and the curve of 𝜋 pulse (red) is
mostly due to measurement errors. At a defined excitation power, for example, at 𝜋 pule,
it shows that the 1-TPI asymptotically approaches 0.015 as T≧ 0, with measured values
nearly error-limited below 5.5K., indicating the phonon noise is effectively quenched
in PCW within the resolution of the detectors. 1-TPI slowly increases between 5.5K
and 10K, but subsequently increases rapidly as temperature increases to 18K.

As discussed in section 5.2, only ZPL broadening comprising a quadratic and linear
interaction contributes to the dephasing. The quadratic coupling in the PCW is sup-
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Figure 5.11: RT measurements on the QD from temperature 1.6 K to 24 K for the corresponding linewidth. It
is estimated as the full width at half maximum (FWHM) of fitting model 5.3.

posed to degrade the indistinguishability in a similar strength as in bulk. It has been
demonstrated for QDs in bulk, that if the temperature is kept below 10K, the mean
energy of phonons is not enough to trigger the virtual transitions (Γdp ≪ Γ). In contrast,
at a temperature over 10K, the thermal energy is sufficient to populate the exciton in
a higher state of p states, resulting in pure dephasing and consequently degrading
indistinguishability [99]. Compared to quadratic coupling, the linear interaction can
be either the Markovian or Non-Markovian in nature. In conclusion, our measurement
indicates: 1) the phonon noise effect can be strongly suppressed 5.5k, 2) The dephasing
process from 5.5K to 10K is induced by linear interaction due to long-wavelength
vibration created by free vibrations of the nano-structures [101], and 3) The dephasing
is dominant by the acoustic-phonon coupling [48, 99]over 10K.

Compared to the 2D model in equation.5.5, the 1-TPI value obtained from our mea-
surements shows a similar variation trend as a function of temperature, but slightly
larger than than the model value at a temperature below 5K, indicating a worse co-
herence. Since the PCW has a more complicated structure, the etched holes can slow
down long-wavelength phonons [101].
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Figure 5.12: The extracted fitting data of RT depth and linewidth from model (5.3) are plotted as a function of
temperature.

5.3.3 RT linewidth measurement

Temperature tuning of RT linewidths are measured from 2K to 8K with a step of 1K
and from 10K to 24K with 2K steps. Model 5.3 is used to fit RT line shape and extract
the line width as FWHM, and here we selectively show four typical temperature RT
line fit figures as shown in Fig. 5.11. Compared to the line shape at 1.6K, the dip gets
shallower and broaden remarkably. We use four free fitting parameters of 𝛽 , Γ, Γdp and
𝜉 . Thus the pure dephasing Γdp extracted from this fitting model is not reliable since
the competition of different parameters reduces the confidence of the fit. So we focus
on the RT depth and especially the line width to see how phonons broaden the line
width as a function of temperature.

As shown in Fig. 5.12, below 10K, the RT line depth slowly reduces, and the line
width slightly fluctuates around the natural linewidth, while over 10K, the RT depth
decreases rapidly, and the line width broadens pronouncedly. As expected, the phonon
behavior on the linewidth broadening is consistent with what we observed in the TPI.
At a temperature below 10K, Γdp ≪ Γ, and linewidth broadening is minor. However,
over 20K, the linewidth broadening is >2 Γ implying the Γdp > Γ.

* * *
In this chapter, we experimentally characterized the decoherence behavior induced
by phonon noise for In(Ga)As QDs in PCWs. We found that ZPL broadening induced
by phonon scattering comprises a quadratic and linear coupling. At a temperature
below 10K, the long-wavelength vibration due to the nano-device is the predominant
dephasing mechanism, which leads to ZPL broadening with linear proportionality.
Above 10K, virtual phonon transitions in QD is the dominant dephasing process. The
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RT line width measurements indicate that the phonon impact on the broadening of the
linewidth is consistent with the impact on TPI.
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Propagation Loss in Gated GaAs

Nanophtonic Waveguides

Study of the electric field induced optical absorption in gatedGaAs nanophotonic
waveguides as function of the electric field, wavelength and temperature.

As presented in chapter 4, GaAs membranes with embedded self-assembled Ga(In)As
QDs provide a mature platform to couple single quantum emitters with planar photonic
nano-devices for generating high performance single photons sources. Such sources
greatly benefit from the electric contacts, not only enabling to Stark tune the emission
wavelength, but also allowing to suppress the decoherence caused by charge noise.
However, implementing the metal gates introduces additional absorption due to free-
carrier absorption and the Franz-Keldysh effect (FKE) [104]. The optical absorption
is a fundamental challenge for scaling up the photonic integrated circuits towards
on-chip quantum information processing. Therefore, a detailed characterization of the
optical losses in such a system has been carried out to quantify the various losses and
to identify their origin, and how to further minimize them. Most of the data presented
here has been published in [105].

6.1 Propagation loss mechanisms

Several loss mechanisms are typically observed in waveguides. Scattering loss caused
by the waveguide roughness is typically independent of the applied electric field and,
at least within the emission range of QDs, of wavelength and temperature. In GaAs
devices, a large discrepancy between the theoretical and fabricated photonic nano-
devices is usually observed due to roughness. Additionally, unpassivated surfaces lead
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to additional loss due to the presence of defect states, leading to absorption below the
gap. Surface passivation has been successfully employed to improve the surface quality
and thus reduce the optical loss [71, 95].

In doped waveguides, additional losses arise due to free-carrier absorption in the
doped regions and an electric-field induced loss (electroabsorption) due to the FKE.

Theoretical description of the Franz-Keldysh effect

The FKE in gated waveguides originates from the built-in electric fields across the
p-i-n junctions. The wavefunctions of the electron and holes distort when applying a
static electric field through semiconductor junction, thereby enabling the absorption of
photons possessing energy lower than bandgap. Assuming the electric field 𝐹 is oriented
along the 𝑧 direction, the Schrödinger’s equation for an electron in a semiconductor
potential 𝑉𝑐 reads

[ 𝑝
2

2𝑚0
+𝑉c (𝑟 ) − 𝑒𝐹 (𝑧)]𝜓 (𝑟 ) = 𝐸𝜓 (𝑟 ), (6.1)

Expanding the wavefunction𝜓 (𝑟 ) in terms of Bloch functions |𝑛𝑘〉 = 𝑢𝑛,𝑘𝑒𝑖𝑘 ·𝑟

𝜓 (𝑟 ) =
∑︁

n,k

𝛼𝑛 (𝑘) |𝑛𝑘〉 , (6.2)

and projecting it on the basis function |𝑁𝐾〉 allows us to derive the Schrödinger’s
equation for the coefficients 𝛼N (𝑘) as

−𝑖𝑒𝐹 𝜕𝛼N (𝑘)
𝜕𝐾z

− 𝑒𝐹
∑︁

𝑛

𝑧Nn (𝐾)𝛼n (𝐾) = (𝐸 − 𝜀N (𝐾))𝛼N (𝑘). (6.3)

Here 𝜀N (𝐾) is the permittivity and 𝑧Nn (𝐾) = 〈𝑁𝐾 | 𝑧 |𝑛𝑘〉 is the field-induced transition
element. Using a perturbative approach, equation 6.3, can be solved leading to a close
expression for the wavefunctions [106]. The absorption is given by transition rates
between the solutions at the conduction and valence band, leading to

𝛼 (ℏ𝜔, 𝐹 ) = 𝛼b𝛽1/2𝜋 [𝐴𝑖 ′2 (−𝜁 ) + 𝜁𝐴𝑖2 (−𝜁 )], (6.4)

where the 𝛽 (( 2𝑚r

ℏ2𝑒2𝐹 2
)−1/3)is the FK characteristic energy, 𝜁 (

ℏ𝜔−𝐸g
𝛽

) is the dimension

variable and Ai is the Airy function, which is the electron and hole wavefunction in
the presence of a static field.

Model of FKE in gated GaAs nanophotonic waveguides

The devices used in this work are single-mode rectangular waveguides fabricated
on GaAs membranes. Fig. 6.1 a) layouts the layer structure of the membrane while
Fig. 6.1 b) shows the transverse electric (TE) mode profile confined in the rectangular
waveguide with a width of 300 nm and height of 180 nm.
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Figure 6.1: Sketch of the devices employed for the loss characterization [105]. a) The layout of the wafer
layer structure along the growth direction 𝑧. b) Finite element simulation of the transverse electric (TE)
mode profile and the corresponding waveguide cross-section.

A one-dimensional Poisson equation solver [107] is used to simulate the band
diagram of this 𝑝-𝑖-𝑛 heterostructure without applying external voltage. The results
are shown in Fig. 6.2 a). The solid lines show the conduction and valance band profile
in the case that the Ohmic contacts to the p-doped and n-doped layers are perfect.
However, in a realistic case, the waveguide surfaces have been inevitably oxidized
during sample processing, leading to plenty of defects whose energy level is within the
GaAs bandgap. As a result, the surface charge density is increased due to the population
of these mid-gap states. The surface defects ’pin’ the Fermi-level inside the bandgap
and thus bend the conduction and valance band in the proximity of the surface [108]
as shown in Fig. 6.2 a) by dashed lines. The pinned Fermi-level above the conduction
band is estimated using a Schottky boundary condition with a barrier height of 1 eV on
both sides of the p-i-n diode. Assuming a density of the surface states (∼ 1013 cm−2)
[109], the corresponding Fermi-level pinning occurs ∼ 0.5 eV above the valence band
[110].

The corresponding electric field is displayed in Fig. 6.1 a) right axis. The electric field
across the intrinsic region is calculated using 𝐹 = (𝑉BI −𝑉 )/𝑑 , where 𝑉BI is the built-in
voltage of the diode junction and 𝑑 is the total length of the depletion and intrinsic
layers. The electric field on the surfaces are determined by Fermi-level pinning, which
is over 1 MV/cm at top surface. Such a large electric field can contribute significantly
to the absorption owing to the FKE. The surface electric field is independent of the
external applied voltage, allowing us to separate the electro-absorption produced by
the band bending from the bulk absorption.

According to equation 6.4 and the given electric field calculated and plotted in Fig.
6.2 a), the (bulk) Franz-Keldysh absorption 𝛼𝐹𝐾 (𝜆, 𝐹 ) can be estimated as a function
of electric field 𝐹 and wavelength 𝜆. Fig. 6.2 b) illustrates a simple electro-absorption
profile as a function of the wafer growth direction 𝑧. The electro-absorption in the
Al0.3GaAs0.7As region is neglected, since the bandgap is blue-shifted to 1.77 eV. Here
we spatially separate the electro-absorption in two distinct regions: (1) the intrinsic
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Figure 6.2: Electroabsorption in GaAs nanophotonic waveguides [105]. a) Band structure diagram at equilib-
rium without applying external voltage bias. The blue (purple) solid line denotes the conduction (valence)
band, and the black dotted line is the Fermi level. The built-in electric field is plotted on the right axis in
red solid line. Dashed lines display the band-bending at the doped-layer due to Fermi-level pinning. b)
Electroabsorption is calculated from the electric field in a) at a wavelength of 930 nm at T=6.5 K. c) Bulk
electroabsorption as a function of wavelength for room and cryogenic temperature. The dashed (dotted)
line represents the absorption at en electric field of F=100kV/cm (F=0). And the green region illustrates the
typical emission range of the In(Ga)As QDs.

region inside the p-i-n diode, where the absorption is dependent on the external applied
voltage (solid line in Fig. 6.2 b), (2) The surface regions, where the absorption is only
relevant to surface electric field created by the Fermi-level pinning and does not depend
on the external electric field (dashed lines). So the total optical loss in the waveguide is
written as

𝛼 (𝜆, 𝐹 ) = 𝛼R (𝜆) + Γb𝛼FK (𝜆, 𝐹 ), (6.5)
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where 𝛼𝑅 (𝜆) is the residual absorption without the voltage dependent FKE and Γ𝑏 is the
mode confinement factor for the intrinsic GaAs region, given by the overlap integral
[111]

Γ𝑏 =
𝑐

2𝑛

∫

b
𝜀 (𝑥, 𝑧) |−→𝐸 (𝑥, 𝑧) |2𝑑𝑥𝑑𝑧
∫
〈

𝑆y (𝑥, 𝑧)
〉

𝑑𝑥𝑑𝑧
. (6.6)

In the above equation, 𝜀 (𝑥, 𝑧) is the spatial distribution of the permittivity.
−→
𝐸 (𝑥, 𝑧) and

〈

𝑆y (𝑥, 𝑧)
〉

are the simulated two-dimensional profiles of the electric field optical mode
(Fig. 6.1b)) and the average Poynting vector component in the waveguide propagation
direction, respectively. The subscript ’b’ indicates that the integral is taken in the bulk
GaAs layer in the waveguide.

Figure 6.1 c) shows the profiles of 𝛼FK (𝜆, 𝐹 ) as function of wavelength 𝜆 and electric
field 𝐹 separately based on the experimental model [112]. This model has been validated
at room temperature in bulk GaAs. Here, we assume that a change in temperature only
influences the bandgap of GaAs, shifting it from 1.44 eV at room temperature to 1.52 eV
at cryogenic temperature of 6.5 K. Obviously, the cryogenic temperature lowers the
absorption.

The QDs emission range is pictured in green in Fig. 6.1 c). When the electric field
is 𝐹=0 (dotted line), no electro-absorption is expected at energies below the bandgap
for direct-gap un-doped semiconductors, while for 𝐹=100 kV/cm, the FKE becomes
pronounced in the QDs emission range. In this model, the absorption induced by QDs
is neglected because the density of QDs in the our sample is quite low , thus the QDs
absorption is not observable since other absorption mechanisms are dominant. Further,
the quantum-confined Stark effect can been neglected as well in our data analysis.
Chapter 4 indicates the spectral tuning by the Stark tuning is lower than 1 meV/V, while
the QDs’ inhomogeneous broadening is 30-50 meV, which is much lager than the Stark
tuning.

6.2 Propagation loss characterization

A series of rectangular waveguides with various lengths are prepared (following the
fabrication procedure presented in chapter 2) to measure the optical loss per unit length
in GaAs nanophotonic waveguides. Fig. 6.3 a) shows the top-view SEM image of the
processed sample. The p-type electrode, highlighted in yellow, is employed to apply an
external voltage to the p-i-n diode in the GaAs membranes.

A pair of shallow etched gratings (SEG) are designed to couple light in and out
of the waveguides and cross-polarized with the purpose of avoiding collecting any
scattered light from the excitation port. The SEGs are spaced at a fixed distance from
one to another aiming to avoid re-aligning the angle and position of the excitation
and collection of light. Our optimized sample processing recipe enables to produce
devices with high precision, which in turn ensure the transmission spectrum is highly
reproducible as demonstrated in Chapter 2.
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Figure 6.3: Propagation loss measurement in gated nanophotonic waveguides [105]. a) SEM image of the
suspended concentric waveguides, the details of the supporting tethers and shallow etched gratings (SEG)
are displayed in the inset. b) The transmission spectra of the shortest waveguide in a) with a length of L=95
𝜇m at room temperature (red dots connected by solid lines) and 6.5 K (black dots connected by solid lines)
without applying external voltage. The solid lines are the smoothed data, the dot lines are the gratings
transmission profiles. c) The transmission profiles of series of waveguides with different lengths. The red
solid lines are the smoothed data. d) Transmission (in dB) normalized to the peak transmission of the grating
at cryogenic temperature (top) and room temperature (bottom) as a function of the waveguides’ length. The
solid lines are the linear fits where the slopes provide the loss per unit length.

The tethers shown in Fig. 6.3 a) inset are used to support the suspend waveguides
in the air. The insertion loss due to the tethers are negligible since varying the number
of tethers per unit length does not influence the transmission [113]. In addition, all
waveguides are designed with identical terminating SEGs as well as the same number
of 90-degree bends, which allows factoring out the loss caused by the SEGs and bends.
This approach ensures the propagation loss is only as a function of waveguides length.
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Figure 6.4: Color maps of external applied voltages and wavelengths dependency of absorption at room
temperature a) and b)cryogenic temperature T=6.35 K respectively. The dot lines are the contours with the
corresponding loss per unit length.

The sample is characterized in a closed-cycle cryostat and a supercontinuum laser
(super K) is employed to carry out the transmission measurement. Fig. 6.3 b) shows
the transmission spectra of the shortest concentric waveguide at room temperature
and cryogenic temperature without applying external voltage. Compared to cryogenic
temperature, a visible drop of the transmission at room temperature is observed, due to
the larger absorption caused by the built-in electric field. The SEG transmission peak
is red-shifted by 15 nm at room temperature due to the thermo-optic effect. The small
fringes appearing in the transmission curves are probably caused by the reflectivity
of SEGs. To provide a better comparison , a smooth filter is applied to extract the
maximum transmission, and plotted as a function of wavelength. The magnitude of the
fringes is used as an error bar for the transmission data. The waveguides transmission
is gradually attenuated as a function of length as shown in Fig. 6.3 c). The total
transmission is given by

𝑇 (𝐿) = 𝑇 3
B𝑇

2
𝐺𝑒

−𝛼𝐿, (6.7)

where 𝑇B is the transmission of a 90◦ bend, which, from numerical simulations, causes
<0.005 dB loss in the wavelength range studied here for a waveguide length of ∼ 7 𝜇m,
and can therefore be neglected. 𝑇G is the transmission of a single SEG. The coefficient
𝛼 is the loss per unit length obtained by linearly fitting the logarithmic transmission
according to

𝑙𝑜𝑔(𝑇 (𝐿)) = 2𝑙𝑜𝑔(𝑇G) − 𝛼𝐿, (6.8)

𝑇G is derived from the intercept of the transmission profile with the ordinate where
the length of the waveguide is zero, and its response as a function of wavelength is
shown in Fig. 6.3 b) (dotted lines).

The transmission in dB is linearly dependent on the waveguides’ length within the
error bar shown in Fig. 6.3 d), allowing to extract the loss per unit length over the
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response bandwidth of SEGs. At room temperature T=297 K, 𝛼 is (39 ±3) dB/mm for
the peak transmission wavelength of 𝜆=950 nm, while it reduces to (17±1) dB/mm (at
𝜆=937 nm) at cryogenic temperature. For both temperatures the loss is larger at short
wavelengths as predicted by the FKE model.

The electric field dependency of the FKE is quite remarkable as well. A voltage scan
from -4 V to 0.6 V in steps 0.4 V is carried out at both room temperature and cryogenic
temperature. The loss per unit length ismapped out as a function of external applied bias
and wavelength as shown in Fig. 6.4. For both temperatures, the absorption increases
significantly at shorter wavelengths and for an increasing reverse bias. Interestingly,
a wavelength dependency of absorption is observed in forward bias, i.e. close to the
flat-band condition, where the electro-absorption due to FKE is supposed to be strongly
suppressed. We attribute this phenomenon to the surface electric field caused by the
Fermi-level pinning and band bending, which can not be removed by applying an
external voltage.

6.3 Residual loss modeling

To distinguish the various contributions to loss in the doped nanophotonic waveguides,
we fit the full surface of the Fig. 6.4 using a non-linear least squares methods with the
model of equation 6.5 as shown in Fig. 6.5 a). At cryogenic temperature T=6.5 k, the
waveguide loss 𝛼 as a function of wavelength fit within the error bars.

The fitting parameters are the residual loss 𝛼R which remains after compensating
the built-in voltage, and the confinement factor of the intrinsic region Γb. Fig. 6.5 b)
shows the propagation loss measured on an un-doped wafer with identical waveguides
geometry (blue line), which is wavelength independent. The residual loss 𝛼R obtained
on this gated nanophotonic waveguides shows instead a strong wavelength dependency,
suggesting that an additional FKE exists in this doped waveguides most likely because
of the surface electric fields created by the Fermi-level pinning.

In order to confirm this, we fit the residual loss as a function of wavelength by the
FKE model,

𝛼R (𝜆) = 𝛼0 + Γs𝛼FK (𝜆, 𝐹s). (6.9)

Here 𝐹s is the average surface electric field obtained by simulation shown in Fig. 6.2
b)(dash line). The room temperature and cryogenicΓs data are fitted and shown in Fig.
6.5 c). The confinement factor Γs and 𝛼0 are extracted from the fitting. The fitting
parameters of Fig. 6.5 a) and c) and finite-element simulation values are summarized in
table 6.3.

T=297 K T=6.5 K Simulation
Γb ±7)% (51±7)% 52%
Γs (6.6±0.5)% (6.3±0.5)% 4%
𝛼0 (10.4±0.9) dB/mm (10.9±1) dB/mm
𝛼FC ∼ 4 dB/mm (estimated)
𝛼INT ∼ 7 dB/mm (measured) 5–8 dB/mm
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Table 6.3 is a summary of extracted fitting parameters from equation 6.5 and equation
6.9, relevant simulation and experimental values. As expected, a constant loss of 𝛼0 =
(11 ± 2) dB/mm is extracted from both room temperature and cryogenic temperature
fitting, suggesting this loss is temperature independent. According to the absorption
coefficient for 𝑛-type and 𝑝-type GaAs provided in [114] and the confinement factor, a
free-carrier absorption 𝛼FC ∼ 4 dB/mm is estimated. The remaining absorption mainly
results from the scattering caused by the sidewall roughness, which has been measured
in an un-doped wafer with identical waveguides geometry resulting in 𝛼INT ∼ 7 dB/mm.

High resolution SEM images taken from the sidewalls of our waveguides are used to
estimate root-mean square roughness (RMS), which is in the range of 3-4 nm. Roughness
can cause unwanted coupling between the fundamental modes and the radiation modes
based on the waveguide scattering theory [115], which is stronger in high contrast
waveguide.

6.4 How to minimize the absorption

The p-doped layer is the main contribution to the free-carrier absorption. Luckily, it
is only needed in the emitter region. Thereby, we can selectively remove the p-layer
from the surface, suppressing free carrier absorption as well as FKE due to the built-in
electric field in the passive waveguide regions.

To remove the surface electric fields, it is necessary to unpin the Fermi-level. Several
works have reported that de-oxidation followed by surface passivation can greatly
reduce the surface states, thus greatly enhancing the quality factor of various systems
like micro-resonator [116], photonic crystal micro-cavities [71], Gaussian cavities [95]
etc. Adding surface passivation and other strategies like hard mask etching [117] and
resist reflow [118] can reduce the waveguides RMS lower than 1 nm, and thus potentially
reduce the 𝛼INT < 1 dB/mm.

* * *
In this chapter, a complete characterization of propagation loss in gated GaAs nanopho-
tonic waveguides as a function of wavelength, electric field, and temperature has been
reported. A detailed analysis attributes the main origin of loss to electro-absorption
and free-carrier absorption. Such a loss can be neglected for devices with a footprint <
100 𝜇m. However, when scaling up, it is necessary to reduce the loss further.
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Figure 6.5: Voltage and wavelength dependency of the FKE [105]. a) Propagation loss as a function of
the external applied voltage at room temperature and cryogenic temperature. The three bottom solid
lines are the fits of the loss for different wavelengths (black circles) at T=6.5 K. The loss (green squares)
and fit (red dash line) at room temperature is given for comparison. b) The loss measured on un-doped
nanophotonic waveguides vs doped nanophotonic waveguides with external applied voltage 𝑉=0.6 V at
cryogenic temperature. c) Residual loss extrapolated from the fits in a) as a function of wavelength. The
room temperature (green squares) and cryogenic temperature (black circles) data are fitted using an electro-
absorption model with a fixed surface electric field. The remaining loss contribution including free-carrier
absorption and intrinsic absorption are indicated in shaded areas.
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Conclusions and Outlook

Several devices like single photon sources, photon routers, and filters, have
been developed in the GaAs platform with integrated quantum emitters,
pushing us towards the on-chip integration of multiple functionality for a
scalable photonic quantum technology.

7.1 Summary

This project set out to investigate scalable circuits developed on the GaAs material
platform with embedded quantum dots. To this end, a new generation of ’local’ gated
nano-structures have been realized. These gates exhibit outstanding advantages regrad-
ing yields, response speed and scalability. A comprehensive optical characterization
was carried out for assessing and understanding the self-assembled QDs-based GaAs
platform. In summary, the project has shown that

1. Near-ideal SPSs have been realized in planar nanostructures. A deterministic SPS
with near-unity indistinguishability of (97 ±0.89) %, purity of (98.3 ±0.1) %, and
improved efficiency of 8.4 % has been developed in a QD coupled to single-sided
photonic crystal waveguide. Based on these results, a plug-and-play SPS has been
realized in a dual-mode waveguide [69]. Apart from possessing the excellent
properties of high indistinguishability and purity, on-chip mode-filtering of the
laser background allows one to operate the device for long times without losing
alignment. Moreover, it offers the potential to produce scalable SPS by parallelly
exciting multiple QDs by one pulse.
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2. Decoherence processes have been investigated. Indistinguishability is used to
probe the decoherence of SPS. Benefiting from the high-quality material and
metal gates, the charge noise and spin noise are suppressed to a large extent. The
decoherence thereby is dominated by phonon noise, which is dependent on the
surrounding nanostructure. Here, we investigated for the first time the phonon
behavior on the 2D nanostructure of photonic crystal waveguide. We found that
below 10 K, the ZPL is induced by linear phonon coupling due to long-wavelength
vibration created by the finite size of the nanostructure. Above 10 K, a remarkable
decrease of indistinguishability is observed because the thermal energy is large
enough to achieve quadratic phonon coupling, causing virtual transitions in QD.
Additionally, the linewidth broadening measured by resonant transmission vs.
temperature shows a behavior consistent with the photon indistinguishability.

3. Optical losses have been characterized. Optical propagation loss undermines
the SPS efficiency. A detailed loss characterization depending on temperature,
wavelength, and external electric field, has been carried out. An important source
of loss stems from the electric field in 𝑝-𝑖-𝑛 junctions due to Franz-Keldish effect
(FKE). Additionally, we found evidence of an additional surface electric field
due to Fermi-level pinning at the waveguide surface, which contributes to an
absorption over 20 dB/mm at room temperature. The optical loss is negligible
for the devices with a footprint < 100 𝜇m, however, when scaling up, it will be
necessary to reduce the loss.

7.2 Outlook

7.2.1 Why on-chip integration is promising

As motivated in chapter 1.1.2, an ambitious goal for photonic quantum technologies is to
perform information processing in a single chip instead of free-space. To date, the key
building blocks in such a photonic architecture, consisting of generation, linear(non-
linear) processing, and detection of quantum state light, have been demonstrated
on solid-state platforms using various materials. Developing a single platform to
implement all these functionalities is challenging and ambitious, but the benefit in
terms of efficiency is also great. In the following, we outline the future challenges
towards integrating multiple devices in a GaAs platform.

7.2.2 Integrated devices developed in the GaAs platform

Figure 7.1 shows an example of integration of a single-photon source based on dual-
mode waveguides with a nanomechanical beam-splitter [113]. The local gates enable
isolating each device electrically without introducing optical loss. However, there are
still outstanding challenges in building a fully scalable platform. A basic requirement
for integrated circuits is that there is no-cross talk between every single building. We
should therefore implement additional insulation components for the metal wires of
the different building blocks, especially when working with doped wafers. Moreover,
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Figure 7.1: SEM image of integrating an SPS device with a single-photon router on GaAs membrane with
embedded QDs.

as mentioned in chapter 2.3.3, there is a long-standing problem with dealing with
residues produced during the ICP-RIE process, which cause unwanted loss and makes
the fabrication of nanomechanical routers (as the one shown in Fig. 7.1) more complex.

Finally, it should be noted that while the local gates provide novel methods to build
electrical interconnects between the various elements, the existing interconnects are
not suitable for scaling up. Methods for wire-to-wire and wire-to-waveguide crossing
need to be developed in order to address the scalability issues. Such methods may
require new fabrication techniques (for example including polymers) but also more
advanced design software to handle the complexity of electrical and optical routing.

In conclusion, to perform a practical quantum photonic technology, a higher level
of scalability is required. This thesis has demonstrated that individual SPS with high
quality can be built but the nature of high propagation loss in GaAs membrane limits
the scalability.

To this end, the heterogeneous integration of GaAs with low loss material, such
as SiN, is a promising approach. In the future, pioneering fabrication techniques for
heterogeneous integration of multiple materials, may enable interfacing the various
building blocks in a coherent and efficient manner. Therefore, the on-chip integration
is expected to play a key role in the coming years, for the development of photonic
quantum technologies.
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A.1 Layer structure of the wafer

Material Thickness (nm) Doping (cm−3)
GaAs 25 p=1e19
GaAs 5 p=1e18
GaAs 3 intrinsic

Al0.3Ga0.7As 52.8 intrinsic
GaAs 7.2 intrinsic
AlAs 0.3 intrinsic

InAs QDs
GaAs 41 intrinsic
GaAs 38.5 n=2e18
GaAs 7.5 intrinsic

Al0.75Ga0.25As 1150 intrinsic
GaAs 100 intrinsic

GaAs/AlAs 20x(2.6/2.6) intrinsic
GaAs 100 intrinsic
GaAs substrate Undoped

A.2 Optimized recipe for processing device

A.2.1 Recipe for depositing metal contact

Etch Mesa

1. Cleave a chip of ≈ 10 mm×10 mm from the wafer.

2. Clean the chip in sequence: immerse in Acetone for 2 minutes, transfer to
Isopropanol (IPA) for 2 minutes, flush by IPA, blow dry by Nitrogen gas.
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3. Dehydrate: bake at 185◦C for 5 minutes on a hot plate.

4. Spin-coat ZEP 520A at 2100-2400 (rpm) for 1 minute and bake at 185◦C for 5
minutes on a hot plate. The spin coating speed depends on how old the resist is
once it is taken out of the fridge, and adjusting the spinning speed ensures the
resist thickness ∼ 550 nm. Generally the thickness should be reasonable if the
resist looks green after baking.

5. Electron beam exposure and development: Exposure parameters (dose 210 𝜇C/cm2,
current 10 nA, pitch 16), develop in room temperature N-Amylacetate for 70s and
then rinse in IPA for 10s at room temperature, blow dry using N2 and descum in
O2 plasma (100W, 45s).

6. RIE: Gas BCl3 (5sccm)/Ar((10sccm)), Chamber pressure 10 m Torr, DC bias ∼220
V, table temperature 15 ◦C. The target depth here is 110 nm which is 25 nm over
the n-doped layer.

7. Strip the resit: soak in hot NMP at 70◦C for 10 minutes, then transfer to room
temperature NMP for 2 minutes and finally flush by IPA and blow dry by N2.

8. Measure the etching depth by profilemeter.

Deposit n-type metal

1. Dehydrate: bake at 185◦C for 5 minutes on a hot plate.

2. Spin-coat ZEP 520A at 2100-2400 (rpm) for 1 minute and bake at 185◦C for 5
minutes on a hot plate.

3. Electron beam exposure and develop: dose 210 𝜇C/cm2, current 10 nA, pitch 16,
develop in N-Amylacetate for 70s at room temperature and then rinse in IPA for
10s at room temperature, blow dry using N2 and descum in O2 plasma (100W, 1
minute).

4. De-oxidation: Soak in H3PO4:H2O(1:5) for 2 minutes and then rinse in Milli-Q
(MQ) water for 1 minute and blow dry by N2.

5. Deposit Ni/Ge/Au/Ni/Au(4/40/60/27/150 nm) in electron beam evaporator.

6. Lift-off:Soak in hot NMP at 80◦C for 5 minutes and then sonicate 1 minute (80
kHz,50%), return to hot NMP at 80◦C for 5 minutes. Finally sonicate (80 kHz,50%)
1 minute and transfer to room temperature NMP and stay for 2 minutes, flush by
IPA and N2 blow dry.

7. Rapid thermal annealing at 420 ◦C for 40 s.

Deposit p-type metal

1. Dehydrate: bake at 185◦C for 5 minutes on a hot plate.
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2. Spin-coat ZEP 520A at 2100-2400 (rpm) for 1 minute and bake at 185◦C for 5
minutes on a hot plate.

3. Electron beam exposure and develop: dose 210 𝜇C/cm2, current 10 nA, pitch 16,
develop in N-Amylacetate for 70s at room temperature in a black box and then
rinse in IPA for 10s at room temperature, blow dry using N2 and descum in O2

plasma (100W, 1 minute).

4. De-oxidation: Soak in H3PO4:H2O(1:20) for 2 minutes and then rinse in Milli-Q
(MQ) water for 1 minute and blow dry by N2. This is operated in the dark.

5. Deposit Cr/Au(10/170 nm) in electron beam evaporator.

6. Lift-off:Soak in hot NMP at 80◦C for 5 minutes and then sonicate 1 minute (80
kHz,50%), return to hot NMP at 80◦C for 10 minutes. Finally sonicate (80 kHz,30%)
1 minute and transfer to room temperature NMP and stay 2 minutes, flush by
IPA and N2 blow dry.

A.2.2 Recipe for patterning nano - structures

Pattern shallow etched gratings and isolation trenches

1. Dehydrate: bake at 185◦C for 5 minutes on a hot plate.

2. Spin-coat CSAR 9% at 4000 (rpm) for 1 minute and bake at 185◦C for 1 minute on
a hot plate. The resist thickness should be ∼200 nm.

3. Electron beam exposure and development: Electron beam exposure parame-
ters for shallow etching gratings (dose 350 𝜇C/cm2, current 1 nA, pitch 4), for
isolation trenches (dose 350 𝜇C/cm2, current 10 nA, pitch 12). Develop in cold
N-Amylacetate at -5 ◦C for 40 s and then rinse in cold IPA at -5 ◦C for 20 s, blow
dry using N2 and descum in O2 plasma (100W, 45s).

4. RIE Etch: BCl3 (5 sccm)/Ar (10 sccm), chamber pressure 10 m Torr, DC bias ∼220
V, table temperature 15 ◦C. The target depth is 70- 80 nm.

5. Strip the resist :soak in hot NMP at 70◦C for 10 minutes, then transfer to room
temperature NMP for 2 minutes and finally flush by IPA and blow dry using N2.

6. Measure the etching depth by profilemeter.

Deep-etch photonic crystals and waveguides

1. Dehydrate: bake at 185◦C for 5 minutes on a hot plate.

2. Spin-coat ZEP 520A at 2100-2400 (rpm) for 1 minute and bake at 185◦C for 5
minutes on a hot plate.
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3. Electron beam exposure and development: electron beam exposure parameters
of dose 350 𝜇C/cm2, current 1 nA, pitch 4, develop in cold N-Amylacetate at -5 ◦C
for 60s and then rinse in cold IPA at -5 ◦Cfor 10s, blow dry using N2 and descum
in O2 plasma (100W, 1 minute).

4. ICP etch: BCl3(3 sccm)/Cl2 (4 sccm)/Ar (25 sccm), Chamber pressure 4.7 m Torr,
DC bias ≈ 300 V, ICP power 300 W, table temperature 0 ◦C.

5. Srip the resist :soak in hot NMP at 70◦C for 10 minutes, then transfer to room
temperature NMP for 2 minutes and finally flush by IPA and blow dry using N2.

A.2.3 Recipe for releasing the membrane

1. HF etch: Place the sample placed in a small home-made plastic boat and place
them in 5% HF for ∼ 50 s, ensuring that the undercut of the waveguide is ∼2.7
𝜇m. Then transfer to MQ water for 10 minutes. Prepare 4 beakers of MQ water
before starting the etching and move the sample in from one to another in order
to progressively dilute the HF solution.

2. H2O2 clean: Dip sample in H2O2 for 1 minutes and transfer to MQ water and
stay 10 minutes as the same as operated after the HF dip.

3. H3PO4 de-oxidation: Dip in H3PO4:H2O(1:10) for 1 minute and transfer to MQ
wafer as the same as after HF dip.

4. Dip the sample in IPA for 5 minutes. Prepare 3 beakers of IPA and move the
sample one to another in order. Remove the boat at the first beaker.

5. Prepare the critical point drying (CPD) holder beforehand and move the sample
into the holder.

6. CPD dry.

7. Measure the I-V curve with probe station.

8. Check the morphology of the devices by scanning electron microscopy (SEM).

A.3 Pre-characterization SPS

The characterization of the newly fabricated samples was initially carried out in the
flow cryostat to determine the emission spectra, radiative decay rate, brightness, etc.

Single-mode rectangular waveguides with a width of 280 nm, shown in Fig. A.1 (a),
terminated with mirrors to reflect the emitted photons to the collection direction, are
used for characterization. A shallow etched grating (SEG) directs the photons to the
collection optics. The QDs couple mainly to the fundamental transverse electric (TE)
mode, whose electric field profile 𝐸𝑥 (𝑥, 𝑧) is shown in Fig. A.1 (b) A pulsed laser (Mira)
tuned to the above-band wavelength of 780 nm is shone on the top of the nanobeam
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Figure A.1: Single photons are generated by QDs coupled to nanobeam waveguide a) SEM image of nanobeam
waveguide with shallow etching grating, excitation, and collection are spatially separated. Inset shows the
waveguide is terminated with mirrors on one side. b) Finite element method simulation of the transverse
electric (TE) field mode profile of single-mode nanobeam waveguide.

waveguide to excite several QD transitions, while the voltage on the QD is scanned.
The dot density in this wafer shows a linear gradient from the edge to the center in the
[1-10] direction while it is almost constant in the [110] direction. The sample used in
this work was taken approximately 1.8 cm from the edge of a 3-inch diameter wafer.
We do see quite noticeable dot density variation in the [1-10] direction, as shown in Fig.
A.2. Above-band photoluminescence indicates that the dot density is quite high and
that the wavelength of emitted single photons mainly falls within the 930 − −950 nm
range, which matches well the SEG collection bandwidth. Most bright individual lines
can be spectrally isolated, implying that even such high dot density is not problematic
for resonant excitation for a single QD transition. The variation in line intensity is
likely caused by the dot position in the waveguide. The mirror, in fact, produces a
standing wave that spatially modulates the density of optical states. Comparing the
various photoluminescence spectra of Fig. A.2 a), a clear spatial dependence of the
density is observed when moving over just 380𝑚𝑢m in the 𝑦 direction(Fig. A.2 c)).
Subsequently, implementing p-shell excitation, Fig. A.3 a) shows the voltage tuning
photoluminescence map. The corresponding spectra at voltage 1.24 V are shown in Fig.
A.3 b), is fitted by a Voigt model (convolution of Gaussian and Lorentzian function )
in-dash purple line. Fig. A.3 d), intensity dependency of input power was measured.
Hereunder a 𝜋-pulse excitation, the spectrometer detected ≈ 20000 photons per second.
Then radiative lifetime measurement of this dot and few dots from the nearby bulk
was shown in Fig. A.3 c), the solid red line denotes the dot from the bulk, fitted by
dash green line, and the average lifetime is ∼ 1.1 ns. The radiative decay rate curve of
the dot from the waveguide is fitted by purple dash line, lifetime is ∼ 725𝑝𝑠 , with a
moderate Purcell enhancement of ∼ 1.5.

To understand more about the dots’ behavior, the HBT measurements are imple-
mented. Firstly, the above-band laser excites the same dot characterized above, and
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Figure A.2: Above-band excitation of devices on different locations estimates dots density and variation
gradient. The sample took from a wafer where the dots’ density gradient decreases in the Y direction while
not change in the x-direction a), b) are single-mode waveguides with slightly different widths of 280 𝑛𝑚 300
𝑛𝑚 respectively and distributed with a distance of 50 𝑢𝑚. c,d) is the copy of a, b) with a spatial separation of
380 𝜇m.

the grating filter is used to filter the laser background. The second-order correlations
dependency of power are given in Fig. A.4. In the low power regime A.4 a), b), there is
a tiny peak at zero time delay, 𝑔2 (0) is not perfect probably because the grating filter
bandwidth might be too large to completely suppress emission from other quantum
dots. In a relatively high power excitation regime, there is a quite pronounced central
peak shown in A.4 c), which is contributed by the nearby dots emission because the
QDs density is quite high, and it can not avoid exciting multiple dots by one laser spot.
In such a situation, it is necessary to employ resonant excitation. 𝑔2 (0) of the single
photons emitted from the dot is measured under p-shell excitation using a grating
filter to excite fewer dots within the same excitation area as the aboveband illumina-
tion. As shown in Fig. A.5, the measured 𝑔2 (0) is 0.0054 ± 0.0063, 0.0068 ± 0.0011,
0.0088 ± 0.00073, 0.01 ± 0.00052 respectively, for a corresponding power 2.5 of 𝜇w, 5
𝜇w, 10 𝜇w and 35 𝜇w. The 𝑔2 (0) slightly increases with increasing of the input power,
which attributes to laser background leaks to the detection channel. The single photons
purity can reach as high as 99.5 %.

The reduction of QDs geometry symmetry lifts the degeneracies among exciton
states, which result in fine structure splitting been partly possible in spectroscopic
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Figure A.3: Quasi-resonant excitation is performed. a) Frequency and voltage tuning of the neutral exciton. b)
the Corresponding spectrum at V=1.235 V is fitted by the Voigt model. c) Radiative decay rate measurements
of this dot and the one from nearby bulk excited by above-band laser by the setup shown in 4.2 c). The
yellow solid curve and green solid curve are the instrument function ( IRF) of the measurements done by
Mira and PDL, respectively. The solid orange and red curve are fitted single exponentially convolved with
the IRFd) Measured intensity dependency of the excitation power.

Figure A.4: The second-order correlation is measured under above-band excitation by HBT setup displayed
4.2 a). a), b), c) shows the correlation histogram at different powers.

experiments because of the magnitude of the energy involved, which considerably
smaller than the inhomogeneous broadening. For the self-assembled In( Ga)As QDs,
the reported fine structure in a frequency span of 0 to 10 GHz. With CW resonant
excitation of some of the dots from different devices, most of these dots do not show
the fine structure splitting in spectroscopy, while some are really pronounced as shown
in Fig. A.6, fitted by Voigt model. For this, we can significantly enhance one dipole
while suppress the other by polarization control.
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Figure A.5: HBT measurements of the single photons under p-shell excitation. a), b), c). d) gives the 𝑔 (2) (0)
at different powers.

Figure A.6: CW-resonant excitation to investigate the fine structure splitting.
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